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A B S T R A C T   

A non-deterministic phase field (PF) virtual modelling framework is proposed for three-dimensional dynamic 
brittle fracture. The developed framework is based on experimental observations, accurate numerical modelling, 
and virtually foreseeable dynamic fracture prediction module through the machine learning algorithm. The 
uncertain system inputs, including variabilities of material properties, are incorporated into dynamic fracture 
analysis. Phase field method is implemented to simulate the dynamic fracture behaviours of 3D cracked struc
tures with variabilities and then to create the training database for virtual damage model. The virtual damage 
model omits the physical finite element approximation process and reveals the virtual governing relationship 
between the variational system inputs and fracture responses. This advantage enables the virtual model to 
provide reliable crack propagation prediction based on either experiment-based or numerical simulation and 
greatly improves the computational efficiency of dynamic fracture analysis. To establish the accurate virtual 
model in the training process, a newly developed extended support vector regression (X-SVR) method with T- 
spline polynomial kernel functions is adopted for its outstanding performance in handling complex high- 
dimensional problems. Based on different real-world engineering scenarios, multiple fracture failure criteria, 
both strength-based and serviceability-based, are selected and demonstrated in numerical investigations to 
visualise the proposed framework’s workflow. The effectiveness as well as accuracy are verified by these ex
amples, and it is observed that the computational efficiency of dynamic fracture analysis is greatly improved. 
With the proposed framework, a continuously updating dynamic fracture surveillance system can be potentially 
built for practical applications.   

1. Introduction 

Dynamic fracture problems are crucial to structural safety because 
modern structures frequently suffer from dynamic loadings like wind, 
earthquake, impact, and blast loads. Enormous efforts have been 
devoted to practical engineering applications for preventing dynamic 
fracture-induced failure, especially in high-value engineering projects 
[1,2] and newly-developed materials [3–5], with small-scale experi
ments [6–11] or simplified simulations. In the meantime, it’s inevitable 
to consider the influence of variabilities in the design process, and 
massive experimental or numerical data is needed to generate the 
mathematical formula covering almost every possible combination. The 

dynamic loading condition is more complicated because of variational 
time-dependant parameters, thus numerical simulation turns out to be a 
better way in terms of computational cost and expense. 

The energy approach was introduced into fracture mechanics by 
Griffith’s theory [12,13] . In the later development of numerical fracture 
modelling, the standard finite element method (FEM) shows its capa
bility with some theoretical innovations. This branch of FEM-based 
approaches is categorized as discrete model. In this branch, many 
methods have been proposed, such as the extended finite element 
method (XFEM) [14–16], the generalized finite element method (GFEM) 
[17]. In XFEM approach, the kinematics of finite elements is extended to 
incorporate the discontinuity with the suitable space. As mentioned, 
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these approaches treat the crack as a strong discontinuity and try to 
represent the damage by crack tracking algorithms. A challenging 
problem arising in the discrete methods is the difficulty in solving 
complex crack patterns or crack initiation problems [18]. The other 
branch of the fracture modelling, the diffusive one, has been developed 
to smear the damage in the local area and to avoid introducing a sudden 
discontinuity in the displacement field. One representative approach is 
named as the phase field method (PFM). The phase field method is 
initially proposed by Francfort and Marigo [19] and Aranson et al. [20] 
in the beginning of 21st century. The variational approach mentioned in 
[19] applies Griffith’s theory in finding the minimum total potential 
energy and then tracking the crack propagation. The numerical imple
mentation of the variational approach was published by Bourdin et al. 
[21,22]. Then, Amor et al. [23] proposed the anisotropic model for 
disguising tensile and compressive stresses. Miehe et al. [24,25] ach
ieved tremendous progress in the variational function framework and 
laid an essential foundation for further development. Recently, many 
researchers have flexibly implemented phase field modelling of brittle 
[26,27] and elasto-plastic fracture [28–35]. With a different constitutive 
law from regular materials, shape memory material arouses interests 
from researchers [36–38]. Although the dynamic phase field model has 
been formulated by Landau-Ginzburg type equations [39], Borden et al. 
[40] developed a more easy-understanding Bourdin-type formulations 
which are based on Griffith’s theory. Furthermore, the fatigue fracture is 
studied in [41]. 

In the area of numerical application, Msekn et al. [42] and Molnar 
and Gravouil [43,44] successfully implemented the phase field method 
to ABAQUS with a user-defined subroutine (UEL). These methods with 
UEL codes simplify the solving process by adopting built-in solver in 
ABAQUS and offer an alternative way to modify different constitution 
laws for both brittle and ductile materials. In this paper, the phase field 
method is accomplished by adopting theoretical techniques from Molnar 
and developing dynamic brittle fracture with UEL. 

Generally, PFM applies a scalar parameter in the introduced phase 
field to describe the material condition transiting from the intact one to 
the broken. So that the phase field method can represent a sharp crack 
without remeshing and skip assigning specific crack tracking algorithms. 
This character enables it to simulate complex crack propagation more 
naturally, including crack initiation, merging, or branching. This 
advantage is significant in dynamic fracture because crack patterns are 
much more complex and propagation process is harder to track under 
dynamic loads, especially when considering variabilities. 

In this paper, phase field method with UEL codes is adopted in 
modelling dynamic brittle fracture considering variabilities. Although 
many researchers developed various methods to predict the crack 
propagation more precisely, the consideration of variabilities in fracture 
process will add an extra dimension to the original problem and will 
greatly increase the complexity. Thus, relevant research on non- 
deterministic dynamic fracture mechanics is very limited in the 
literatures. 

In recent years, researchers have faced major challenges in the non- 
deterministic dynamic fracture modelling process. The first challenge is 
investigating the variational fracture performance of practical structures 
under dynamic loading. Unlike static fracture analysis, dynamic systems 
are more complex due to the additional time integration domain. 
Additionally, the implementation of variational input factors dramati
cally increases the complexity of the dynamic modelling framework, 
especially for three-dimensional cracked structures with a large number 
of degrees of freedom. Most of published research [45,46] on 
non-deterministic fracture modelling considers the randomness but 
limits the loading to static/quasi-static one. Recently, Feng et al. [47] 
used the machine learning method to improve the efficiency of static 
fracture problems. However, contemporary structures typically experi
ence dynamic loading during their service periods, and quasi-static 
simulations are inadequate in this condition. Moreover, introducing 
randomness tremendously complicates the modelling process, and there 

are no solid studies on the qualification of variation’s influence on dy
namic fracture simulation. Traditional Monte Carlo simulations [48,49] 
are commonly used for uncertainty qualification in engineering prob
lems, but applying them in dynamic fracture is difficult due to the large 
number of combinations from variational loading conditions, which 
leads to unacceptable computational efforts. The last major challenge is 
low computational efficiency of phase field method in dynamic fracture 
problems. Many researchers have published their achievements in 
raising the computational efficiency. Wu et al. [27] combined the 
optimizing algorithm BFGS in PFM, leading to quicker convergent speed 
in every step. Seles et al. [50] developed a residual control algorithm in 
ABAQUS implementation and adaptive algorithm is also popular for 
computational efficiency [51–58]. Samaniego et al. [59] develops a 
parallel implementation in ductile fracture with shear bands. Although 
these contributions have improved computational efficiency to some 
extent, phase field modelling of dynamic fracture remains 
time-consuming, and its efficiency is insufficient for non-deterministic 
dynamic fracture prediction. Modelling the millions of permutations 
and combinations of variational parameters requires millions of repeti
tive FE simulations, resulting in impractical computational costs. 
Therefore, significantly improving efficiency is a crucial factor in 
achieving non-deterministic dynamic fracture prediction. 

In this paper, to efficiently characterize the non-deterministic dy
namic fracture responses, a phase field (PF) virtual modelling frame
work with high accuracy is proposed. The variabilities should be 
analysed and configured quantitively in the first step. Material proper
ties are considered as variational parameters for the widespread exis
tence of unavoidable imperfections in engineering applications. The 
second step is conducting a limited number of necessary Monte Carlo 
simulations using the PFM-embedded Abaqus user subroutine codes 
(UEL). The phase field model can chase complex crack paths, including 
crack initiation or propagation and provide the origin training data for 
further generation of the virtual model. The training database connects 
fracture responses with each combination of variabilities at each time 
step. Therefore, the time discretization in the non-deterministic dynamic 
fracture is fully considered. Within the framework, the newly developed 
machine learning method, extended Support Vector Regression (X-SVR) 
[60,61] with T-spline kernel, is used to establish the virtual model. The 
virtual model reveals the virtual governing relationship between the 
system variabilities (i.e. variational material properties) and structural 
fracture responses (i.e. propagated crack length). Then, the target frac
ture responses can be obtained in an accurate and efficient manner by 
providing variation information to the well-trained virtual model. Based 
on the observed results, the virtual model can provide reliable fracture 
response predictions with new material property inputs, even out of the 
original input ranges. Finally, the virtual model can be applied to mul
tiple tasks. This framework eliminates the high computational toll by 
virtual modelling and can generate a comprehensive structural health 
database without millions of repetitive MCS. Furthermore, this frame
work gives the possibility of rapid structure monitoring (diag
nosis-prognosis) and provides real-time disaster warning when 
encountering dynamic loadings like severe wind or earthquake. Once 
the possible dynamic loads are predicted and quantified, fracture re
sponses can be accessed within seconds and the estimated reliability 
data helps the decision maker to prevent personnel and property losses. 

The outline of this paper is shown as follows. Section 2 illustrates the 
phase field theory of dynamic brittle fracture. In Section 3, the numer
ical implementation of the phase field method in the dynamic fracture 
problem is thoroughly reviewed. Variabilities are introduced into the 
fracture problem in this part as well. For better understanding, the vir
tual modelling framework of the phase field method is proposed in 
Section 4. In Section 5, two numerical examples are demonstrated to 
show the overall application process of the proposed framework. 
Finally, the general conclusion of this paper is discussed in Section 6. 
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2. Phase field method of dynamic brittle fracture 

In this section, the basic introduction of phase field model is pro
vided, and the corresponding theoretical information is explained. 
Generally, phase field method diffuses the crack geometry within the 
range formalised by an internal length (l0) and then introduces a scalar 
value ϕ(x), where x is the position vector, to represent the intact- 
cracked transition of materials. 

In the phase field method theory, an arbitrary body Ω⊂Rd(d = {1, 2, 
3}) is considered, which has an external boundary condition ∂Ω and an 
internal discontinuity boundary Γ, as shown in Fig. 1. At the time t, the 
displacement u(x, t) satisfies the Neumann boundary conditions on ∂ΩN 
and Dirichlet boundary conditions on ∂ΩD. The traction force T(x, t) is 
applied to the boundary ∂ΩN. 

The mentioned scalar variable ϕ(x) ∈ [0, 1] is called phase field 
value, and it’s adopted to represent the status of the elastic body by, 

ϕ(x) =

{
0 Intact

1 Cracked
(1) 

According to Griffith’s theory [62], a variation approach has been 
taken to solve the fracture problem [21,24,25]. The critical fracture 
energy release rate Gc is defined as the minimum required energy to 
create a new fracture surface per unit area. Then, the weak form of the 
governing equations of the cracked domain can be developed with total 
potential energy. The total potential energy Ψpot(u,Γ) can be expressed 
by the elastic energy Ψε, fracture energy Ψfrac and external forced energy 
Ψext: 

Ψpot(u,Γ) = Ψε + Ψfrac − Ψext

=

∫

Ω
ψε(ε)dΩ +

∫

Γ
Gc(x)dΓ −

∫

∂ΩN

T⋅ud∂ΩN

(2)  

where the linear strain tensor ε = ε(u) can be expressed by: 

εij =
1
2

(
∂ui

∂xj
+

∂uj

∂xi

)

(3) 

Under the assumption of anisotropic linear elasticity, the linear en
ergy density ψε(ε) is proposed by Miehe et al. [25] with Lamé constants λ 
and μ as: 

ψε(ε) =
1
2

λεiiεjj + μεijεij (4) 

The elastic strain energy density can be decomposed into the tensile 
strain energy density ψε(ε)+and the compressive strain energy density 
ψε(ε)− , where only the tensile part will be degraded because of the ex
istence of a crack [23,63]. It should be noted that, the positive and 
negative strain energy density is calculated from the corresponding 

strain tensor according to Miehe et al. [25]. In his theory, the spectral 
decomposition of the strain tensor is, 

ε =
∑3

i=1
εini ⊗ ni (5)  

where {εi}i = 1, 2, 3 are the principal strains and {ni}i = 1, 2, 3 are the 
principal strain directions. In this process, the shear strains have been 
already considered in the formation of principle strains. A degradation 
function containing the phase field value reduces the tensile strain en
ergy density. The degradation function g(ϕ) is formulated by: 

g(ϕ) = (1 − ϕ(x))2
+ k (6)  

where k is a small number (10− 7) introduced for numerical stability 
when ϕ(x) → 1. The elastic energy is then written as: 

Ψε(ε) =
∫

Ωψε(ε)dΩ

=

∫

Ω

[
(1 − ϕ(x))2

+ k
]
⋅ψε(ε)

+
+ ψε(ε)

− dΩ
(7) 

Based on the definition of phase field value, the surface is perfectly 
intact when ϕ(x) = 0 and damaged when ϕ(x) = 1. Then, another critical 
variable in the phase field model is introduced and named the length 
parameter l0, which determines the width of the diffused region around 
the discontinuity. Miehe et al. [24] proposed the formulation describing 
the crack surface density per unit volume of solid as: 

γ(l0,ϕ,∇ϕ) =
1

2l0
⋅ϕ(x)2

+
l0

2
⋅|∇ϕ(x)|2 (8) 

With the crack surface density function (8), the fracture energy can 
be easily written as: 
∫

ΓGc(x)dΓ ≈
∫

ΩGc(x)⋅γ(l0,ϕ,∇ϕ)dΩ

=

∫

Ω
Gc(x)⋅

1
2l0

⋅ϕ(x)2
+

l0

2
⋅|∇ϕ(x)|2dΩ

(9) 

Combining formula (7) and (9), the total potential energy can be 
expressed as: 

Ψpot(u,Γ) =

∫

Ω
ψε(ε)dΩ +

∫

Γ
Gc(x)dΓ −

∫

∂ΩN

T⋅ud∂ΩN

=

∫

Ω

[
(1 − ϕ(x))2

+ k
]
⋅ψε(ε)

+
+ ψε(ε)

− dΩ

+

∫

Ω
Gc(x)⋅

1
2l0

⋅ϕ(x)2
+

l0

2
⋅|∇ϕ(x)|2dΩ −

∫

∂ΩN

T⋅ud∂ΩN

(10) 

The overall energy functional of dynamic fracture involves the 
Lagrange function: 

Fig. 1. (a) An elastic solid with sharp crack: the solid is under external boundary condition ∂ΩD and the traction force T, the crack geometry is denoted as Γ ; (b) an 
elastic solid with geometrically regularized crack by phase field value ϕ: the phase field model diffuses the sharp crack into surrounding geometry. 
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L = D(u̇) − Ψpot (11)  

where u⋅ contains the velocity vector and D(u̇) is the kinetic energy can 
be written with material density ρ: 

D(u̇) =
1
2

∫

Ω
u̇T u̇ρdΩ (12) 

Given the Lagrange functional, the governing equations of the dy
namic fracture in terms of kinetic energy and potential energy can be 
simply developed. 

Miehe et al. [24] developed a stagger scheme, which implies a his
tory field to decouple the displacement field and phase field. This 
scheme allows us to embed the phase field model into Abaqus [43,44]. 
The fundamental algorithm of this scheme is to link the displacement 
field and phase field by a history field rather than coupled functions. In 
each iteration, the displacement field is solved firstly by applying the 
energy function: 

Πu = D(u⋅ ) − Ψε(ε) + Ψext

=
1
2

∫

Ω
u̇T u̇ρdΩ −

∫

Ω

[
(1 − ϕ(x))2

+ k
]
⋅ψε(ε)

+

+ψε(ε)
− dΩ +

∫

∂ΩN

T⋅ud∂ΩN

(13) 

Taking the first variation of (13), the corresponding strong form is: 

σ⋅n − T = 0 on ∂ΩN

∇ϕ⋅n = 0 on ∂ΩC

u = u on ∂ΩD

(14)  

where n represents the outwards normal vectors on the boundary and 
the Cauchy stress tensor σ =

∂ψε(ε)
∂ε . 

The strain history field H(x) is then obtained by: 

H(x) = maxψ+
ε (ε(x)) (15) 

The function (15) automatically avoids the healing of cracks, and the 
initial condition for the history field is 0 (H0 = 0). The Lagrange func
tional for phase field can be written as (16) by replacing ψε(ε)+ with H 
(x). 

Πϕ =

∫

Ω
[Gc(x)⋅γ(l0,ϕ,∇ϕ)+ g(ϕ)H(x)]dΩ (16) 

The history field satisfies the Karush-Kuhn-Tucker condition since 
the irreversibility of H(x). Thus, the strong form of phase field can be 
written as: 

Gc

l0

(
ϕ − l2

0∇ϕ
)
= 2(1 − ϕ)H on ∂ΩN

∇ϕ⋅n = 0 on ∂ΩC

(17)  

3. Non-deterministic numerical implementation 

In this section, the non-deterministic numerical implementation of 
dynamic phase field model is carefully explained. The application of 
ABAQUS with UEL codes is also clarified. Not surprisingly, the stochastic 
problem will introduce system variabilities into the governing equa
tions, making them complex to solve. The dynamic fracture considering 
variabilities lead to unstable crack propagation. 

Under these conditions, the monolithic scheme is not numerically 
reliable as it calculates the entire crack propagation route within a single 
time step. Therefore, the staggered time-integration algorithm is adop
ted to solve the stochastic dynamic fracture problem in this paper. 

The Abaqus user subroutine options are used to solve the displace
ment field and phase field iteratively. For dynamic cases, Abaqus adopts 
the Hilber-Hughes-Taylor (HHT) method, a more common case of the 

New-mark method, to acquire the equilibrium. HHT is a built-in solver 
and solves the linearised equilibrium by Newton-Raphson iteration. No 
special calibrations should be taken when applying. 

The considered variabilities are material properties listed in Table 1. 
These variational parameters are assembled in a vector ηR =

[E, υ, Gc, ρ]T [64,65]. In this framework, ηR
j represents the jth varia

tional parameter set, and the vector ηR belongs to the probability space 
(ϒ, Λ, P) where ϒ denotes the sample space, Λ denotes the σ-algebra and 
P denotes the probability measure. The phase field model considers 
variational parameters, affecting the finite element discretization by 
influencing the stiffness matrix. 

The linearised equilibrium at the time tn considering the variabilities 
is written as: 
⎡

⎢
⎣

Su
n

(
ηR

j

)
0

0 (1 + α)Kd
n

(
ηR

j

)

⎤

⎥
⎦

⎡

⎢
⎣

un+Δt

(
ηR

j

)

ϕn+Δt

(
ηR

j

)

⎤

⎥
⎦

= −

⎡

⎢
⎣

ru
n

(
ηR

j

)

αrd
n− 1

(
ηR

j

)
− (1 + α)rd

n

(
ηR

j

)

⎤

⎥
⎦ (18)  

where Su
n(ηR

j ) = M(ηR
j )

dü
du + (1+α)Ku

n(ηR
j ) and Kd

n(ηR
j ) are the elementary 

stiffness in displacement field and phase field at a time step ηR
j . un+Δt(ηR

j )

and ϕn+Δt(ηR
j ) are new nodal solutions for the next time step tn + Δt. 

In this paper, the 3D 8-node brick element is considered in numerical 
implementation, meaning the shape functions N = [N1⋅⋅⋅N8]. The spatial 
derivatives can be written as: 

B =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

∂N1

∂x
⋯

∂N8

∂x
∂N1

∂y
⋯

∂N8

∂y
∂N1

∂z
⋯

∂N8

∂z

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(19) 

Thus, Nu, Nϕ are denoted for the shape function in the stochastic 
displacement field and phase field. Bu and Bϕ are the derivatives for two 
fields correspondingly. 

The elementary stiffness matrix in the displacement field can be 
calculated as: 

Ku
n

(
ηR

j

)
=

∫

Ω

{[
(1 − ϕ)2

+ k
]
(Bu)

T C0

(
ηR

j

)
Bu

}
dΩ (20)  

where C0 is the stochastic elemental elastic stiffness matrix. 
The elementary stiffness matrix in the phase field can be calculated 

as: 

Kd
n

(
ηR

j

)
=

∫

Ω

⎧
⎨

⎩

(
Nϕ)T

⎡

⎣
Gc

(
ηR

j

)

l0
+ 2H

⎤

⎦Nϕ +
(
Bϕ)T Gc

(
ηR

j

)
l0Bϕ

⎫
⎬

⎭
dΩ (21) 

In dynamic cases, the residual vector in displacement ru
n should 

contain an inertial component which can be denoted as fa
n. In each 

increment, the elementary function of inertial force is written as: 

Table 1 
Considered variabilities.  

Variational parameters Abbreviations Unit 

Young’s modulus E(ηR
j ) GPa 

Poisson’s ratio υ(ηR
j ) / 

Critical energy release rate Gc(ηR
j ) J/m2 

Density ρ(ηR
j ) kg/m3  
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fa = fa
i =

∫

Ω
ρ
(

ηR
j

)
Nu

ij üdΩ (22)  

where i is element number and Nu
ij(ηR

j ) is the matrix of shape functions in 
displacement problem containing the jth set of variabilities. 

Similarly, the external and internal force vectors are identified as fex
n 

and f in
n . 

fex
n =

∫

Ω
(Nu)

T TdΩ

f in
n =

∫

Ω

{[
(1 − ϕ)2

+ k
]
(Bu)

T σ
}

dΩ
(23) 

Considering the damping coefficient α, the displacement residual at 
time step tn can be written in terms of: 

ru
n = (1+ α)f in

n − αf in
n− 1 + fa

n − fex
n (24) 

Fig. 2. Flowchart of non-deterministic phase field virtual modelling framework.  
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where the damping factor is taken as α = − 0.05. 
The mass matrix can be written in a diagonal format as: 

M = Mkk =

∫

Ω

(
Nu

kj

)T

ρ
(

ηR
j

)
Nu

kjdΩ (25) 

When variability is introduced into the numerical implementation, 
the governing equations of dynamic fracture become complex and 
extremely difficult to solve efficiently, particularly in 3D cases. The 
randomness of material properties has a significant impact on the frac
ture response, including crack propagation speed and direction. The 
difficulty of the traditional approach to solving these equations suggests 
the possibility of using a virtual modelling technique. Therefore, a sto
chastic analysis framework of the phase field method in the dynamic 
fracture is proposed, and the advanced virtual modelling technique is 
implemented to deal with the variational nonlinear problem involving 
high complexity. 

4. Virtual modelling framework of phase field method 

Due to the extremely high demand for computational capacity in 
non-deterministic 3D dynamic fracture problems with various variabil
ities, the newly developed virtual modelling technique is adopted and 
illustrated in this chapter. 

4.1. Non-deterministic phase field method framework 

The virtual modelling technique presents enormous advantages in 
dealing with the nonlinear variation problem. This paper proposes the 
non-deterministic phase field method framework for 3D dynamic 
problems. The novel virtual modelling method, extended support vector 
regression (X-SVR), works as the connection between the inputs and 
outputs. Given the newly generated input-output virtual relationship, 
the fracture responses from variational inputs can be easily and rapidly 
obtained. 

Under the non-deterministic phase field method framework, the 
basic procedure is based on Monte Carlo simulation, and the staggered 
scheme is adopted in each set of variabilities. The flow chart is given in 
Fig. 2 to demonstrate the process more vividly. The variational param
eters are generated according to the premise. Both the deterministic and 
non-deterministic parameters are collected and stored in the database 
for input data. For each input dataset ηR

j , the fracture responses (i.e., 
crack propagation length, failure time) can be read from the results file. 
The training dataset consists of variabilities and fracture responses. 
Then, the virtual modelling technique X-SVR works as the generator of 
the virtual relationship between input and output. After the generation 
of the well-trained X-SVR virtual model, fracture predictions can be 
made without solving complex governing equations. 

4.2. Extended support vector regression 

The virtual model in the stochastic phase field method of dynamic 
fracture is generated by regression based on the training data. It’s crit
ical to choose a suitable route so that the virtual model can predict more 
reliable fracture responses. The extended support vector regression is a 
robust and self-adaptive scheme. The extended support vector regres
sion is developed from traditional SVR or DrSVM (doubly regularised 
support vector regression) [66–68] and achieves better training stability 
and performance by applying the quadratic ε-insensitive loss function. 
To handle the complexity of training data, mapping function ζ(x) is 
implemented in the framework. Typically, the kernelized mapping 
process is described by: 

xi =
[
xi,1, xi,2,⋯, xi,n

]T ↦ŵ(xi) =

⎡

⎢
⎢
⎣

ζ(x1)
T ζ(xi)

ζ(x2)
T ζ(xi)

⋮
ζ(xn)

T ζ(xi)

⎤

⎥
⎥
⎦ = W(xi) (26)  

where n represents the number of training samples and W(xi) is ker
nelized mapping function. 

Thus, the original training dataset will be mapped into high dimen
sional space Wtrain(xi) like: 

Wtrain =

⎡

⎢
⎢
⎣

W(x1, x1) W(x1, x2) ⋯ W(x1, xj)

W(x2, x1) W(x2, x2) ⋯ W(x2, xj)

⋮ ⋮ ⋱ ⋮
W(xj, x1) W(xj, x1) ⋯ W(xj, xj)

⎤

⎥
⎥
⎦ (27) 

Within the mapped high-dimensional space, the X-SVR technique 
can be achieved by dealing with the optimization problem: 

min
px ,qx ,λ,θ,θ̂

:
δ1

2
(
‖ px ‖

2
2 +‖ qx ‖

2
2

)
+ δ2eT

j (px + qx) +
z
2
(
θT θ+ θ̂

T
θ̂
)

(28)  

s.t.

⎧
⎨

⎩

Wtrain(px − qx) − λej − ytrain ≤ ωej + θ
ytrain − Wtrain(px − qx) + λej ≤ ωej + θ̂

px,qx, θ, θ̂ ≥ 0j
(29)  

where px, qx are positive parameters for identifying the normal to the 
hyperplane; δ1, δ2 indicates the tunning parameters for feature selection; 
x donates the mapping procedure; θ, θ̂ are the slack variables for 
allowing some excess deviations; ej is a unit vector; λ donates the bias 
parameter; ω is introduced for the acceptable deviation in predicting 
function and training data. 

Continuously, the X-SVR functions can be modified into pair of 
optimization problems: 

min :
yx ,λ

1
2
(
yT

x D̂xyx + λ2)+ δ2bT
x tx

s.t.
(

Ŝx + I4j×4j
)
tx +

(
ωI4j×4j + λK̂x

)
êx + v̂x ≥ 04j

(30)  

where I4j × 4j is the identity matrix and 04j is zero vector. The definition 
of related matrix can be found in Appendix A. 

The optimization problem can be equivalently solved in the dual 
formulation by applying the Lagrange method with KKT conditions. 
Assuming the Lagrange multiplier ςx ∈ ℜ4j, the quadratic programming 
problem will be organised as: 

min
ςx

:
1
2
ςT

x
Lxςx − rT

x ςx

s.t.ςx ≥ 04j

(31)  

where 

Lx =
(

Ŝx + I4j×4j
)

D̂
− 1
x

(
Ŝx + I4j×4j

)T
+ K̂x êx êT

x K̂x (32)  

rT
x = δ2bT

x D̂
− 1
x

(
Ŝx + I4j×4j

)T
− ωêT

x − v̂T
x (33) 

If ς∗x is assumed as the solution for the Eq. (31), then the variable tx 
and λ can be illustrated as: 

tx = D̂
− 1
x

((
Ŝx + I4j×4j

)T ς∗x − δ2bx

)
(34)  

λ = êT
x K̂xς∗x (35) 

Then the coefficient w can be defined as: 

w= px − qx = tx(1 : j) − tx(j+ 1 : 2j) (36) 

The nonlinear regression function by X-SVR can be written as: 

f̂ (x) = (px − qx)
T ŵ(x) − êT

x K̂xς∗x (37) 
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The Gaussian and polynomial kernels are quite popular in the SVR 
process [69], but their capacity to handle complex functions is not 
satisfied. Sometimes the regression results are not stable and reasonable. 
To overcome this disadvantage, the spline kernels [70] have been 
adopted when dealing with function estimation or non-parametric 
regression. The spline kernels can precisely capture local data trends 
and construct the overall regression function with polynomial basis 
functions. The popular B-spline kernel shows its compact support and 
stability in various numerical tests. Recently, T-spline functions have 
aroused much attention because of their extraordinary capacity for 
locally smooth refining in high-dimensional polynomial degrees. A new 
T-spline polynomial kernel function for the proposed kernelized XSVR is 
developed in this part. The T-spline polynomial kernel function Tspline(ζi, 
ζj) can be defined as: 

Tspline
(
ζi, ζj

)
=

SidiB2n+1
(
ζi − ζj

)

∑m
j=1djB2n+1

(
ζi − ζj

) (38)  

and 

Bn(ζi) =
∑i+1

r=0

( − 1)r

i!
⋅

(i + 1)!
r!(i + 1 − r)!

⋅
(

ζi +
i + 1

2
− r

)

max
! (39)  

where di is a set of positive weights of basis function; Si represents the 
spline coefficient; Bn(ζi) is a B-spline kernel function; n is the order of 
polynomial. 

According to the function (39), it’s obvious that the order n signifi
cantly impacts the regression results. Therefore, the Bayesian optimi
zation algorithm is embedded in the kernel algorithm for better 
performance of the proposed T-spline kernelized XSVR. 

5. Numerical investigations 

This paper aims to conduct non-deterministic fracture analysis of 3D 
structures based on the phase field method and demonstrate the effec
tiveness and efficiency of the implementation through the investigation 
of two typical examples involving variability. 

5.1. 3D dynamic branching test 

In the first numerical example, the benchmark dynamic branching 
test in the 3D version is illustrated and verified against former research 
results from Borden et al. [40] and Nguyen and Wu [71]. The material 
variabilities are considered in simulation to verify the effectiveness and 
efficiency of the proposed virtual modelling fracture analysis 
framework. 

The geometry and boundary conditions of branching test can be 
found in Fig. 3. Outward thickness is 10 mm. There’s an existing crack in 
the middle plane, and the pre-crack reaches the centre of the brick. The 
brick is loaded dynamically by uniform traction across the top and 
bottom surfaces. The traction load remains constant throughout the 
simulation. All the rest surfaces are under zero traction conditions. In 

this case, the crack should propagate in a straight line, and crack 
branching will occur. 

The variational material properties are considered to simulate the 
inevitable manufacturing tolerance and artificial errors in the real en
gineering world. Four material variabilities are included in this simu
lation: density ρ, Young’s modulus E, Poisson’s ratio υ and critical 
energy release rate Gc. In order to verify the numerical model firstly, 
these material properties are set the same as in [40]: ρ = 2450 kg/m3; E 
= 32 GPa; υ = 0.2; Gc =3 J/m2. 

These determined material properties are set as the mean value of 
non-deterministic processes, and the detailed statistical information of 
four independent variabilities is listed in Table 2. 

To keep the balance of computational toll and result accuracy, the 
uniform mesh size in this 3D model is chosen as hmin = 0.5 mm. The 
length scale parameter should be set as 1 mm for the accuracy of phase 
field model. Therefore, a total number of 126,375 nodes and 114,128 
quadrangle elements are generated in the 3D numerical model. The step 
size is Δt = 1 × 10–8 s while the total simulation time ttotal = 1 × 10–4 s. 

In the first step, the results from the chosen mean value of material 
properties are compared to the former publications for validation. The 
crack propagation plot is a vital tool for checking the correctness of 
numerical model. As shown in Fig. 4, the 3D crack propagation dem
onstrates the same pattern in Borden’s model, but the crack width is 
more significant. The difference is caused by the chosen length 
parameter. 

Additionally, elastic strain and dissipated energy plots are plotted 
and compared with results in [40,71], as shown in Fig. 5. The relative 
error amongst the results can be acceptable because a coarser mesh 
setting is adopted in the simulated 3D model. 

In the first step, the results from the chosen mean value of material 
properties are compared to the former publications for validation. The 
crack propagation plot is a vital tool for checking the correctness of 
numerical model. As shown in Fig. 4, the 3D crack propagation dem
onstrates the same pattern in Borden’s model, but the crack width is 
more significant. The difference is caused by the chosen length 
parameter. 

In the first step, the results from the chosen mean value of material 
properties are compared to the former publications for validation. The 
crack propagation plot is a vital tool for checking the correctness of 
numerical model. As shown in Fig. 4, the 3D crack propagation dem
onstrates the same pattern in Borden’s model, but the crack width is 

Fig. 3. (a) Geometric and boundary conditions of dynamic branching test; (b) load history information.  

Table 2 
Variational material properties of dynamic branching test.  

Variational 
parameters 

Mean Standard 
deviation 

Distribution 
type 

Range 

ρ [kg/m3] 2450 50 Normal / 
E [GPa] 32e9 3e9 Lognormal / 
υ 0.2 0.005 Uniform [0.195, 

0.205] 
Gc [J/m2] 3 0.1 Uniform [2.95, 3.0]  
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more significant. The difference is caused by the chosen length 
parameter. 

Additionally, elastic strain and dissipated energy plots are plotted 
and compared with results in [40,71], as shown in Fig. 5. The relative 
error amongst the results can be acceptable because a coarser mesh 
setting is adopted in the simulated 3D model. 

Then, variabilities are introduced into the simulation. A total of 1000 
full-scale Monte Carlo simulation cycles are performed as reference re
sults of non-deterministic fracture responses. 

The crack propagation plot demonstrates the phase field value dis
tribution over the geometry. The material is defined as cracked if the 
phase field value is more significant than 0.9. Thus, it can be clearly 
determined how far the crack develops by finding all the nodes with ϕ >
0.9. Numerically, all the nodal phase field values can be accessed by 
compiling post-processing Python codes with Abaqus and then damage 
assessments can be efficiently carried out. 

In this study, two characteristic fracture behaviors, namely the full 
collapse time and the crack length at a specific time (50 µs), were 
investigated. 

The assumption was made that the structure maintains its strength 
before fully collapsing. The time is extracted by determining whether 
the phase field values of the right boundary reach 0.9. As shown in 

Fig. 6, the crack propagated from the intact material to the cracked one. 
Then, the full collapse time from 1000 MCS is collected as the output 
while the inputs are variational material properties. The training data, 
including inputs and outputs, are adopted for virtual modelling with the 
X-SVR method. The convergence study showed that the deviation be
tween X-SVR predictions and MCS results decreased to an acceptable 
gap when the training size was increased to 400 out of 1000. The plot of 
the probability density function and cumulative distribution function of 
full collapse time is illustrated in Fig. 7 (a–c) to show the accuracy of the 
proposed implementations. 

From the serviceability perspective, the crack length is the widely 
accepted characterization. To eliminate the influence of branching, only 
the horizontal crack length is considered in this example. 

The algorithm for calculating the horizontal crack length is: (1) 
finding all the nodes with a phase field value greater than 0.9 at a 
particular time; (2) extracting the horizontal coordinates of these 
selected nodes; (3) determining the maximum value of horizontal co
ordinates. A post-processing Python code was compiled and adopted in 
this numerical investigation following this algorithm. The crack lengths 
from 1000 MCS were collected as outputs, while the inputs were pre-set 
variational material properties. Similarly, the X-SVR method is adopted 
to derive the virtual model of the relationship between horizontal crack 

Fig. 4. Crack propagation plots of dynamic branching test at t = 80 µs: (a) proposed 3D model; (b) Borden’s results [40].  

Fig. 5. Energy plots of dynamic branching test, along with results by Borden et al. [40] and Nguyen and Wu [71]: (a) Elastic strain energy; (b) dissipated energy.  

Fig. 6. Material status criteria: material is considered cracked when ϕ is greater than 0.9.  
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length and variational material properties. According to the conver
gence study, the deviation between predictions from the virtual model 
and MCS results decreased significantly when the training size reached 
500 out of 1000. The plot of the probability density function and cu
mulative distribution function of the horizontal crack length is illus
trated in Fig. 7 (d–f). 

Finally, two new sets of material properties are introduced to show 
the virtual model’s capability of predicting dynamic brittle fracture re
sponses. The results of the trained virtual model are compared to the 
results of Abaqus simulations. The detailed input information is listed in 
Table 3. 

The trained virtual model enables rapid prediction of fracture re
sponses, such as full collapse time and horizontal crack length. The 
predicted results can be easily compared to Abaqus simulations for both 
material sets. In Table 4, the collapse time of models with new material 
properties is demonstrated. In the meantime, the computational time for 
them is listed as well. The relative error can be considered as very low 
considering the huge improvement in computational efficiency. 

Furthermore, the predicted horizontal crack length comparison is 
also shown in Fig. 8. The relative error between the numerical and 
virtual models is limited to about 1%. In the meantime, the 

Fig. 7. Statistic information of dynamic branching test: (a) estimated PDF of full collapse time prediction, (b) estimated CDF of full collapse time prediction, (c) 
relative error of CDF of full collapse time prediction; (d) estimated PDF of horizontal crack length prediction, (e) estimated CDF of horizontal crack length prediction, 
(f) relative error of CDF of horizontal crack length prediction. 

Table 3 
Dynamic branching test: new material property sets.  

Material properties Set 1 Set 2 

ρ [kg/m3] 2148 2539 
E [GPa] 2.95e10 3.42e10 

υ 0.186 0.225 
Gc [J/m2] 2.88 3.11  

Table 4 
Predicted full collapse time for two new material property input sets.  

Material properties Set 1 Set 2 

Model Virtual model Abaqus Relative error Virtual model Abaqus Relative error 

Full collapse time [s] 7878 7814 0.82% 8154 8146 0.098% 
Computation time [s] <1 15,568  <1 16,254   

Fig. 8. Comparison of crack propagation predictions in two new material property input sets of dynamic branching test: the relative errors between two models are 
1.25% in set 1 and 1.05% in set 2. 
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computational cost is almost eliminated in the case of the virtual model. 
The virtual model only takes 0.3% of the time to complete the simulation 
and provides reliable crack propagation prediction. Therefore, the 
trained virtual model can accurately and rapidly deliver fracture 
response predictions with new variational inputs. 

In this example, the validation of the benchmark problem, dynamic 
branching, is fully demonstrated in the first. The detailed application 
process of the proposed virtual modelling framework is then provided, 
following the sequence of identifying variabilities, calculating training 
data, training virtual model, and predicting by virtual model. 

The numerical results from phase field model and virtual model are 
carefully analysed. Two characteristic fracture responses, the full 
collapse time and the crack length, are established based on ultimate 
strength and serviceability scenario respectively. It can be found in these 
two cases that the well-trained virtual model is capable of predicting 
fracture responses at a very fast speed by omitting complex physical 
formula. However, the great improvement in computational efficiency 
does not draw back the accuracy of fracture analysis from the compar
ison in both scenarios. To provide more illustrations of the proposed 
virtual modelling framework, another numerical examples is analysed 
next. 

5.2. Dynamic three-point-bending test 

In this section, dynamic three-point bending (TPB) test of beam with 
defect is investigated. The experiment setting is introduced in [72]. A 
caustic system with a high-speed camera is designed to investigate the 
fracture mechanism of Polymethyl methacrylate (PMMA) under dy
namic loading. Based on the experimental results, PMMA can be 
considered a brittle material [73] and a 3D numerical model of the 
experiment is constructed in order to compare the fracture patterns. 

The geometry and boundary conditions in numerical model are 
demonstrated in Fig. 9. The same as static three-point bending test, two 
support at the bottom side are fixed in vertical direction and the mid- 
point of upper boundary is impacted by the load. The dynamic load is 
simulated by a linear displacement. The velocity of the applied load 
remains at 2.5 m/s constantly throughout the simulation. 

The mechanical performance of PMMA is enhanced by the interface 
between the carbon nanotube and the copolymer [74]. The unstable 
component density will introduce the variabilities in material properties 
in this case. In this section, material variabilities are considered in nu
merical model. For verification purposes, the mean values of 

non-deterministic material properties are chosen the same as [72]. The 
critical fracture release rate is not provided in the previous literature, so 
a specific number is selected for validation simulation. 

The detailed information of variabilities is listed in Table 5. The mesh 
of this model is refined in the possible crack path, which locates in the 
middle of span. The minimum mesh size in the whole geometry is 0.15 
mm, so the length parameter is set as 0.3 mm to meet the requirements 
in phase field theory. There’s a total of 62,440 nodes and 30,300 
quadrangle elements in the model. The time increment is Δt = 1 × 10–8 s 
while the total simulation time ttotal = 8 × 10–5 s. 

In this analysis, the crack propagation plots generated by numerical 
models are compared to the experimental results. It is observed that the 
crack propagates from the bottom of the pre-crack and approaches the 
bottom boundary of the beam. Subsequently, a new upper crack starts to 
propagate towards the upper boundary. For calculation efficiency, the 
numerical simulation is stopped when the crack develops to the middle 
of the beam height. The comparison between the numerical model and 
experimental results is presented in Fig. 10, and it is evident that the 
crack patterns predicted by the model match the experiment closely. 

To ensure the accuracy and effectiveness of the proposed virtual 
fracture analysis framework, we conducted a total of 1000 full-scale 
Monte Carlo simulations as the training sample for the virtual model. 
Two engineering applications were studied based on the framework’s 
definition in the previous section. 

The first concern is the time T1 when the bottom crack reaches 
bottom boundary of the beam. In this case, the time represents the 
redundancy before the upper crack initializes and it will guide the en
gineer to design more outstanding strength beyond the standard limits. 
The second application analysed the depth of the crack propagation 
within a fixed time, specifically estimating and analysing the length of 
the upper crack, L1. Similarly, the crack length is extracted by finding 

Fig. 9. (a) Geometric and boundary information of dynamic TPB test; (b) front view of meshed geometry model in ABAQUS.  

Table 5 
Variational material properties of dynamic TPB test.  

Variational 
parameters 

Mean Standard 
deviation 

Distribution 
type 

Range 

ρ [kg/m3] 1200 20 Normal / 
E [GPa] 6.1e9 1.4e9 Lognormal / 

υ 0.31 / Uniform [0.306, 
0.314] 

Gc [J/m2] 0.7 / Uniform [0.68, 0.72]  
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the maximum value of y-coordinates from all the cracked nodes. 
For the mentioned two cases, 1000 MCS results of T1 and L1 are 

stored and adopted as training data for the virtual modelling framework. 
Based on the X-SVR method, the well-trained virtual model can predict 
the fracture responses like T1 and L1 accurately. A convergency study is 
conducted and the training sample size for two cases are set as 500. The 
plots of probability density function and cumulative distribution func
tion of T1 and L1 are illustrated in Fig. 11. 

With the trained virtual fracture model of PMMA, the crack propa
gation can be easily predicted with given material properties. In Table 6, 

Fig. 10. Comparison of crack propagation in dynamic TPB test by Abaqus model and experimental results: (a) Initialization of bottom crack (b) Propagation of 
bottom crack (c) Initialization of upper crack (d) Propagation of upper crack. (3D model and its front view are provided for better illustration). 

Fig. 11. Statistic information of two scenarios of dynamic TPB test: (a) estimated PDF of crack arrival time prediction, (b) estimated CDF of crack arrival time 
prediction, (c) relative error of CDF of crack arrival time prediction; (d) estimated PDF of upper crack length prediction, (e) estimated CDF of upper crack length 
prediction, (f) relative error of CDF of upper crack length prediction. 

Table 6 
Dynamic TPB test: two new material property sets.  

Material properties Set 1 Set 2 

ρ [kg/m3] 1150 1235 
E [GPa] 5.95e9 6.3e9 

υ 0.298 0.318 
Gc [J/m2] 0.675 0.731  
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two new sets of material properties are chosen beyond the original 
variation range to demonstrate the feasibility of proposed framework. 
Both T1 and L1 are then predicted to discover the difference between 
virtual model and numerical model. The virtual model eliminates the 
computational time spent on calculation while maintaining the calcu
lation accuracy within an acceptable level. 

The simulated results of crack arrival time at bottom boundary T1 by 
virtual model and Abaqus model are given in Table 7. The Abaqus model 
is assumed to give more accurate results because the virtual model is 
trained by Abaqus MCS outputs. For both of two new material property 
sets, the virtual model can predict the crack arrival time in a convincible 
way and the relative errors are limited to a tiny scale. In the meantime, 
the computational time of two different models is compared in Table 7 
as well. The well-trained virtual model finishes the prediction within 1 s, 
while the Abaqus model takes about 2 h to complete the simulation. 

The upper crack length L1 is also simulated by two models for 

performance comparison. Three moments, which are 320 µs, 330 µs and 
340 µs, are selected to show the crack propagation and the prediction 
verification. The upper crack continues to develop in the middle line of 
beam span after the lower crack reaches the bottom boundary. In both 
material sets, the crack propagations by Abaqus model are clearly shown 
in Fig. 12(a). The comparison 3D bar plot in Fig. 12(b) shows that the 
difference between virtual model and Abaqus model can be considered 
slight. However, the computational time of two methods has an enor
mous gap, which is evident in Fig. 12(c). 

In this example, the dynamic three point bending test is analysed 
numerically and compared to experimental results. The patterns of crack 
propagation agree with the experiments and fully simulated the fracture 
behaviour in a numerical way. Similarly, two different fracture re
sponses are selected in a quantitative way and the training data is 
generated. The successful training of virtual model provides reliable 
fracture predictions. 

Table 7 
Dynamic TPB test: comparison of crack arrival time for two material property input sets.  

Material properties Set 1 Set 2 

Model type Virtual model Abaqus Relative error Virtual model Abaqus Relative error 

Arrival time at bottom boundary [µs] 259.72 259.24 0.185% 261.43 261.37 0.023% 
Computation time [s] <1 6418 / <1s 6661 /  

Fig. 12. (a) Upper crack length predictions of dynamic TPB test by Abaqus model at three different time; (b) comparison of upper crack length predictions by virtual 
model (VM) and Abaqus model; (c) comparison of computational time by virtual model (VM) and Abaqus model. 
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Therefore, the proposed virtual fracture analysis framework enables 
rapid and accurate prediction of dynamic fracture responses, such as 
crack initiation and length. This framework has the potential to be 
extended to fracture assessment. For example, the repeating experi
mental test model can be partly simulated by phase field to acquire 
sufficient data for calculating fracture toughness. Additionally, the vir
tual modelling technique enables reliability analysis to be conducted 
within a short time, offering the possibility of a rapid testing facility to 
assess the health status of structural components in critical in
frastructures. This capability inspires confidence in the public and en
hances safety under unexpected environmental hazards. 

6. Conclusions 

In this paper, a non-deterministic phase field virtual modelling 
framework specifically designed for dynamic brittle fracture analysis is 
proposed. The material property variabilities that can lead to instability 
in real-life conditions are taken into account, which is crucial for ac
curate simulations. The virtual modelling framework aims to circumvent 
the time-consuming fracture simulations, which are often encountered 
in physical phase field formulations, by training a virtual model to 
predict dynamic fracture responses. 

One of the major achievements of this work is the successful appli
cation of the novel X-SVR method with a T-spline polynomial kernel in 
training the virtual model. The virtual model represents the virtual 
governing relationship between the system inputs and fracture re
sponses. By adopting the virtual modelling technique, the computational 
efficiency of predicting fracture responses is significantly improved. 
Moreover, the virtual phase field model has proven capable of providing 
stable and accurate results in comparison to the phase field method 
model, even when faced with variabilities outside of the original 
training ranges. The enhanced accuracy and efficiency of our virtual 
modelling framework holds potential for establishing a reliability and 
structural safety database, which is a critical aspect of engineering ap
plications. The satisfactory performance of the proposed framework is 
demonstrated in two three-dimensional numerical examples, with 
detailed comparisons provided to prove its accuracy and robustness. By 

adopting multiple fracture failure criteria based on real-world engi
neering scenarios, the framework’s workflow is visualized and demon
strated. It’s essential to mention that this paper concentrates exclusively 
on brittle materials. Additional research is needed in the future to create 
a broader non-deterministic phase field virtual modelling framework. 

In conclusion, by employing this framework, engineers can obtain 
timely fracture predictions with continuously varying system inputs, 
enabling a more efficient and effective analysis. The application of the 
framework also ensures that potential fracture responses can be identi
fied and addressed early in the process, reducing the risk of overall 
structural failures. 
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Appendix A. Definitions of vectors and matrices defined in the optimization problem 

The other matrices in the X-SVR optimization problem are defined as: 

D̂x =

⎡

⎢
⎢
⎣

δ1Ij×j
δ1Ij×j

zIj×j
zIj×j

⎤

⎥
⎥
⎦ (A-1)  

K̂m =

⎡

⎣
02j×2j 02j×j 02j×j
0j×2j Ij×j 0j×j
0j×2j 0j×j − Ij×j

⎤

⎦ (A-2)  

Ŝm =

⎡

⎣
02j×j 02j×j 02j×2j

− Wtrain Wtrain 0j×2j
Wtrain − Wtrain 0j×2j

⎤

⎦ (A-3)  

bx =

⎡

⎣
ej
ej
02j

⎤

⎦, êx =

⎡

⎣
02j
ej
ej

⎤

⎦, v̂x =

⎡

⎣
02j

ytrain
− ytrain

⎤

⎦, tx =

⎡

⎢
⎢
⎣

px
qx
θ
θ̂

⎤

⎥
⎥
⎦ (A-4)  
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of the phase-field method to study the effect of plasticity on the instantaneous 
fracture toughness in dynamic crack propagation. Comput Methods Appl Mech Eng 
2020;365:113004. https://doi.org/10.1016/j.cma.2020.113004. 

[45] A. Ingraffea, M. Grigoriu. Probabilistic fracture mechanics: a validation of 
predictive capability. 1990; 155. 

[46] Gerasimov T, Römer U, Vondřejc J, Matthies HG, De Lorenzis L. Stochastic phase- 
field modeling of brittle fracture: computing multiple crack patterns and their 
probabilities. Comput Methods Appl Mech Eng 2020;372:113353. https://doi.org/ 
10.1016/j.cma.2020.113353. 

[47] Feng Y, Wang Q, Wu D, Luo Z, Chen X, Zhang T, Gao W. Machine learning aided 
phase field method for fracture mechanics. Int J Eng Sci 2021;169:103587. https:// 
doi.org/10.1016/j.ijengsci.2021.103587. 

[48] Hammersley JM, Handscomb DC. Monte Carlo methods. Dordrecht: Springer; 
1966. 978-94-009-5821-0. 

[49] Fishman G. Monte Carlo: concepts, algorithms, and applications. Springer Science 
& Business Media; 2013. 1475725531. 
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