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Abstract: The term “soft computing” refers to a system that can work with varying degrees of
uncertainty and approximations in real-life complex problems using various techniques such as
Fuzzy Logic, Artificial Neural Networks (ANN), Machine Learning (ML), and Genetic Algorithms
(GA). Owing to the low-cost and high-performance digital processors today, the use of soft computing
techniques has become more prevalent. The main focus of this paper is to study the use of soft
computing in the prediction and diagnosis of heart diseases, which are considered one of the major
causes of fatalities in modern-day humans. The heart is a major human organ that can be affected
by various conditions such as high blood pressure, diabetes, and heart failure. The main cause of
heart failure is the narrowing of the blood vessels due to excess cholesterol deposits in the coronary
arteries. The objective of this study is to review and compare the various soft computing techniques
that are used for the prediction, diagnosis, failure, detection, identification, and classification of heart
disease. In this paper, a comprehensive list of recent soft computing techniques in heart condition
monitoring is reviewed and compared with an experiment with specific applications to developing
countries including South Asian countries. The relevant experimental outcomes demonstrate the
benefits of soft computing in medical services with a high accuracy of 99.4% from Fuzzy Logic and
Convolutional Neural Networks, with comparable results from other competing state-of-the-art soft
computing models.

Keywords: soft computing; cardiovascular diseases (CVDs); machine learning models

1. Introduction

Because of the increasing quantity of data generated in the healthcare domain, it is
important that the correct information is collected and used to improve the diagnosis of
patients. Machine learning techniques are being studied to identify patterns in the data
collected by healthcare facilities and to use them to improve the diagnosis of diseases.
These techniques are also used in various medical services to enhance the efficiency of
their operations. Data mining involves the extraction of valuable information from vast
databases. It is performed using an interactive method that consists of various states, such
as visualization, machine learning, statistical, and neural network learning. Because of the
increasing popularity of data mining, these techniques have been refined to provide more
robust and accurate solutions. The main challenge faced by data mining is the difficulty
of handling complex and ambiguous situations. In terms of data mining, the use of soft
computing has been widely promoted due to its ability to improve the accuracy rate and
reduce time constraints. This data mining method has been used previously in healthcare.
Heart disease is a condition that occurs when the heart cannot function properly. It usually
manifests as a blocked artery supplying blood to the heart. Heart disease is one of the
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leading causes of death globally and can be triggered by various factors, such as age, gender,
smoking, and alcohol consumption. Some of these include underemployment, stress, and
anxiety. The prevalence of these diseases has increased in the population due to the busy
lifestyles of people currently, and the level of consciousness of their health has become
quite worrying [1].

Out of the 17.9 million deaths due to cardiovascular diseases (CVDs) in 2016, 85% were
caused by heart attack and stroke. Almost all CVD deaths occur in low- and middle-income
countries, where raised blood pressure is considered one of the most common risk factors.
One-quarter of all deaths in India are caused by CVDs, and other causes are Ischemic
heart disease and stroke [2]. It is very important that people regularly monitor their
health and recover from any chronic diseases. In most cases, uncertainties and biases occur
during the healthcare decision-making process. Therefore, the use of soft techniques has
become crucial [2]. Automated and cost-effective soft computing solutions can democratize
otherwise expensive medical services, therefore saving many lives in developing countries.
This research contributes to understanding the insights and performance of soft computing
automation in heart disease monitoring, with immense societal impacts.

2. Literature Review

In this section, we discuss 49 research papers published in Springer, IEEE, and other
Q1/Q2 peer-reviewed journals from 2015 to 2021. The main keywords/filters used to
search the targeted 58 papers were “Soft computing based methods for prediction of heart
attack with accuracy more than 80%”. This section is divided into four review subsec-
tions: prediction, diagnosis, failure of heart disease, and the last subsection considers soft
computing techniques for the classification, identification, and detection of heart disease.

2.1. Review on Heart Disease Prediction by Using Soft Computing Techniques

Through machine learning techniques such as Adaboost, it is possible to identify
patterns in data that can be used for clinical data analysis. Prakash et al. [3] performed a
two-stage analysis to examine the attributes and classifications of patients with heart failure.
The results of the study revealed that, although the system had only 13 attributes, it still
retained plenty of information about the disease. The data collected by various classifiers
were analyzed. Adaboost with a Decision Tree (DT) achieved the highest performance
across all datasets. However, there were a few concerns with the data distribution.

Santhanam et al. [4] developed a system that can diagnose heart diseases using Fuzzy
Logic and a Genetic Algorithm. A Genetic Algorithm was used to solve the feature selection
problem. The data collected during the course of the study were then used to develop a
fuzzy inference system. Their work used a Genetic Algorithm to select the relevant subset
of rules for predicting heart disease in patients. Some of the key features that could be
predicted using this algorithm included sex, serum cholesterol, exercise-induced angina,
and depression [5,6]. This work was evaluated using various performance metrics, such as
accuracy, sensitivity, and specificity, to evidence the efficiency of the system. The proposed
system achieved an accuracy of 86% through a stratified k-fold technique that used the
values for sensitivity and specificity. The proposed model, which was called Genetic
Algorithm Fuzzy Logic, is commonly used in hospitals and medical centers. The various
forms of data collected from a patient’s medical history can be used to predict the risk of
heart disease. To remove uncertainty from the data, a membership function was introduced
that allowed users to customize the data collected.

Satapathy et al. [7] used a minimum-distance K-NN classifier and discovered that
the Fuzzy K-NN classifier performed well compared to other parametric model-based
classifiers. A similar system was developed by Paul et al. [8] that used a fuzzy rule base
to predict heart diseases. It was able to achieve an accuracy of approximately 80%. The
model was constructed using a modified differential evolution method, Analytic Hierarchy
Process(AHP), and a Feedforward Neural Network (FNN). The model with the most
important features was then chosen, and the attributes were then fed into the network.
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Vivekanandan et al. [9] further optimized the model to predict heart disease using fuzzy
AHP with an FNN. The proposed method was formulated to reduce computational time
and improve accuracy. It was tested and achieved an accuracy of 84.16% [10]. Saini et al. [11]
presented hybrid data-mining techniques in 2017. This study showed that these techniques
can be used to extract valuable information from large amounts of data by taking advantage
of the various attributes of the data. A back-propagation algorithm was proposed to predict
the likelihood of a person developing heart disease. It used various medical terms such as
blood pressure, cholesterol, and sex to identify potential risk patients [12]. The proposed
heart disease risk prediction system consisted of two stages: the mechanized development
of rules, and the building up of a fuzzy principle based on a genetic algorithm. The
framework is then built based on weighted fuzzy standards. Subsequently, it can identify
the most appropriate risk level for a given patient. The goal of this study was to help
non-specialized doctors to make the right choice regarding the risk level of a patient with
coronary illness [13].

Haq et al. [14] proposed a system for predicting heart disease using various tech-
niques, such as Fuzzy Logic, Decision Trees, Support Vector Machines (SVM), Artificial
Neural Networks, and Adaboost. The proposed system was evaluated using the Least
Absolute Shrinkage and Selection Operator (LASSO), feature selection, and mRMR. The
authors found that it performed well owing to a reduction in the set of features. In 2019,
Amin et al. [15] developed a novel method for recognizing the relevant features of heart dis-
ease using data-mining techniques. They introduced various prediction schemes based on
various features. This method was able to improve the accuracy of heart disease prediction.
Ali et al. [16] proposed a x2-Deep Neural Network (DNN) model to predict heart disease.
The authors noted that this could be affected by overfitting or underfitting. The authors
compared their proposed model to existing models, such as ANN and DNN. They found
that the prediction accuracy of their proposed model was 93.33%. Mohan et al. [17] pro-
posed a method that combined the Hybrid Random Forest with a Linear Model (HRFLM)
feature selection algorithm with a Random Forest model to predict heart diseases. The
algorithm was optimized to detect features that are important for the prognosis of heart
disease. The prediction accuracy of the model was 88.7%.

Al-Makhadmeh et al. [18] presented an example of an Internet of Things-based system
that used deep neural networks to identify missing values. The data collected by the system
were then analyzed, and features were extracted from the data. According to previous
studies, heart disease is the primary cause of death worldwide. Being able to predict a
patient’s future health condition can help doctors to diagnose and treat the disease at an
earlier stage. Being able to predict a patient’s condition at an early stage can help prevent
them from experiencing severe heart disease or its detrimental consequences. This paper
aims to study various techniques that can be used to improve the accuracy of predicting
a patient’s heart disease. Wu et al. [19] conducted experiments to determine the best
algorithm for predicting heart diseases. The authors then established an approach to tackle
the issues caused by the predictive model. Through this method, the predictions were able
to eliminate the issues caused by the overfitting and underfitting of the models, network
configuration, and other inappropriate features from the data. Ali et al. [16] focused on four
classifiers used to detect heart disease. Bashir et al. [20] revealed that Logistic Regression
SVM achieved an accuracy of 84.85%. The hybrid system was then expanded to include
11 input variables. Tarawneh et al. [21] compared various classification techniques with
the conventional approach. The authors aimed to develop an improved feature selection
algorithm that can predict the mortality rate of patients with congestive heart failure. The
algorithm was implemented using a Cleveland Case Study. The experimental results
showed that the Hybrid K-Nearest Neighbor (HKNN) prediction model provided better
results than the standard model.

Sowmiya et al. [22] further introduced ACO-HKNN with extended experiments.
Machine learning technology has been widely used to predict various health conditions.
This study aimed to develop a method that combines feature selection and dimensionality
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reduction to identify the various symptoms of heart disease. The data collected for this
study were obtained from the UCI machine learning repository. It contained a large
number of features and labels, which were verified using six machine-learning classifiers.
The proposed method [22] identified various symptoms of heart disease such as high blood
pressure, chest pain, and cholesterol. Gárate-Escamila et al. [23] also detected features
related to ST depression, and the goal of this study was to develop a novel method to
predict heart disease. It combined data collected by the Cleveland and Stalog databases.
The resulting dataset contained over 500 instances of prediction and training for heart
disease. Hassani et al. [24] presented a novel method that combined the capabilities of
a neural network and Decision Tree to test the effectiveness of its prediction method for
classifying heart disease. The results of the study revealed that the system was able to
improve its accuracy and performance compared with other methods. During the past
few decades, various countries have seen an alarming rise in the number of deaths due
to various types of heart disease. The reason for this is the increasing number of people
with these diseases. Owing to the large amount of data collected and analyzed, various
techniques are used to analyze it. These techniques can aid in the diagnosis of various
heart diseases. Patel et al. [25] introduced various supervised learning algorithms that were
commonly used in data analysis. Some of these included the Random Forest, Decision Tree,
and ensemble models [25].

2.2. Review on Diagnosis of Heart Disease by Using Soft Computing Techniques

Misdiagnosis and ignorance are factors that contribute to the increasing death rate
due to heart disease. Heart disease is a disorder that affects the circulatory system.
Olaniyi et al. [26] proposed a system that can accurately diagnose heart diseases. Their
work prevented major errors that can occur when patients are referred to a specialist. The
proposed system analyzed the data collected by UCI Machine Learning to diagnose pa-
tients. The same study was performed by asking the patients if they had heart disease. The
recognition rates of various models were compared to determine the best diagnosis model.
The results indicated that the Support Vector Machine was the most accurate network for
detecting heart diseases in their studies.

Akinyokun et al. [27] used Fuzzy Logic to diagnose heart diseases. It can provide
accurate and comprehensive solutions by considering all the factors that affect the diagnosis.
The concept of the system involved a three-tier architecture composed of a front-end,
middle-end, and back-end. The front-end engine served as the platform, whereas the
middle-end provided the application engine. The features and functionalities of the system
were designed to provide a personalized and secure environment for users. Its privacy
and security features were implemented to prevent unauthorized users from accessing
the system. Feshki et al. [28] developed a fatal heart disease diagnosis system based on
a radial basis function neural network (RBFNN). Their model used data collected by the
Beth Hospital and Massachusetts Institute of Technology. Their system could classify
the features of heart disease based on heart-rate intervals with an accuracy of 96.3%.
Baihaqi et al. [29] developed a fuzzy expert system that used 13 input variables, including
angiography status and a number of output variables. Their algorithm was optimized
using the imperialist competitive algorithm (ICA). Uyar et al. [30] applied a recurrent fuzzy
network Genetic Algorithm to analyze the data collected for heart disease diagnosis in
their study. The authors trained the algorithm on the data collected by applying genetic
operators. The recurrent network could classify the data based on the patient’s conditions.
Nalluri et al. [31] proposed a hybrid metaheuristic algorithm that combined the prediction
of heart disease with support vector machines. The results of their study showed that the
hybrid algorithm could predict the outcomes of various datasets well.

Nazari et al. [32] considered various factors that affected the development and prob-
ability of heart disease and then recommended further medical testing. Owing to the
complexity of disease data, decision support systems are primarily used for the automatic
diagnosis of human diseases. The performance of these systems depends on the selection
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of the most appropriate features. Shah et al. [33] presented a method that used the results
of medical tests to extract and analyze a reduced-dimensional feature subset of a disease.
This method was performed through parallel analysis to select the features that were most
suitable for the diseases. The feature subsets with a reduced dimension were then classified
into two categories: heart and normal subjects. The proposed method was evaluated
using three datasets—the European Union’s (EU) database, the Cleveland Clinic database,
and the Hungarian Health Study database—with a comprehensive comparison with the
previous studies [33]. The study of Chui et al. [34] analyzed various smart healthcare
systems, including information communication technology and the Internet of Things, for
their effectiveness in diagnosing diseases. A combination of these approaches can improve
the diagnostic process by identifying diseases that are already present. However, the
necessary data analysis skills to properly interpret the results were lacking. Kasbe et al. [35]
designed and implemented a fuzzy expert system that used 10 input variables and was
characterized by rules linked to attributes. The algorithm achieved 93.33% accuracy by
defuzzifying multiple datasets. This was computed using the Center-of-Gravity approach.
Alqudah et al. [36] proposed a Fuzzy Logic controller to predict the risk of coronary heart
disease based on the input variables. A rule-based system was also used to represent
the inputs.

Pawlovsky et al. [37] introduced two ensembles based on the kNN methods, and
two implementations with weights were demonstrated. Their results showed that the
weighted three-distance ensemble, which used the Manhattan and Euclidean distances,
can yield an average accuracy of almost 85% when used with the Cleveland data set.
The accuracy of the algorithm was higher by 10% when compared to the raw data. The
same method was tested using only 10 trials. Evaluations of 10-fold cross-validation or
10-trial evaluation usually show higher accuracy than those of 100 trials. Madaan et al. [38]
proposed a Fuzzy Inference System in 2018 to solve the problem of diagnosis by taking
into account six input parameters. Their work obtained an 82.65% accuracy in diagnosis.
In 2018, Iancu et al. [39] presented a meditative Fuzzy Logic system. This system considered
11 input variables: cholesterol (CHL), blood pressure (BP), maximum heart rate (MHR),
resting electrocardiography (RECG), old peak (OP), and gender ratio (GR). This system
was tested using a database from three hospitals. Defuzzification was performed using
a simple algorithm. Kahtan et al. [40] proposed an FL system with three inputs: BP, age
group (AG), and CHL. The system was fuzzified using a trapezoidal membership function.
Nourmohammadi-Khiarak et al. [41] presented a hybrid algorithm to classify heart diseases.
The authors used a metaheuristic technique to improve feature selection, and the proposed
algorithm was tested on multiple datasets. The accuracy of their method was 94.03% [41].
The challenges of analyzing data related to heart disease include the selection of features,
the number of samples, and the imbalance of samples. Jain et al. [42] proposed a competitive
algorithm to improve the selection process. The proposed algorithm provided a better
response to the feature selection of genetic samples. It could also classify data according
to their complexity. The medicinal services industry is flourishing worldwide. As the
number of people suffering from various illnesses increases, information about patients
will be extended. Muhammad et al. [43] developed a fuzzy expert system to help identify
patients with coronary artery heart disease. Bohacik et al. [44] focused on the development
of a fuzzy-based expert system for the diagnosis of coronary artery disease (CAD). It was
created using an improved data mining algorithm with an overall accuracy of 94.55% and
a sensitivity of 95.35%.

2.3. Review on Failure of Heart Disease by Using Soft Computing Techniques

Samuel et al. [45] developed an algorithm using data from the same patients from the
University of Hull and York medical school, England. Their algorithm was able to detect
the presence of heart disease in 2032 patients with an accuracy of 64.41% and specificity
of 63.27%. Jin et al. [46] analyzed the contributions of 13 commonly used attributes of
heart disease. The weighted global weights for these attributes were computed using a
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Fuzzy Analytic Hierarchy process. The global weights were then computed and trained
on an ANN classifier to predict the risk of heart disease in the patients. The system was
evaluated using a clinical dataset comprising 297 patients. The proposed method was
able to achieve an accuracy of 91.10%, which is 4.40% higher than that of the conventional
ANN method. It also exhibited better performance than previous methods [46]. In 2018,
a number of research teams presented a framework for predicting heart malfunctions.
Driscoll et al. [47] used word vectors and one-hot encoding to model the various symptoms
of heart disease. The results of their experiments showed that the framework could predict
the likelihood of heart failure. Valenza et al. [48] introduced a scheme to address the
limitations of risk prediction models that only accounted for certain clinical parameters.
The multivariable risk factor approach was used to predict the likelihood of hospitalization
or death in the study population. A risk score was then extracted to evaluate various risk
categories. The scientists involved in the study noted that the data collected during the
continuous-time periods of a heartbeat can provide an estimate of multifractal autonomic
dynamics [49,50]. The framework was then merged with the data collected during the
heartbeat. Wang et al. [51] then used a statistical framework to predict the time until
the next heartbeat occurred. The authors [51] used a statistical framework to predict the
mortality rate of patients receiving heart failure treatment. The prediction tool helped
prevent overtreatment and undertreatment in patients with low mortality. The authors then
focused on three key factors to predict the mortality rate of patients: hospital admission,
1-year mortality prediction, and 30-day mortality prediction. In 2019, Wang et al. [52]
further proposed a multitask deep and wide neural network (MT-DWNN) to predict
serious problems during hospitalization. The proposed network could identify the most
critical factors that could affect a person’s condition. The results of the study showed that
the network was able to improve the forecasting performance of HF patients compared to
traditional methods. In the same year, Samuel et al. [53] proposed a method that combines
multilayer networks and a hierarchical component-based learning model to predict heart
disease. This method was able to learn the interrelations among various risk factors. The
results of the study revealed that the network could achieve higher predictions than the
standard method.

2.4. Review on Classification, Identification, and Detection of Heart Disease by Using Soft
Computing Techniques

In 2015, Yang et al. [54] developed a hybrid model for the HF diagnosis of heart failure
using the machine learning for language toolkit (MALLET). The system used seven main
risk factors for heart stroke to identify the risk factors. In 2016, Duisenbayeva et al. [55]
demonstrated a more adaptable fuzzy inference system that aids doctors in making in-
formed decisions regarding patients with coronary artery disease (CAD). CAD is one of
the main causes of death worldwide. It is considered a major illness in old and middle
age groups. Owing to the nature of data mining techniques used in the development
of such systems, it has become increasingly challenging for experts to provide an accu-
rate diagnosis of CAD. Arabasadi et al. [56] developed a hybrid method that combined
the findings of various studies and incorporated a Genetic Algorithm. Through this
study, the authors achieved an overall accuracy of 94.55% and a sensitivity of 95.35%.
Yazid et al. [57] proposed a neural network parameter-tuning framework for the classi-
fication of heart diseases. It achieved a high classification accuracy with respect to the
Cleveland and Statlog datasets. Makhlouf et al. [58] proposed a framework that achieved
similar classification accuracy to that of [57].

Vijayashree et al. [59] proposed a system consisting of three services: an emergency
service, a fall detection service, and a heart disorder detection service. The system used a
combination of sensors. The system sent detailed information regarding a person to a doctor.
It used a combination of sensors, timed Petri nets, and stochastic Petri nets. The authors
conducted tests on 10 subjects to reveal that the system can detect falls with a high degree of
accuracy and specificity. These results also validated the detection of tachycardia. Machine
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learning is an effective support system for health diagnoses that can analyze large volumes
of data. However, this consumes a large amount of resources and time to perform tasks.
Owing to the complexity of data, it is necessary to use an algorithm that can identify the
most important features that contribute to the success of machine learning. Particle Swarm
Optimization (PSO) is a good choice for this purpose. The current PSO algorithm cannot
update the position and velocity of the particles because of its dependence on the optimal
weight. Navaneeth et al. [60] proposed a novel function that can identify optimal weights.
The goal of this study was to improve accuracy and minimize the number of attributes. It
was compared with various feature selection algorithms that were used to determine the
optimal weights. The authors of [60] focused on the use of a swarm Convolutional Neural
Network to diagnose heart diseases. The procedure was performed by analyzing the data
collected from the kidneys of the test subjects. The data were analyzed using a swarm
intelligence training system before it was classified into various features. The system then
diagnosed heart disease with 98.25% accuracy. A fuzzy-based framework was presented in
2019 by Padmavathi Kora et al. [61]. This system was developed to detect valvular heart
disease by considering seven clinical input variables. It was implemented using a rule-set
system and the Mamdani inference framework. The data collected for this study were used
as the source of the ROC curve. Alkhodari et al. [62] developed a model by combining the
data collected by the CNN and the BiLSTM networks. It was able to identify 99.30% of
all valvular heart diseases. Das et al. [63] utilized time series analysis reinforced with a
rough set technique in predicting heart disease with validated and comparable success
with further improvements in [64].

3. Comparative Analysis on Accuracies/Techniques

This section is divided into a concise description of the experiments, the interpretation
of the experimental outcomes, and the conclusions. In the following, Table 1 present the
authors, year, methodologies, accuracy, sensitivity, and specificity where the information
is available.

The review of soft computing in the identification, classification, and detection of heart
disease in Table 1 showed that Fuzzy Logic and Convolutional Neural Networks achieved
the highest accuracy of 99.30%.

Table 1. Methodology and accuracy of soft computing techniques for prediction of heart disease.

No. Authors Year Methodology Accuracy Sensitivity Specificity

01 Prakash et al. 2017 PNN, GRNN 98% NA NA

02 Santhanametal et al. 2015 HybridGA-Fuzzy,ANN 86% 0.80 0.90

03 Satapathy et al. 2014 FuzzyK-NN 91% NA NA

04 Pauletal et al. 2016 GFDSS 80% 0.60 0.95

05 Vivekanandan et al. 2017 Fuzzy Logic, feedforward neural network 83% 0.84 0.89

06 Pahwa et al. 2017 Gain-Ratio algorithm, SVM-REF 84.16% 0.85 0.82

07 Sainietal et al. 2017 HCWV 82.54% NA NA

08 Nalluri et al. 2017 XGBoost and logistic regressor 85.86% 0.86 0.69

09 Sharmaetal et al. 2017 Fuzzy Logic, GA 88.11% 0.92 0.27

10 Amin Ul Haq et al. 2018 Hybrid intelligent system-MLR 88% 0.75 0.96

11 Aminetal et al. 2018 KNN, SVM, Naïve Bayes, LR, hybrid
Naïve Bayes-LR, Vote 87.41% 0.79 NA
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Table 1. Cont.

No. Authors Year Methodology Accuracy Sensitivity Specificity

12 Alietal et al. 2019 X2-DNN 93.33% 0.85 100

13 Mohanetal et al. 2019 HRFLM 88.7% 0.92 0.82

14 Makhadmeh et al. 2019 HOBDBNN 99.03% 0.9983 0.9904

15 Wu et al. 2019 DT, MLP, LR, SVM, NB 84% NA NA
16 Bashiretal et al. 2019 SVM, DT, Random Forest, NB 84.85% NA NA

17 Tarawneh et al. 2019 ANN, SVM, GA, DT, KNN 89% 0.83 0.84

18 Sowmiyaetal et al. 2020 HKNN, ant colony optimization 99.2% 0.97 0.98

19 Garate-Escamila et al. 2020 CHI-PCA and RF 99.4% 1.00 0.98

20 Alietal et al. 2020 NNDT 99.2% 0.98 0.99

21 Patel et al. 2021 ANN, SVM and DT 92.56% 0.86 1.00

22 Olaniyietal et al. 2015 Feed-forward multi-layer perception
and SVM 87.5% 0.84 0.89

23 Feshki et al. 2016 PSO and Feedforward Backpropagation 91.94% 0.91 0.93

24 Baihaqietal et al. 2016 Fuzzy Logic 81.82% 0.78 0.84

25 Uyaretal et al. 2017 GA-RFNN 97.78% 0.97 0.95

26 Nallurietal et al. 2017 SVM and MLP 97% 97.4 98.7

27 Shahet et al. 2017 Probabilistic principal component analysis 91.30% 1.00 0.50

28 Kasbeand et al. 2017 Fuzzy Logic 93.33% NA NA

29 Pawlovskyetal et al. 2018 KNN 85% NA NA

30 Madaanetal et al. 2018 Fuzzy Logic 85% NA NA

32 Kahtan et al. 2018 Fuzzy Logic 98% NA NA

33 Nourmohammadi-Khiarak et al. 2019 Imperialist Competitive Algorithm (ICA)
and K-nearest neighbor 88% 0.94 0.83

34 Muhammad et al. 2021 Fuzzy Logic and Random Forest 94.55% 0.95 0.95

35 Bohaciketal et al. 2015 Fuzzy logic 94.55% 0.63 0.65

36 Atal. et al. 2016 Fuzzy analytic hierarchy process 91.10% 1.00 0.84

37 Jin et al. 2017 ANN and LSTM NA 0.26 0.26

38 Valenzaetal et al. 2018 Multi fractal point process 79% 0.90 0.67

39 Wangetal et al. 2018 OR, DRM 84.84% NA NA

40 Wangetal et al. 2019 MT-DWNN 93% 0.93 0.90

41 Williams et al. 2019 HNCL, AMLN 97.80% 0.95 1.00

42 Yang et al. 2015 MLM 91.5% 0.88 0.94

43 Arabasadi et al. 2017 NN-GA 93.85% 0.97 0.92

44 Yazid et al. 2018 ANN 90.9% NA NA

45 Makhlout et al. 2018 Machine learning 87% 0.82 0.92

46 Vijayashree et al. 2018 PSO-SVM 84.36% NA NA

47 Baskar et al. 2019 PSO, 1-DCNN-SVM 98.25% 0.98 0.98

48 Koraet al. 2019 Fuzzy logic 99.3% 98.3 98.2

49 Alkhodari et al. 2021 CNN, BiLSTM 99.30% 0.99 0.99

4. Case Study of Cardio-Vascular Disease Using Fuzzy Logic

This section demonstrates a typical case study of predicting the risk of cardiovascular
disease with various learning algorithms including Fuzzy Logic [65–69]. This real data-
based experiment was performed to consolidate and verify Fuzzy Logic and CNN and
various other popular soft computing solutions in heart disease monitoring for patients in
a Southern Asian country.
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4.1. Intelligent System and Experimental Framework

This subsection introduces a proposed architecture of the Smart Early Heart Attack
Prediction (SEHAP) Model. This model was developed using the Internet of Things (IoT)
to track the well-being of heart patients. In this model, we combined biosensors that were
implemented with a Raspberry Pi interface via wires and Wi-Fi. Figure 1 presents a high-
level overview of the proposed model including the stages of data gathering, data storing,
data analysis and predictive analysis, and data visualization as the five main components
of the proposed model architecture. An IoT server received data collected by biosensors
from the patient dummy, as depicted in Figure 1.

Figure 1. Graphical representation of the expert system.

The sensor data were gathered and stored on a cloud server. In this case, we used a
private cloud with virtual machines in a Hadoop cluster. Data analysis could be carried
out using either a statistical method or a more sophisticated machine learning algorithm
as discussed in this paper. We wanted to be able to run cutting-edge machine learning
algorithms on the collected data to identify potential heart attacks in the future. Finally,
it was possible to employ data visualization techniques that would result in a mobile
application and a web server. By doing this, not only could valuable rescue time be
preserved, but there could also be a chance to detect heart attacks early on. Therefore,
our intelligent system can save the lives of many people with chronic diseases, especially
those with heart diseases. In the following Section 4.2, further heart disease diagnosis
is explained.

4.2. Heart Disease Diagnosis

In this case study, there were eight inputs and one output.

• Cholesterol. This input variable has four linguistic variables: normal, medium, high,
and very high. The normal and very high values were represented in trapezoidal
membership functions, while the others (medium and high) were represented in
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triangular membership functions. The range for cholesterol was taken as [0–500], as
represented in Figure 2.

Figure 2. Membership function of cholesterol.

• Body mass index (BMI). This input variable had four membership functions, which
were “underweight range (UR)”, “healthy range (HR)”, “overweight range (OWR)”,
and “obese range (OR)”, shown in Figure 3.

Figure 3. Membership function of body mass index.

• Age. The input linguistic variables were divided into four parts, ‘young‘, ‘medium,’
‘old’, and ‘very old’, as depicted in Figure 4.

Figure 4. Membership function of age.

• Blood bressure (BP). Blood pressure was divided into three categories: normal,
medium, and high. The range for blood pressure was [0 200]. The normal and high
linguistic variables used trapezoidal membership functions, as shown in Figure 5.



Appl. Sci. 2023, 13, 9555 11 of 18

Figure 5. Membership function for blood pressure.

• Gender. This input variable supports two types: male and female. Both linguistic
variables are shown as the triangular membership function in Figure 6.

Figure 6. Membership function of gender.

• Diabetes. This input variable also shows the two types of diabetes and normal, as
shown in Figure 7.

Figure 7. Membership function of diabetes.

• Smoker. The input variable is “smoker”, which contains two parts: the first part is
nonsmoker and the second part is smoker, as shown in Figure 8.
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Figure 8. Membership function for smoker.

• Physical activity. This input field had two values: 0 (false) and 1 (true). If the patient
exercises regularly, then value = 1; otherwise, value = 0, as shown in Figure 9.

Figure 9. Membership function for physical activity.

• Output variable. To predict the risk level of cardiovascular disease, the output vari-
ables were of three types, healthy, early stage, and advanced stage, as shown in
Figure 10.

Figure 10. Output variable disease classification.

• Fuzzy rule-based. The next step was to enter the rules into the system. The rule
was then inserted using a rule-based system. This is the main component of a fuzzy
interface system. The output of the expert system is dependent on what is inserted
into it, and 40 rules were inserted for the risk level of cardiovascular disease [70–73].
The rules are as follows:

– If (Age is Y) and (BMI is UR) and (Cholesterol is N) and (Blood Pressure is
Normal) and (Smoker is True) and (Diabetes is Normal) and (Physical Activity is
True) and (Gender is M), then (Disease classification is Healthy) (1)
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– If (Age is Medium) and (BMI is UR) and (Cholesterol is Normal) and (Blood Pressure
is Normal) and (Smoker is True) and (Diabetes is Normal) and (Physical Activity
is True) and (Gender is Male), then (Disease classification is Healthy) (1).

– If (Age is Young) and (BMI is HR) and (Cholesterol is Medium) and (Blood_Pressure
is Medium) and (Diabetes is Normal) and (Physical Activity is True) and (Gender
is Male), then (Disease classification is Healthy) (1)

– If (Age is Medium) and (BMI is HR) and (Cholesterol is High) and (Blood Pressure
is High) and (Smoker is True) and (Diabetes is Diabetic) and (Gender is Male),
then (Disease classification is Early Stage) (1)

– If (Age is Very Old) and (BMI is OR) and (Cholesterol is Very High) and
(Blood_Pressure is High) and (Diabetes is Normal) and (Physical Activity is True)
and (Gender is Male), then (Disease classification is Advanced Stage) (1)

4.3. Experimental Outcomes

Figure 11 demonstrates the rule editor in classification. The rule editor can be used
to create rule statements based on the details of the output and input variables defined in
the FIS Editor. It can also automatically select one item from each box of the input variable
and one item from the output box of the connection item. The rule viewer can help the
user to analyze the entire fuzzy analysis process by allowing them to look at the various
membership functions’ shapes, as shown in Figure 11.

Figure 11. Example graphical representation of the rule editor in expert systems.

Table 2 shows the sample data collected from District Hospital Gariyaband, Chhattis-
garh of 29 individuals, with input parameters including their age, BMI, cholesterol level,
blood pressure, smoker, diabetes level, physical activity level, gender, and output parame-
ter used for cardiovascular disease classification. To remedy the small data sample size,
this research applied data augmentation techniques such as the Synthetic Minority Over-
sampling Technique (SMOTE) [74,75]. SMOTE is specifically designed to tackle imbalanced
datasets by generating synthetic samples for the minority class.

Table 3 shows the detection performance of the popular soft computing models (which
were top performers in the review). We implemented a number of popular classifiers on
the cardiovascular data after applying data augmentation to mitigate the challenges of
data imbalance and scarcity. In our experiments, the attention-based CNN outperformed
other implemented classifiers. In the evaluation metric, it achieved a good level of accuracy,
i.e., 99.53%, with a sensitivity of 0.99 and a specificity of 0.99. The experimental outcomes
conformed to the survey review outcomes. The cardiovascular disease classification was
based on the following criteria. Early stage: Individuals with one or more risk factors for
cardiovascular disease, such as high blood pressure, high cholesterol, or smoking. Healthy:
Individuals with no risk factors for cardiovascular disease. The cardiovascular disease
classification was not a diagnosis; it was simply a way to identify individuals who may be
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at an increased risk for developing cardiovascular disease. Individuals who are classified
as early stage should talk to their doctor about ways to reduce their risk of developing
cardiovascular disease.

Table 2. Case example data with classification results.

Sample
No.

Age
(Years)

BMI
(Kg/m2)

Cholesterol
(mg/dL)

Blood
Pressure
(Hg-mm)

Smoker
(1/0)

Diabetes
(mg/dL)

Physical
Activity

(1/0)

Gender
(M/F)

Cardio-
Vascular
Disease

Classifica-
tion

1 35 20.8 169 138 1 135 1 F Early stage
2 33 22.8 165 105 0 106 1 M Early stage
3 65 24.2 195 152 0 154 0 M Early stage
4 65 20.3 200 100 0 136 0 F Early stage
5 27 20.7 170 119 0 132 1 F Healthy
6 72 24.2 205 127 0 116 0 M Early stage
7 50 23.4 195 146 0 126 1 M Early stage
8 43 19.8 190 126 0 105 1 F Healthy
9 33 23.4 203 137 0 103 1 M Healthy

10 31 23.9 205 114 0 128 1 M Healthy
11 45 25.7 220 135 0 86 1 M Early stage
12 44 20.8 170 112 0 101 1 F Healthy
13 29 20.7 145 116 0 117 1 F Healthy
14 30 26.1 240 122 0 105 1 M Early stage
15 55 26 245 158 0 123 0 M Early stage
16 55 26.1 234 129 0 109 0 M Early stage
17 38 24.8 215 129 0 333 1 M Early stage
18 40 24.2 212 122 1 129 1 M Healthy
19 36 24.5 208 113 0 128 1 M Healthy
20 59 22.3 225 111 0 93 0 M Healthy
21 27 22 170 85 0 153 1 F Healthy
22 31 22 175 117 0 216 1 F Healthy
23 26 22.7 172 136 0 150 1 F Healthy
24 27 26.2 234 102 0 259 1 F Early stage
25 53 24.2 215 127 0 159 0 M Early stage
26 47 22.8 201 134 0 101 1 F Healthy
27 26 20.7 165 113 0 128 1 F Healthy
28 18 19.5 154 112 0 249 1 F Healthy
29 24 20 155 112 0 124 1 M Healthy

Table 3. Evaluation metrics on experimental data with respect to various popular classifiers.

Classifier Accuracy Sensitivity Specificity

Gradient Boosting 98.61% 0.89 0.90
SVM 98.93% 0.90 0.91

Fuzzy Logic 99.15% 0.91 0.92
Attention-based CNN 99.53% 0.99 0.99

5. Conclusions

In this paper, we reviewed diverse research work into heart disease monitoring using
soft computing techniques. This paper presented a detailed study and investigation of
various articles published in numerous prestigious journals on the subject in recent years.
The main result is that Fuzzy Logic and hybrid CNN achieved the highest accuracy, and
other soft computing techniques using Genetic Fuzzy Logic, Fuzzy Neural, Adaptive
Neuro-Fuzzy, Genetic Neuro-Fuzzy, and PSO with FL also performed well because FL
has sufficient adaptability to diagnose heart disease. In terms of accuracy, Fuzzy Logic
provided better accuracy than other methods, while Convolutional Neural Networks [76]
provided competitive accuracy. This study provided an ample comprehensive study of soft
computing techniques in diagnosing cardiovascular disease with an experiment to validate
the review.
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