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Solar power forecasting 
beneath diverse weather conditions 
using GD and LM‑artificial neural 
networks
Neetan Sharma 1*, Vinod Puri 1, Shubham Mahajan 2,3, Laith Abualigah 4,5,6,7,8,9, 
Raed Abu Zitar 10 & Amir H. Gandomi 11,12*

Large-scale solar energy production is still a great deal of obstruction due to the unpredictability of 
solar power. The intermittent, chaotic, and random quality of solar energy supply has to be dealt 
with by some comprehensive solar forecasting technologies. Despite forecasting for the long-term, 
it becomes much more essential to predict short-term forecasts in minutes or even seconds prior. 
Because key factors such as sudden movement of the clouds, instantaneous deviation of temperature 
in ambiance, the increased proportion of relative humidity and uncertainty in the wind velocities, 
haziness, and rains cause the undesired up and down ramping rates, thereby affecting the solar power 
generation to a greater extent. This paper aims to acknowledge the extended stellar forecasting 
algorithm using artificial neural network common sensical aspect. Three layered systems have been 
suggested, consisting of an input layer, hidden layer, and output layer feed-forward in conjunction 
with back propagation. A prior 5-min te output forecast fed to the input layer to reduce the error 
has been introduced to have a more precise forecast. Weather remains the most vital input for the 
ANN type of modeling. The forecasting errors might enhance considerably, thereby affecting the 
solar power supply relatively due to the variations in the solar irradiations and temperature on any 
forecasting day. Prior approximation of stellar radiations exhibits a small amount of qualm depending 
upon climatic conditions such as temperature, shading conditions, soiling effects, relative humidity, 
etc. All these environmental factors incorporate uncertainty regarding the prediction of the output 
parameter. In such a case, the approximation of PV output could be much more suitable than direct 
solar radiation. This paper uses Gradient Descent (GD) and Levenberg Maquarndt Artificial Neural 
Network (LM-ANN) techniques to apply to data obtained and recorded milliseconds from a 100 W 
solar panel. The essential purpose of this paper is to establish a time perspective with the greatest 
deal for the output forecast of small solar power utilities. It has been observed that 5 ms to 12 h time 
perspective gives the best short- to medium-term prediction for April. A case study has been done 
in the Peer Panjal region. The data collected for four months with various parameters have been 
applied randomly as input data using GD and LM type of artificial neural network compared to actual 
solar energy data. The proposed ANN based algorithm has been used for unswerving petite term 
forecasting. The model output has been presented in root mean square error and mean absolute 
percentage error. The results exhibit a improved concurrence between the forecasted and real models. 
The forecasting of solar energy and load variations assists in fulfilling the cost-effective aspects.
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Abbreviations
ANN	� Artificial neural network
ARF	� Autoregressive fuzzy
ARIMA	� Autoregressive integrated moving average
ARMA	� Autoregressive moving average
DBN	� Deep belief network
DRNN	� Deep recurrent neural network
GD	� Gradient descent
GHI	� Global horizontal irradiance
HEV	� Hybrid electric vehicle
LM	� Levenberg Maquarndt
MA	� Moving average
ML	� Machine learning
MWNN	� Mixed wavelet neural network
NWP	� Numerical weather prediction
SAE	� Stack auto encoder

Beneath universal typical weather transformation, exploring renewable energy resources has become the need 
of the hour. Nevertheless, the main problems allied with non-conventional resources are discontinuous in the 
environment. Solar irradiance varies following the surrounding topography, altitude conditions1, etc. The cool-
ing and heating chiefly depends upon the sun’s positioning and locality in the north and south hemispheres. 
While considering various advantages and shortcomings, power generation forecasting could be a considerable 
aspect of the prior scheduling of its allocation and production. In area of Artificial Intelligence, Artificial Neural 
Network system is one of the vital tools for optimization and forecasting etc. which not only saves time but also 
computes the outcome with more precision in comparison to other conventional techniques (Haykin 1994). This 
approach is used in the Science and Engineering fields. The energy and mechanical engineering fields, artificial 
neural network techniques have bagged more eminence recently, which is also embedded with some limitations 
as well.  The solar PV2 is impending towards the peak of network uniformity with the consistent diminution in 
terms of asking price because of the increased PV installations and enhanced capacities in the entire generation 
system around the globe. Reduced solar PV installation costs have made it of utmost concern to design or prepare 
some reliable approach3 that can help predict things much earlier.

Solar energy harnessing faces certain key hindrances4 by weather conditions like cloud coverings, move-
ment of the winds, increased temperature, humidity proportion, etc. Rather than forecasting for more extended 
periods, it is more effective and fruitful to forecast for a few minutes ranging from 5 to 10 min, before changing 
factors such as cloud movements, accumulation, and dissipation which are pretty responsible for shading of PV 
panels ensuing in the impeding of production and supply rates as well5. The varied scales used for prediction 
based on time, such as hourly, daily, and prior are enviable for the activities like grid functioning ramping actions, 
imminent markets related to power generation, and distributions. The key solar power prediction tools like 
Global Horizontal Irradiations6 on time-based forecasting may be a handy thing to answer this issue. In general, 
the recent research assessment reveals that the prediction ranging from intermediate to massive levels embraces 
Numerical Weather Prediction; forecasts dependent on satellite prediction can, be doled out in a more advanced 
way to modify daily based solar prediction. Forecasting the cloud’s progress can be just made using its images. 
More detailed results can also be obtained using prediction mechanisms7 based on the statistical technique 
for forecasting and observing the weathering conditions. However, it stays scarce due to space and time while 
achieving conditional eloquence8 as solar photovoltaic panels generated output largely depends on irradiance 
and temperature9 variations. A mammoth amount of work to broaden and devise automatic, dexterous, and 
precise approaches like sizeable modeling, statistical approach, artificial intelligence-based approach, and the 
amalgam of various techniques to set up the precision of the renewable resources for minuscule solar foretelling 
is accomplished. The Arithmetic Investigation Methodology combines the input parameters and the parameters 
to be forecasted, also called LMA. The artificial neural network10 can support petite term prediction with plenti-
ful input parameters like wind speed, temperature, tension, and relative humidity proportions. An additional 
existing substitute is MWNN for forecasting solar irradiance. In order to ascertain the clarification functionality, 
indexing a new model referred to as the ARF method is also excellent for dumpy forecasting. There are ways to 
use the data gathered over days, months, and years. The shifting variables and infinitely nonlinear parameters 
exposed to the environment can be learned. This work’s primary goal is to forecast photovoltaic cell output and 
reduce forecasting errors using an artificial neural network system. The ANNs11 are primarily implemented on a 
broad range of realistic and handy utilization, from process observations, monitoring, defect identification and 
adaptive individual intrusions to innate proceedings and AI regarding environmental processes and computers12.

Principally, the conception of ANNs can be separated into two parts: structural design and efficient character-
istics known as neurodynamics. The primary part implies scheming the synthesized neurons’ arrangement and 
composition and pertinent connections. In contrast, the next part encompasses the character of learning, associ-
ated with recalling and unremittingly equalization of the new information with previously existing information. 
The numerous brain mechanisms include the interaction of neurons13, also known as inputs, synaptic strength, 
activation biasing, and output basics. There may be a neuron made artificially to have ’n’ no. of inputs like Xi, 
where i = 1, 2, 3, 4, 5…, n exhibits input signal source. The source can be neighborhood neurons or environmental 
structures14. All the individual inputs are weighted to accomplish main processing body by weight factor (wj), also 
called connecting force. As a result, the corresponding force transfer signal is analogous to the wjxj symbolized 
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fragment of a fresh and realistic signal. In contrast, in order to create signal, input signal of that neuron could 
be past considerable value, say h, entire signal allied15 with neuron is derived using relationship given below16:

A solar cell’s voltage and current characteristics under typical weather no current is obtained when there is no 
load, and the peak voltage detected across a solar cell is referred to as the open circuit voltage (Voc). In contrast, 
when a solar cell is short-circuited, the voltage across the cell is at its lowest (zero) value, but the current leaving 
the cell reaches its highest or peak value17. The solar photovoltaic cell operates flawlessly when it reaches MPP, 
which is the point in the curve where the cell produces the most electrical power. The projected values of Vmp 
and Imp are Voc and Isc, and a PV cell’s output current and voltage are significantly dependent on temperature. 
However, the wattage varies depending on the surrounding temperature. The relationship shown below can be 
used to determine the11 photocurrent Iph.

where, Isc is short circuit current, Ki is Coefficient of temperature, Gn represents solar irradiance value = 1000 W/
m2, and Tn is solar cell temperature.

Arithmetical modelling of ANN for solar output power forecasting
The quandary under concern is the forecasting of solar output power, which is also the desired outcome. The 
impact on the weighted signal and its correlation with activation function (f), the linear or non-linear output15 is:

The input parameters’ values are t, h, and Ir and V is target variable, the learning rate is 0.1, and tanh is believed 
to be activation procedure for artificial neural structure. It includes two hidden layers with 14 neurons, like hi1 
and hi2. The weight akin to input hi

1 is denoted by wij. Similarly, the weights from hi
1 to hi

2 are denoted by θij. 
The weights from hi

2 to the output parameters are given by φij. The mathematical interpretation18 is as follows:

Xij denotes the real input values to the hidden layer, Wij is the starting weights assigned as 1, and b1 is biased. 
The hyperbolic tangent consequent to hi

1 is represented17 as follows.

Here, i = 1, 2, 3…14, and Ohi
1 are the total nodes’ actual output. The representation of weighted function θij, 

with 14 neurons in the next layer19, is given by:

where, Ohi
1 is consequent output to first hidden layer, θij is initialized weights as one, and b2 is the bias as 1. The 

relationship can obtain the actual output12 of hi2:

Targeted output solar power (OV) in the output layer20 is given by:

Tangent function for the targeted value15 is represented by:

The relationship can complete error21,22 computations:

where, the value of ’n’ denotes the output of the neurons and VE represents actual output solar power. The up 
gradation of weights is performed using the relationships23–25 as follows:

(1)
n

∑

i=1

xiwi = w1x1 + w2x2 + · · · + wnxn => total = wTX.

(2)Iph(G,T) = [Iscn + Ki(T − Tn)]
G
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,
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Here, ΔWij, Δθij, and Δφi can be explained as under26–28:

Upgrading weights in its whole continues until the fault is minimised. In a swarm of neural networks, every 
single lone neuron is referred to as a node, and each output simply behaves like its succeeding neuron’s input. In 
general, the exploitation above might function for each node in a network with "n" number of nodes. Each neuron 
can be distinguished from the others by the subscript I depending on output and non-linearity, if function, active 
signals, weights, and inputs are represented17 by the subscript "i". A sigmoid and stiff limiting facet may also be 
a part of the very significant non-linear feature. The values fall between 0 and 1. Since the sigmoid function is 
thought to have non-linearity, monotonicity, an uncomplicated origin, and bounded-like properties, it has gained 
greater attention for the cause29. By the process of learning, the weights and neurons contain useful information. 
The BPA is said to be the most sophisticated method among the many proposed methods for getting closer to 
the weights between the input and output. The connection allows for updating each weight during iterations13,14:

Here, wij symbolizes the ith and jth neuron, and ƞ (0 and 1) and E indicates the error and can be calculated 
by the use of the following relationship14:

where bkj zkj are real and expected values for the neural network. This resemblance applies approximately four 
signals in conjunction with two invisible layers projecting fifth signal using neural model.

Artificial neural network system
Numerous tasks, including regression and predicting curvature fit, can benefit from neural networks. The artificial 
neural network will be used in this study as a forecasting model. A neuron is a basic building block of a neural network 
that utilizes a transfer function to produce an output. Next, each input is given through a weight, which serves as a 
connection between many layers of neurons and the transfer function to produce the desired output. The extensive 
structural architecture of the neural network system is depicted in Fig. 1. The network’s main goal is to deliver a 
compressed revelation for the many erratic and patchy data, as opposed to the standard procedures like GD and LM, 
which devote minimal processing effort and demand prior understanding of statistical estimate among the variables16.

Methodology
The stepwise methodology applied is as follows:

Data compilation and study location and application of ANN.  The data for relative humidity, irra-
diance, and ambient temperature27 has been gathered and compiled scrupulously to get the voltage output. Con-
sequently, the input data has been splinted to test and train the data in order to process with the help of an LM-
ANN approach. The gathered data for typically sunny and rapidly shifting climatic states of affairs, like partially 
cloudy, clear sunny day, and rainy day reveals an uncertain behaviour. The Pir Panjal region is that its weather 
varies and abruptly and unexpectedly. The circuitry was premeditated manually to collect the whole data within 
time intervals of milliseconds. The collected data elaborates that even a slight alteration in the ambiance23 can 
be observed at each moment. The entire range is blessed with enormous and gigantic mountains with a lot of 
solar power potential, but the abruptly altering weather conditions proffer big challenges to solar power instal-
lations. Therefore, such areas need precise model for extra-terrestrial forecasting so that the installed facility 
can be manoeuvred at utmost efficacy. The extra-terrestrial radiations and the long days can be calculated using 
relationships in the following equations. The whole setup includes a 100 Wp solar PV panel, a thermometer for 
observing cell temperature and ambient temperature24, and diffused and beam solar radiation measuring devices 
with their characteristics mentioned in the Table 2. The laboratory setup shown in Fig. 3 for a 12 V battery for the 
backup system was prepared to avoid any power supply disruption. The area under examination is profoundly 
subjective of the serene mediterranean environment right through the months of summer and consequently 

(12)θ2ij = θ1ij +�θ ij ,

(13)ϕ2
i = ϕ1

i + ϕ1
i +�ϕi .
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experience desiccated and shrivelled sweltering and sizzling within 3–4 months specifically; rain right through 
the year is usual. Hence, the western and north-eastern brutal winds manoeuvre the swot locality with soaring 
precipitation may result in hailstorms and snow as and when with chilly and wet days.

The preparation is intended to examine PV panels’ broad spectrum and varying characteristics under climatic 
conditions. Besides, another facet is to mark the best chronological and metrological states for the generation of 
electrical energy by the PV panels. Designed for a minuscule time extension for forecasting the May, June, July, 
and August months, the data has been observed in a more detailed25 way. While, it has been observed that in the 
range of Pir Panjal, the 3–4 months when the vagueness lasts the most, as the thunderstorms and precipitation 
are pretty probable. Therefore, ambiguity is at its zenith all through this prediction. The lofty errors8,30 can be 
acknowledged as follows.

Here, Isc is the solar constant = 1367 W/m2, φ is latitude angle of area to be investigated, δ is the declination 
angle, ωs is declination, and N is nth day of year. The declination angle can be calculated9 by:

The use of the following relationship can attain the day length10:

Artificial neural network implementation and its performance.  The outline of neural network 
turns out to be quite essential while predicting global radiations. The neural networking model consists of three 
layering systems in which the input layer obtains the data collected. The lone output layer produces12 the infor-
mation and may make use of one or more than one hidden layer essential for combining both layers via neurons. 
The output may be predictable by adequately training the input and output data in the ANN approach. GD 
and LM15 back propagation algorithms are used in a multiple layer’s feed-forward networking system. In this 
experimentation, the MATLAB 2016 version with three layered feed-forward networks operated with a sigmoid 
activation function and hidden layers, whereas the output layer uses the linear activation function. Three input 
variables, like ambient temperature, solar irradiance, and relative humidity, were applied; and output voltage was 
forecasted as an output. The predicted output by the proposed ANN model is shown in Table 3. The GD and 
LM-ANN algorithms17,29 have been applied to forecast the voltage at the output analogous to the collected data 
on ms basis. Figure 2 shows the neuron training structures. The LM-ANN algorithm features during the training 
process are listed in Table 1. The equipment and devices used are as follows in Table 2 (Fig. 3).

(19)Ho= 24
π
Isc

(

1+ 0.033cos
360N

365

)

X(cos(ϕ))cos(δ)sin(ωs)
2πωs

360
sin(ϕ)sin(δ).

(20)δ = 23.45◦sin

[

360(N + 284)

365

]

,

(21)ωs = cos−1[−tan(δ)tan(ϕ)].

(22)So =
2

15
ωs.

Figure 1.   Structure of a neural network system.
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Figure 2.   Training structure of an ANN model.

Table 1.   LM-ANN algorithm and specifications.

Nature of the particular day Rainy P.Cloudy Sunny

Uppermost epochs for training 1000 3000 2000

Goal of performance 0 0 0

Peak failures of validation 100 100 100

Smallest gradient of performance 1e_5 1e_7 1e_8

Preliminary mu 0.001 0.001 0.001

Descending mu factor 0.1 0.1 0.1

Ascending mu factor 10 10 10

Highest mu 1e10 1e10 1010

Displaying epochs 25 25 25

Generated command line output False False False

GUI training True True True

Greatest training time in seconds Inf Inf Inf

Best validation performance 0.13367 0.012123 0.037915

Epochs adopted for validation 1000 676 582

Validation at epoch 998 576 422

No. of hidden layers used 2 2 2

No. of neurons used 14 14 14

No. r of output layers 1 1 1

Training function used TLM TLM TLM

Adaption learning function LGDM LGDM LGDM

Performance function MSE MSE MSE

Table 2.   Devices with their properties used in the PV system.

Device Properties

Solar PV panel 100W

Pyranometer[GR] [GR]:LP

Pyranometer[DR] [DR]:LP

Thermometer Comet system-T1110

Solar tracker Lorentz-Etatrack Active 400 Model

PV cell Monocrystalline silicon cell (100 W)

Softwares MATLAB 2016/Teraterm/Anaconda

Arduino Arduino Nano

Datalogger System 16 channel MS5D model
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ANN algorithm. 

Normalization, testing, and training
The neural network model engrosses the training of the input parameters by tuning the weights. This aspect 
intends to get training patterns competent enough to operate in optimum conditions. Furthermore, the model 
must be sufficiently capable of predicting the new information that does not emerge during the training, gen-
erating small errors while the testing set aspires to estimate the neural network performance23,29. This action is 
subjected to the input and output data sets normalized between the range of − 1 to + 1 preceding the training of 
the input parameters.

Here, XN is the normalized value, XR is the normalization value, Xmax is the maximum rate, and Xmin is the 
lowest rate. After normalization progression, every input parameter is separated into two parts. The first part, 
called training, consists of 80%, and the second part, called the testing part, neural structure, is composed of 
20% of the input variables.

Selection of neurons in the hidden layers
It is hard to choose hidden layer neurons for the neural network. A single hidden layer is adequate for all the 
diverse functions. The neural network training is mostly initiated with an arbitrary9 weight assignment. Effec-
tively, the number of neurons in hidden layers must be ascertained to reach the least error at the model’s output. 
The choice depends on both Mean Square Error and ’R’ values whenever the first one stays minimum and the 
later linear correlation coefficient16 remains high. To accomplish the neurons in the hidden layers, the neurons 
must be increased until they get united with Mean Square Error. Every single system possesses a solitary input 
layer and a lone output layer. The number of input parameters in the data processing mechanism is just equivalent 
to the number of neurons in the input layer. However, the number of outputs associated with every single input 

(26)XN = 0.8
XR − Xmax

Xmax − Xmin
+ 0.1.

Figure 3.   Laboratory arrangement for data recording for input variables.



8

Vol:.(1234567890)

Scientific Reports |         (2023) 13:8517  | https://doi.org/10.1038/s41598-023-35457-1

www.nature.com/scientificreports/

is also equivalent to the number of neurons in the output layer. The characteristic number in the data remains 
equivalent to the number of neurons in the input layer in some exceptional circumstances, for bias, there is 
only one input layer. Another condition which counts very much is that if the model is behaving like a classi-
fier or a regressor very much depending upon the number of neurons in the output layer. The class labelling of 
the model also depends upon the condition that if it acts as a classifier, it must possess a lone neuron or might 
possess manifold neurons but on the contrary, if it behaves like a regressor then the output layer is supposed to 
have a single neuron.

The proposed LM-ANN approach creates R = 0.90, which means that if R > 0.90, the forecasted values 
with higher numbers are remarkably analogous to the collected data values. Thus, in this work, the LM-ANN 
approach18 has been preferred to conclude the selection of the total number of hidden layer neurons. The results 
show the least Mean Square Error20,25, and the maximum ’R-value was obtained at 14 neurons through both the 
testing and training stages, thereby confirming the exceptional Performance of the LM-ANN approach. There-
fore, 14 neurons in the hidden layers are confirmed to be more fitting5 to predict the output voltage presented in 
Figs. 4, 5, and 6 for partially cloudy, rainy, and sunny days with the lowest MSE shown in Fig. 10a–c.

Figure 4.   Comparison of actual and predicted solar output voltage with ANN for partially cloudy day.

Figure 5.   Comparison of actual and predicted solar output voltage with ANN for a rainy day.

Figure 6.   Comparison of actual and predicted solar output voltage with ANN for a sunny data.
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Ethical approval.  This article does not contain any studies with human participants or animals performed 
by any of the authors.

Informed consent.  Informed consent was obtained from all individual participants included in the study.

Results and discussion
The LM-ANN model performances can be adjudged by the values of Mean Absolute Error, Root Mean Square 
Error and Co-efficient of correlation (R)19,27 by using the following relationships:

Here, N is the entire data, Xi is the measured output voltage and Yi is the predicted output voltage by the LM-
ANN approach. Figure 10a–c present the graphical demonstration of performance or error minimization plots 
with the lowest error. Figures 4, 5 and 6 compare the actual and predicted solar output voltage (V) waveform for 
partly cloudy, rainy, and sunny days.

Error analysis
The outcome analysis shows the ease of the model. Nevertheless, the divergence at diverse locations can be 
evaluated by calculating the determination (C2D) and Mean Absolute Percentage Error using the relationships 
presented in the following equations.

Here, N is the data number, Xi is the measured output, and Yi is the forecasted output by the LM-ANN model.
Where mean absolute error provides the measure of resemblance between the measured and forecasted 

values, the Root Mean Square Error symbolizes the accuracy of the selected LM-ANN model. The Coefficient 
of correlation (R) value represents the correlation between the two values. If R = 1, then the linear connection 
between the two6 values can be acknowledged. Therefore, it can be developed that the model with the least values 
of Mean Absolute Error and Root Mean Square Error and a larger value of R advocates it as the best model to 
forecast the input parameters. The performances of the LM-ANN model for training and testing are presented 
in Table 3. The regression graphs both for the collected data and forecasted values by the LM-ANN28,31,32 for 
training and testing are shown in Figs. 7a,b, 8a,b, and 9a,b, correspondingly.

Also, R = 1 represents the perfect linear association between the collected and forecasted values, and R = 0.90 
specifies an outstanding harmony7 between the two values. The proposed LM-ANN model presents ’R’ values for 
both testing and training data as 0.9545 and 0.9272, thereby validating the claim of the LM-ANN approach.The 
numerical erroneousness divulges the least and maximum C2

D is 0.9808 and 0.9934, correspondingly. The Coef-
ficient of determination represents the 97.9–98.9% correspondence between the forecasted and measured values 
by the proposed LM-ANN algorithm. The model performance for a sunny day, partly cloudy day, and rainy day 
are shown in Fig. 10a–c correspondingly. The MAPE value shows precision in the range of 0.11–4.24%. There-
fore, from this mathematical error investigation, it is concluded that the precision of the LM-ANN approach24 
obtained in this work has performed appropriately and absolutely to forecast the voltage at the output for the 
input parameters such as mean ambient temperature, solar irradiance, and relative humidity. The other char-
acteristic of this approach is that it retorts very precisely and ideally on a shorter note, providing an excellent 
response with minimized error.
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∑
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|Xi − Yi|,

(28)RMSE =

√

1

N

N
∑

i=1

(Xi − Yi)

2

.

(29)C2
D = 1−

(

∑N
i=1(Xi − Yi)
∑N

i=1 (Yi)
2

)

andMAPE =
∑N

i=1

∣

∣

∣

(Xi−Yi)
Xi

∣

∣

∣

N
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Table 3.   Results obtained and comparison of two used models to train and test the data collected.

Algorithm used ANN model (training) ANN model (testing)

MAE RMSE R MAE RMSE R

Gradient descent
ANN Model

Sunny day 5.7325 0.6755 8.2056 11.2127 0.5202

Partially cloudy 6.2111 0.4324 0.0063 9.20232 0.4332

Diverse weather 7.3260 0.4875 0.0003 8.3425 0.5763

Levenberg–Marquardt
ANN Model

Sunny day 0.8327 0.8363 3.4979 4.5497 0.9223

Partially cloudy 0.99472 0.99471 4.3213 4.4111 0.99808

Diverse weather 0.99971 0.99970 3.3510 4.1231 0.99970
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Figure 7.   (a) regression plot (b) training plot for a sunny day.

Figure 8.   (a) Regression (b) training plot for a rainy day.
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Conclusion
In this work, the LM-ANN algorithm has been designed to forecast the output voltage in the region of Peer 
Panjal. The two ANN methodologies, GD and LM, were applied for testing and training purposes. The mean 
ambient temperature, relative humidity, and solar irradiance data were composed by the self-designed circuit in 
concurrence with Arduino to gather and survey the data at milliseconds. The hastily changing weathering data 
was used for training and testing the projected algorithm. The varied weather conditions like sunny days, rainy 
days, and partially cloudy day data were also used to test and train the LM-ANN technique. The reliability of the 
chosen technique was practically based on MAE, RMSE, and the Coefficient of maximum linear regression (R) 
value. The experimentation gives a much closer impression between the forecasted and the determined values. It 
also authenticates the exactness in the forecasting potential of the proposed technique. The numerical error study 
regarding the determination coefficient offers correspondence close to 98–99%. The MAPE value authenticates 
better precision too. One more vital aspect advocating the proposed approach is that it offers the promise and 
proficiency to congregate in a minute to tender, perfect revelation integrated with the slightest error.

Figure 9.   (a) Regression plot (b) training plot for diverse weather conditions.
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Figure 10.   (a) Performance of rainy day (b) partially cloudy day (c) performance of a sunny day.
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Data availability
Data is available from the Neetan Sharma upon reasonable request.

Received: 31 October 2022; Accepted: 18 May 2023

References
	 1.	 Seshadrinath, J., Singh, B. & Panigrahi, B. K. A modified probabilistic neural network-based algorithm for detecting turn faults in 

induction machines. IETE J. Res. 58, 300–309 (2014).
	 2.	 Iyer, S. S. K., Bajaj, D. & Bhat, A. Photovoltaic behaviour of organic polymer-PCBM bulk hetero junctions solar cells. IETE J. Res. 

52, 391–399 (2006).
	 3.	 Ponnapalli, B. & Natarajan, P. Harmonic level minimization using neuro-fuzzy based SVPWM. IETE J. Res. 64, 1–16 (2017).
	 4.	 Rodriguez, F., Fleetwood, A., Galarza, A. & Fontan, L. Predicting solar energy generation through artificial neural networks using 

weather forecasts for microgrid control. Renew. Energy. 126, 855–864 (2018).
	 5.	 Antonopoulos, V. Z., Papamichail, D. M., Aschnitis, V. G. & Antonopoulos, A. V. Solar radiation estimation methods using ANN 

and empirical models. Comput. Electron. Agric. 160, 160–167 (2019).
	 6.	 Messalti, S., Abdelghani, H. & Abdelhamid, L. A new variable step size neural networks MPPT controller: Review, simulation and 

hardware implementation. Renew. Sustain. Energy Rev. 68, 221–233 (2017).
	 7.	 Jain, B. S. An assessment of SPSS grid interfaced SPV system under abnormal grid conditions. IETE J. Res. 61(6), 581–589 (2015).
	 8.	 Benali, L., Notton, G., Fouilloy, A., Voyant, C. & Dizene, R. Solar radiation forecasting using artificial neural network and random 

forecast methods: Application to normal beam, horizontal diffuse and global components. Renew. Energy 1481(18), 30994–30997 
(2018).

	 9.	 Blaga, R. et al. A current perspective on the accuracy of incoming solar energy forecasting. Progr. Energy Combust. Sci. 70, 119–144 
(2019).

	10.	 Antonopoulos, I. et al. Artificial intelligence and machine learning approaches to energy demand-side response: A systematic 
review. Renew. Sustain. Energy Rev. 130(109899), 1–35 (2020).

	11.	 Sanchez, N., Vidal, R. & Pastor, M. C. Aesthetic impact of solar energy systems. Renew. Sustain. Energy Rev. 98, 227–238 (2018).
	12.	 Martin, M. D. S., Tristan, C. A. & Mediavilla, M. D. Diffuse solar irradiance estimation on building’s facades: Review, classification 

on benchmarking of 30 models under all sky conditions. Renew. Sustain. Energy Rev. 77, 783–802 (2017).
	13.	 Zayed, M. E. et al. A comprehensive review on dish/stirling concentrated solar power systems: Design, optical and geometrical 

analyses, thermal performances assessment and applications. J. Clean. Prod. 283, 1–67 (2020).
	14.	 Marzouq, M. et al. New daily global solar irradiation estimation model based on automatic selection of input parameters using 

evolutionary artificial neural networks. J. Clean. Prod. 209, 1105–1118 (2019).
	15.	 Kumar, L., Hasanuzzaman, M. & Rahim, N. A. Global advancement of solar thermal energy technologies for industrial process 

heat and its future prospects: A review. Energy Convers. Manag. 195, 885–908 (2019).
	16.	 Wang, H., Lei, Z., Zhang, X., Zhou, B. & Peng, J. A review of deep learning for renewable energy forecasting. Energy Convers. 

Manag. 198, 1–16 (2019).
	17.	 Pazikadin, A. R. et al. Solar irradiance measurement instrumentation and power solar generation forecasting based on artificial 

neural networks (ANN): A review of five years research trend. Sci. Total Environ. 785, 1–13 (2020).
	18.	 Neelamegan, P. & Amirtham, V. A. Prediction of solar radiation for solar systems by using ANN models with different back 

propagation algorithms. J. Appl. Res. Technol. 14, 206–214 (2016).
	19.	 Paulescu, M. & Paulescu, E. Short-term forecasting of solar irradiance. Renew. Energy 143, 985–994 (2019).
	20.	 Yadav, S. K. & Bajpai, U. Performance evaluation of a rooftop solar photovoltaic power plant in Northern India. Energy Sustain. 

Dev. 43, 130–138 (2018).
	21.	 Kumari, A., Gupta, R., Tanwar, S. & Kumar, N. Blockchain and AI amalgamation for energy cloud management: Challenges, solu-

tions and future directions. Parallel Distrib. Comput. 143, 1–27 (2020).
	22.	 Rodrigues, E., Gomes, A., Gaspar, A. R. & Antunes, C. H. Estimation of renewable energy and built environment related variables 

using neural networks—A review. Renew. Sustain. Energy Rev. 94, 959–988 (2018).
	23.	 Pereira, S., Canhoto, P., Salgado, R. & Costa, M. J. Development of an ANN based corrective algorithm of the operational ECMWF 

global horizontal irradiation forecasts. Sol. Energy 185, 387–405 (2019).
	24.	 Wang, Z., Li, Y., Wang, K. & Huang, Z. Environment-adjusted operational performance evaluation of solar photovoltaic power 

plants: A three stage efficiency analysis. Renew. Sustain. Energy Rev. 76, 1153–1162 (2017).
	25.	 Zeitoury, J. et al. Assessing high-temperature photovoltaic performance for solar hybrid power plants. Sol. Energy Mater. Sol. Cells 

182, 61–67 (2018).
	26.	 Teke, A., Yildirim, H. B. & Celik, O. Evaluation and performance comparison of different models for the estimation of solar radia-

tion. Renew. Sustain. Energy Rev. 50, 1097–1107 (2015).
	27.	 Tegani, I. et al. Experimental validation of differential flatness based control applied to stand alone using photovoltaic/fuel cell/

battery hybrid power sources. Int. J. Hydrogen Energy 42, 1510–1517 (2016).
	28.	 Yaow, M. C., Hsing, L. C. & Hsu, H. W. C. Calculation of the optimum installation angle for fixed solar-cell panels based on the 

genetic algorithm and the simulated annealing method. IEEE Trans. Energy Convers. 20, 467–473 (2005).
	29.	 Kumar, N., Sharma, S. P., Sinha, U. K. & Nayak, Y. Prediction of solar energy based on intelligent ANN modelling. Int. J. Renew. 

Energy Res. 6(1), 183–188 (2016).
	30.	 Lopez, O. L. & Pallas, R. A. Solar energy radiation measurement with a low-power solar energy harvester. Comput. Electron. Agric. 

151, 150–155 (2018).
	31.	 Sharma, N., Puri, V., Kumar, G. Efficiency enhancement of a solar photovoltaic panel by maximum power point tracking using 

artificial neural network methodology. In 2021 2nd International Conference for Emerging Technology (INCET). (IEEE, 2021).
	32.	 Abualigah, L. et al. Wind, solar, and photovoltaic renewable energy systems with and without energy storage optimization: A 

survey of advanced machine learning and deep learning techniques. Energies 15(2), 578 (2022).

Author contributions
N.S.: Supervision, conceptualization, methodology, software, investigation, validation, writing-original draft 
preparation. V.P.: Writing-original draft preparation, visualization, investigation. S.M.: Writing-original draft 
preparation, visualization, investigation. L.A.: Writing-original draft preparation, visualization, investigation. 
R.A.Z.: Writing-original draft preparation, visualization, investigation. A.H.G.: Writing-original draft prepara-
tion, visualization, writing-reviewing and editing.



14

Vol:.(1234567890)

Scientific Reports |         (2023) 13:8517  | https://doi.org/10.1038/s41598-023-35457-1

www.nature.com/scientificreports/

Funding
Open access funding provided by Óbuda University.

Competing interests 
The authors declare no competing interests.

Additional information
Correspondence and requests for materials should be addressed to N.S. or A.H.G.

Reprints and permissions information is available at www.nature.com/reprints.

Publisher’s note  Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.

Open Access   This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 

format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

© The Author(s) 2023

www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/

	Solar power forecasting beneath diverse weather conditions using GD and LM-artificial neural networks
	Arithmetical modelling of ANN for solar output power forecasting
	Artificial neural network system
	Methodology
	Data compilation and study location and application of ANN. 
	Artificial neural network implementation and its performance. 
	ANN algorithm. 

	Normalization, testing, and training
	Selection of neurons in the hidden layers
	Ethical approval. 
	Informed consent. 

	Results and discussion
	Error analysis
	Conclusion
	References


