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Abstract
Smart cities aim to deliver smart services that rely on emerging technologies to their 
users. In order for users to get the provided services, they need to share their per-
sonal information with different parties. However, sharing personal information in 
smart cities may impact the privacy of that information. Thus, there is a need to 
address privacy risks relevant to sharing personal information in smart cities. This 
study aims to address this issue by conducting a systematic literature review (SLR) 
to identify and extract privacy risks, impacts, and existing controls associated with 
sharing personal information, considering elements involved and interacting during 
the sharing activity in smart cities. A set of 83 selected studies in both academic 
and industry fields were reviewed, and the results were categorised into three main 
groups: privacy risks, impacts, and controls. Moreover, the implications and future 
research directions were also reported. The proposed privacy risk taxonomy will 
provide a much-needed foundation for the industry and research community, intend-
ing to research and evaluate privacy risk frameworks and design solutions for shar-
ing personal information in smart cities.
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Introduction

More recently, the concept of smart cities has been getting significant attention 
from research and practice perspectives (Ahmad Mohamad et al., 2019). Several 
countries across the globe (e.g. Asia, Africa, America, and Europe) aim to con-
sider their cities “smart” by developing and delivering smart services to their citi-
zens and residents by using emerging ICT (information and communication tech-
nologies) (Ahmad Mohamad et al., 2019; Albino et al., 2015; Hsiao et al., 2021). 
The definitions of smart cities focus on the quality of citizens’ performance and 
activities, along with enhancing economic competitiveness by managing city 
resources and improving information and communications technology (ICT) 
infrastructure (Giffinger et al., 2007, Caragliu et al. 2009, Vu & Hartley, 2018). 
Also, smart city is defined as a 4th industrial model where emerging technolo-
gies, such as the Internet of Things, cloud computing, and big data, are used to 
optimise the cities (Safiullin et al., 2019). Accordingly, smart cities are proposed 
in particular areas or sectors such as governments, health, energy, buildings, air-
ports, and businesses/organisations (Khatoun & Zeadally, 2017).

Due to the strong relationship between ICT and smart services within the 
overarching concept of smart cities, a vast amount of personal information is 
collected from users, devices, and applications (Martinez-Balleste et  al., 2013). 
Furthermore, sharing and exchanging information among parties, including indi-
viduals and organisations, is possible using different sharing platforms that play 
a vital role in smart cities (Kong et al., 2018, Kusumastuti et al., 2022). Internet 
of Things (IoT), Cloud, fog computing, and blockchain technology are examples 
of such platforms (Qian et al., 2018, Imine et al., 2020; Gill, 2021). However, the 
flow of personal information in smart cities may result in individuals suffering 
from serious privacy risks that may impact their information (Martinez-Balleste 
et al., 2013, Sharma et al., 2020).

According to NIST (Stoneburner et  al., 2002), the risk is the possibility of 
a threat source exploiting a specific information system vulnerability and the 
resultant consequence. Assessing information privacy risks in smart cities is chal-
lenging due to information complexity and uncertain impact levels (Bogoda et al., 
2019). In addition, privacy risks need to be assessed to minimise the risk impact 
by using appropriate controls (Hong et al., 2004). Thus, there is a need to assess 
privacy risks when sharing personal information in smart cities. This includes 
identifying and addressing privacy threats and vulnerabilities, their impacts, and 
appropriate privacy risk mitigation controls.

To the best of our knowledge, there is a lack of consolidated literature on this 
important topic of privacy assessments that cover privacy risks, impacts, and cur-
rent controls for sharing personal information, considering the interaction among 
elements involved in sharing activity in smart cities. A consolidated view of the 
current work is needed to provide a foundation for further development in this 
important area of research.

Thus, this paper addresses this need by conducting a SLR and synthesising 
published research with a view to identify and extract privacy risks, impacts, 
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existing controls, and elements involved and interacting to share personal infor-
mation in smart cities, along with relevant regulation, to influence this activity. 
Thus, this paper focuses on the following key research questions:

RQ1: What are the privacy risks associated with sharing personal information 
in the context of smart cities considering the elements involved and interacting 
while sharing personal information?
RQ2: What are the impacts of those personal information privacy risks?
RQ3: What current privacy controls are in place to mitigate the identified risks?

Motivation

This work builds on the earlier research on identifying privacy risks in smart air-
ports (Alabsi & Gill, 2021). This paper extended this work to provide broader cov-
erage of smart cities. This will help extract and define more comprehensive views 
of privacy risks, which will be used to design a holistic solution for assessing the 
privacy risks that may impact passengers’ personal information in their interaction 
journey in smart airports within the border context of smart cities. This will ensure 
that important privacy concerns are not overlooked when dealing with information 
privacy in smart airports. The main motivation behind this paper is the future devel-
opment of the privacy framework in a smart airport context. The development of the 
proposed framework is beyond this paper’s scope and is subject to further research.

Contribution

The key contributions of this research are outlined below:

– This paper provides an updated knowledge base covering various articles pub-
lished in academic and industrial databases between 2017 and 2021, including 
smart cities, sharing information, privacy risk, impact, and existing control.

– This paper provides both a theoretical and practical view of the review results by 
using the Adaptive EA and Concerns for Information Privacy framework (CFIP) 
as a theoretical lens and the NIST 800–30 framework as a practical lens. These 
lenses help identify the risk assessment components: privacy risk, the resulting 
impact, and current privacy control.

– This paper contributes to enhancing the understanding of the review results by 
proposing a privacy risk taxonomy using the Concerns for Information Privacy 
framework (CFIP) as a theoretical lens. Based on CFIP, the proposed taxonomy 
categorises threats and vulnerabilities into the following: collection, error, unau-
thorised use, and improper access types.

– This paper provides novel knowledge by mapping the privacy risks associated 
with sharing personal information with elements involved and interacting during 
the sharing activity by adopting the Adaptive EA framework as a theoretical lens. 
The mapping links the privacy risks dimensions under CFIP with the layers of 
Adaptive EA, including human, technology, facility, and environmental.
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– This paper provides a set of actionable knowledge by providing a clear under-
standing and mapping of the identified privacy threats to the requirements and 
available existing controls.

– This paper provides future research directions regarding the privacy risks of 
sharing personal information in smart cities.

In a nutshell, this research provides a knowledge foundation, which can be casted 
into developing theoretical and practical frameworks and solutions for studying and 
enhancing personal information privacy in the contemporary context of smart cities.

This paper is organised as follows: the “Background and Related Work” sec- 
tion provides the research background and related works. The “Research Method” 
section explains the research method. Then, data extraction and synthesis are dis-
cussed in the “Data Extraction and Synthesis” section, followed by the SLR results 
in the “Results” section. The discussion of implications, study validity and limita-
tions, and work directions is elaborated in the "Discussion" section. The last section 
encompasses the conclusion.

Background and Related Work

The meaning of privacy varies from one researcher to another. However, core com-
ponents are common to most definitions of privacy. The most historical definition of 
privacy was “the right to be let alone” (Warren & Brandeis, 1890). Information pri-
vacy is defined as the relationship between an individual’s right to privacy and the 
ability to access and control the information held by organisations (Cranor, 2012; 
Hoffman, 1977; Hough, 2009; Martinez-Balleste et al., 2013). At present, many def-
initions of privacy have been proposed, and through the years, these definitions have 
evolved based on societal changes and technological development (Hiller & Russell, 
2017; Li & Palanisamy, 2018; Peppet, 2014).

The smart city context has recently risen, and technology has gradually devel-
oped. A smart city is identified as an urban area that uses information and commu-
nication technology (ICT) to improve its services and enhance its residents’ quality 
of life (Giffinger et al., 2007; Kusumastuti et al., 2022). As a result, the individual 
shares their personal information with service providers, who share it with other 
organisations either explicitly—implying that the user is involved—or implicitly 
without the user’s knowledge (Spiekermann & Cranor, 2008). Personal informa-
tion can be used to identify an individual, either directly or indirectly, such as name, 
email, or biometric information email (Wolford, 2020).

Accordingly, information privacy and security concerns have been significantly 
increased because cities are digitally connected, and individuals’ personal infor-
mation has become more accessible and available (Hiller & Russell, 2017; Solove, 
2011). This sometimes obstructs society’s adoption of smart cities (Pal et al., 2021). 
For that, personal information privacy risks that arise when sharing personal infor-
mation in smart cities should be considered carefully to seize new threats and find 
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reasonable solutions. This section briefs privacy risks, regulations, and privacy-
enhancing technologies.

Privacy Risks

Privacy risk is defined as the expected losses related to personal information disclosure 
(Xu et al., 2011). Pervasive literature attempts to identify the privacy risks of personal 
information. For example, Nissenbaum (2004) proposed a privacy taxonomy based on 
the contextual integrity (CI) theory, which considers human factors, including their 
norms and attitudes, as part of privacy risk arising in public surveillance. Henrik-
sen-Bulmer et al. (2019)proposed a taxonomy using the same theoretical lens, IC, to 
address privacy risks in open data publishing. The privacy taxonomy developed by 
Solove (2006) aimed to improve the understanding of information privacy in the legal 
system. This taxonomy classified privacy risk into four elements: collection, process-
ing, dissemination, and invasion (Solove, 2006). Avancha et al. (2012) developed a pri-
vacy taxonomy that classified privacy threats into identity threats, access threats, and 
disclosure threats in the health system. The framework designed by Deng et al. (2011) 
provides a comprehensive analysis of privacy threats to help analysts cover key issues 
in designing software. In the smart airport, unauthorised access, information leakage, 
and second use were discussed as privacy threats that affect passenger information 
(Choudhury & Rabbani, 2019; Khi, 2020; Tedeschi & Sciancalepore, 2019; Zhang, 
2019). The review conducted by Ismagilova et al. (2020) focused on security, privacy, 
and risk in smart cities and how they impact the operational process of smart cities. In 
addition, a systematic literature review is conducted to identify privacy risks and cur-
rent solutions relevant to passengers’ information (Alabsi & Gill, 2021). In this work, 
the privacy risks were classified based on the CFIP theory into four types: collection, 
error, unauthorised use, and improper access.

This review of the literature shows that despite attempts to analyse privacy 
risks, they only focused on addressing threats without considering vulnerabili-
ties as an essential factor in privacy risk analysis. Furthermore, there is a lack 
of addressing privacy risks relevant to personal information in other smart city 
themes, such as smart airport.

Privacy Regulations

The General Data Protection Regulation (GDPR) is a significant regulation that 
regulates information privacy. The EU adopted the GDPR in 2018 and incorpo-
rated principles for personal information processing (Wolford, 2020). The GDPR 
explains principles that help in protecting individual privacy (EUGDPR, 2018). 
Consent, breach announcement, and privacy by design are examples of GDPR 
principles (EUGDPR, 2018).

In the USA, the Fair Information Practices (FIPs) regulation was developed 
in 1973 to discuss the importance of protecting individual privacy, and it was 
adopted by the U.S. Privacy Act (Gellman, 2017; Li & Palanisamy, 2018). 
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Following that time, different sectors in the USA, such as the health and business 
sectors, developed their privacy regulations called the Health Insurance Portabil-
ity and Accountability Act (HIPAA) (Silva et al., 2021).

In Australia, the Privacy Act 1988 (Act) developed the Australian Privacy Prin-
ciples (APPs) to protect and guide the use of personal information (Office of the 
Australian Information Commissioner n.d.). The APPs consist of principles govern-
ing the collection, handling, accessing of personal information, and ensuring the 
accuracy and integrity of personal information (Office of the Australian Information 
Commissioner n.d.).

Based on the above review, it is clear that countries share a common objective in 
protecting the privacy of personal information and governing how to use it despite 
their differing regulations.

Privacy‑Enhancing Technologies

The interest in privacy protection has been increasing since the 1990s. Thus, there 
has been a continuous flux of efforts to develop and use Privacy-Enhancing Tech-
nologies (PETs) (Hiller & Blanke, 2016). PETs are well-designed (ICT) systems 
for securing and protecting the privacy of information through the reduction, dele-
tion, or avoidance of improper and unnecessary processing of personal data with-
out decreasing the value of the individual information (Chun, 2015). The goal of 
using PET in smart cities is to enable the personal and sensitive information embed-
ded in the collected data to be hidden and not be discovered by any third party or 
service provider (Curzon et  al., 2019). Recently, many PETs have been proposed 
to protect the privacy of information. For example, Van Blarkom et  al. (2003) 
described PETs techniques such as encryption, anonymisation, pseud-identity, bio-
metric, identification, authorisation, and authentication. Heurix et  al. (2015) pro-
vided PETs taxonomy that covered privacy aspects such as user privacy and data 
privacy across domains not covered in security classifications. Curzon et al. (2019) 
provided a detailed review of privacy-enhancing technologies, commonly classified 
as anonymisation (such as masking and disruption of sensitive data) and security 
techniques (such as hashing and cryptographic techniques), as the broad types of 
techniques used mostly for personal information privacy protection. The PETs clas-
sification proposed by Kang et al. (2007) includes three types based on the privacy 
information life-cycle, including operation technology, common-based technology, 
and administrative technologies.

It is clear from previous and related research that the study of privacy-enhancing 
technology has been actively addressed, reflecting its importance in protecting the 
privacy of personal information.

In summary, protecting the privacy of personal information in smart cities is criti-
cal for its effective adoption by citizens or users. Studies have attempted to cover 
this topic by investigating many solutions and approaches. However, lack of system-
atic reviews effectively address and assess privacy risks, including threats, vulner-
abilities, impacts, and exciting controls relevant to sharing personal information in 
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smart cities, considering who and what is involved and interacted during the sharing 
activity. This study aims to address this critical need by employing the well-known 
SLR approach detailed in the following section.

Research Method

This section presents the SLR method applied to conduct this systematic literature 
review (Kitchenham & Charters, 2007). This section includes the following SLR 
stages: (A) study inclusion and exclusion criteria, (B) data sources and search strate-
gies, (C) study selection process, and (D) quality assessment.

Study Inclusion and Exclusion Criteria

In this study, a set of inclusion and exclusion criteria based on the research questions 
was used to select the relevant studies from well-known academic and industrial 
sources. It is important to note here that industry sources have been used to com-
plement the academic sources. Academic studies must be peer-reviewed, including 
journal articles, conference papers, and book chapters. The studies must satisfy the 
following criteria: written in  the English language, published between 2017 and 
2021, include the specified search terms (see Table 1), and provide information to 
address the research questions listed in “Introduction” section. Studies that did not 
meet the inclusion criteria were excluded. This ensures that recent literature relevant 
to the scope of this study has been adequately covered.

Data Source and Search Strategy

The following well-known electronic databases were used to answer the identified 
research questions: IEEE Xplore (www. ieexp lore. ieee. org/ Xplore/), ScienceDi-
rect (www. scien cedir ect. com), ProQuest(www. proqu est. com), Willy (onlinelibrary.
wiley.com/), Gartner (www. gartn er. com/).

The selected databases collectively cover a wide range of disciplines relevant to 
the topic at hand. Furthermore, this SLR includes academic and industrial studies, 
which distinguishes it from traditional SLR. However, the industrial sources were 

Table 1  Search categories and keywords

Search categories Search keywords

“Privacy-preserving” Privacy threats, vulnerability, information privacy, personal privacy, privacy 
requirements, privacy goals, privacy properties, privacy controls, privacy 
Enhancing technology, non-technical control, privacy risk management, and 
privacy risk assessment

“Information sharing” Information exchange, information transfer, information transmission, infor-
mation flow

“Smart city” Smart city, smart ecosystems, industry 4, digital cities, digital ecosystem

http://www.ieexplore.ieee.org/Xplore/
http://www.sciencedirect.com
http://www.proquest.com
http://www.gartner.com/
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analysed separately to avoid mixing the non-peer-reviewed studies with academic 
sources. In the initial research stage, we used the selected search categories and 
terms presented in Table  1 to find the relevant studies that address the identified 
research questions. Each search term in the “privacy-preserving” category was com-
bined with each term under the “information sharing” and “smart cities” categories 
with the operator “AND”. Furthermore, the operator “OR” is used to combine simi-
lar terms in each category to ensure maximum coverage.

Study Selection Process

The study selection process assesses the inclusion and exclusion criteria through the 
following stages. In stage 1, all identified search terms and keywords (see Table 1) 
were searched in the selected databases (as explained earlier), and studies not rel-
evant to inclusion and exclusion criteria were excluded. This stage resulted in 1089 
industrial and academic studies. In stage 2, a set of 372 industrial and academic 
studies were selected after the titles and keywords assessment. In stage 3, further 
assessments were conducted for the abstract and conclusion, and 127 from both aca-
demic and industrial sources were included. A full-text assessment was applied in 
the final stage to obtain the final set of 83 studies. Further, the quality assessment 
has been performed on the final selected studies based on pre-identified assessment 
criteria (Table 3) (Kitchenham & Charters, 2007). The relevant studies from each 
stage were stored and managed using EndNote and then exported to Excel sheets 
to recode inclusion/exclusion decisions. A flowchart of the study selection pro-
cess, including stages and the number of included studies in each stage, is shown 
in Fig. 1. Table 2 also presents the number of selected studies from each selected 
database in each stage.

Fig. 1  Selection process stages and number of included studies
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Quality Assessment

The quality assessment was performed based on the checklist made by Kitchenham 
and Charters (2007) to ensure the quality of this SLR. The quality assessment crite-
ria items are presented in Table 3.

The questions of quality criteria were applied to identify the study’s context, aim, 
and credibility. The selected studies were scored between 1 and 5 based on criteria 
items. The total score of the study reflects its quality. Each criterion got a score of 
“1” or “0”. The selected studies from academic sources scored 1 in the research 
column. Four selected studies scored “0” in the aim column due to a lack of clarity 
about the study’s aim, while a set of 3 selected studies scored “0” in the column of 
context because they did not include clear research context details. The majority of 
studies scored “1” in the finding column. A set of 12 selected studies scored “0” in 
the future column because of the lack of clarity about the future research directions. 
To sum up, as indicated in the last column of Table 4, the quality of selected studies 
is considered acceptable if the score is 3 or more out of 5 (60% or above).

Data Extraction and Synthesis

We systematically analysed and synthesised the selected studies using the Adap-
tive Enterprise Architecture (AEA) and Concerns for Information Privacy frame-
work (CFIP) as a theoretical lens, besides the NIST 800–30 framework as a practical 
lens. We used the CFIP because it helps extract the privacy risk elements (threats 
and vulnerability) of sharing personal information, which was configured into a 

Table 2  Number of selected 
studies in each stage

Database Stage 1 Stage 2 Stage 3 Stage 4

Willy 89 40 7 4
IEEE 93 39 20 23
ScienceDirect 415 114 50 31
ProQuest 456 194 30 13
Gartner 45 30 12 12
Total 1089 372 119 83

Table 3  Quality assessment 
criteria

Quality criteria

1. Does the study’s context adequately address the related research?
2. Does the study clearly state its aim?
3. Is the study method appropriate for the study’s aims?
4. Are the provided findings relevant to the study?
5. Does the study mention the future direction?
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Table 4  Selected studies based 
on quality assessment

Study Research Aim Context Finding Future Total

S1 1 1 1 1 1 5
S2 1 1 1 1 1 5
S3 1 1 1 0 0 3
S4 1 1 1 0 1 4
S5 1 1 1 1 1 5
S6 1 1 1 1 1 5
S6 1 1 1 1 1 5
S7 1 1 1 1 1 5
S8 1 1 1 0 0 3
S9 1 1 1 1 1 5
S10 1 1 1 1 1 5
S11 1 1 1 1 1 5
S12 1 1 1 1 1 5
S13 1 1 1 1 1 5
S14 1 1 1 1 1 5
S15 1 1 1 1 1 5
S16 1 1 1 1 1 5
S17 1 1 1 1 1 5
S18 1 1 1 1 1 5
S19 1 1 1 1 1 5
S20 1 1 1 1 1 5
S21 1 1 1 1 1 5
S22 1 1 1 1 1 5
S23 1 1 1 1 1 5
S24 1 1 1 1 1 5
S25 1 1 1 1 1 5
S26 1 1 1 1 1 5
S26 1 1 1 1 1 5
S27 1 0 1 0 1 4
S28 1 1 1 1 1 5
S29 1 1 1 0 0 3
S30 1 1 1 1 1 5
S31 1 1 1 1 1 5
S32 1 1 1 1 1 5
S33 1 1 1 0 0 3
S34 1 1 1 1 1 5
S35 1 1 1 1 1 5
S36 1 1 1 1 1 5
S37 1 1 1 1 1 5
S38 1 1 1 1 1 5
S39 1 1 1 1 1 5
S40 1 1 1 1 1 5
S41 1 0 1 0 1 3
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Table 4  (continued) Study Research Aim Context Finding Future Total

S42 1 1 1 1 1 5
S43 1 1 1 1 1 5
S44 1 1 1 1 1 5
S45 1 1 1 1 1 5
S46 1 1 1 1 1 5
S46 1 1 1 1 1 5
S47 1 1 1 1 1 5
S48 1 1 1 1 1 5
S49 1 1 1 1 1 5
S50 1 1 1 1 1 5
S51 1 0 1 1 1 4
S52 1 1 1 1 1 5
S53 1 1 1 1 1 5
S54 1 1 1 1 1 5
S55 1 1 1 1 1 5
S56 1 1 1 1 1 5
S56 1 1 1 1 1 5
S57 1 1 1 1 1 5
S58 1 1 1 1 1 5
S59 1 1 1 1 1 5
S60 1 1 1 1 1 5
S61 1 1 1 1 0 4
S62 1 1 1 1 1 5
S63 1 1 1 1 1 5
S64 1 1 1 1 1 5
S65 1 1 1 1 1 5
S66 1 1 1 1 1 5
S66 1 1 1 1 1 5
S67 1 1 1 1 1 5
S68 1 1 1 1 1 5
S69 1 1 1 1 1 5
S70 1 1 1 1 1 5
S71 1 0 1 1 1 4
N1 0 1 1 1 1 4
N2 0 1 1 1 1 4
N3 0 1 1 1 0 3
N4 0 1 0 1 0 3
N5 0 1 1 1 1 4
N6 0 1 1 1 0 3
N7 0 1 1 1 0 3
N8 0 1 1 1 1 4
N9 0 1 0 1 1 3
N10 0 1 1 1 0 3
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proposed privacy risk taxonomy (Fig. 2). Our proposed taxonomy consists of four 
categories based on CFIP: collection, error, unauthorised use, and improper access. 
CFIP seems to be an appropriate lens (Smith et al., 1996) to assess and analyse indi-
vidual concerns regarding the privacy of organisational information practices. It is 
a multidimensional framework used as one of the most reliable tools for address-
ing individual information privacy concerns in many areas, such as e-commerce 
(Van Slyke et  al., 2006). The extracted privacy risks under CFIP dimensions are 
mapped with the AEA framework’s human, technology, facility, and environmental 
layers (Fig. 3). We also used Adaptive EA because it provides systematic layers to 
extract and map elements involved and interact while sharing personal information, 
besides relevant regulation as a governmental element that influences this activity. It 
is important to note here that sharing activity is considered the main element under 
the interaction layer. Adaptive EA (Gill, 2015) is a framework that guides the inter-
action in the digital ecosystems among five main layers: human, technology, facil-
ity, environment, and security. Further, we used NIST SP 800–30, the well-known 
standard, as a practical lens to identify and extract essential elements to assess pri-
vacy risks (Stoneburner et al. 2002). NIST was used to complement the theoretical 
lenses used in this study.

Table 4  (continued) Study Research Aim Context Finding Future Total

N11 0 1 1 1 0 3
N12 0 1 0 1 1 3

Fig. 2  Proposed privacy risk taxonomy based on CFIP framework
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This was done to ensure that important points from practice were not over-
looked. Thus, this study provides rich information incorporating both theoretical 
and practical perspectives. These elements include privacy threats, vulnerabili-
ties, requirements, and privacy controls  (see Fig.  4). The identified privacy con-
trols include technical and non-technical controls (Fig. 4). The NIST 800–30 is used 
to carry out risk assessments according to the NIST guidelines (Peacock, 2021). The 
dimensions of CIFP cover different types of privacy risk components (threats and 
vulnerabilities) related to sharing personal information. Further, NIST 800–30 also 

Fig. 3  Mapping CFIP with Adaptive EA

Fig. 4  Assessing information privacy risk based on NIST 800–30
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offers a structured process that is used to assess privacy risks. Thus, we use CFIP 
and NIST 800–30 to report the results of this study, which are presented in the fol-
lowing section.

Results

To answer the indicated research questions, we analysed the final selected papers 
in Table 14 in the Appendix. We reviewed and analysed the selected studies using 
CFIP and NIST 800–30 frameworks to address the research questions to identify 
privacy risks (privacy threats, vulnerability), privacy risk impacts, and existing pri-
vacy controls. It is worth mentioning that the majority of the papers (86%) were 
taken from academic sources, whereas only 14% of selected studies were found rel-
evant from the well-known industry Gartner data.

It is widely accepted that information risk is composed of threats and relevant 
vulnerabilities that may impact information assets (Norta et al., 2019). In this con-
text, privacy controls are placed to mitigate the risk.

Privacy Risks

To answer RQ1, we use the CFIP and Adaptive EA as theoretical lenses. Firstly, we 
identify and categorise the privacy risk components, including privacy threats and 
vulnerabilities, related to the privacy risk of sharing personal information in smart 
cities by adopting the CFIP framework dimensions: collection, error, unauthorised 
use, and improper access (Smith et al., 1996). Then, we mapped the identified risks 
with the layers of Adaptive EA to present the elements involved and interacted in 
sharing personal information associated with the identified risks and relevant regu-
lation as a governmental element that influences this sharing activity. Adaptive EA 
consists of the following layers: human, technology, facility, and environmental 
(Gill, 2015).

Privacy Threats

NIST defines threats as undesired and potential harm to the organisational assets 
such as information, operation and service, or individuals (National Institute of 
Standards and Technology 2013). We reviewed the selected studies to identify pri-
vacy threats that affect the sharing of personal information in smart cities in general 
and several smart city sectors such as smart healthcare, smart grid, smart govern-
ments, smart business/organisation, and smart transportation. Based on the CFIP 
framework, we identified seven types of privacy threats: collection, unauthorised 
use, improper access, and error from 41% of selected studies. Table 5 presents the 
identified threats, categories, and selected studies.

As shown in Table 5, the majority of selected studies (31%) discussed privacy 
threats under the unauthorised use category. This category includes the following 
threats: secondary use (T2), information modification (T3), information leakage 
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(T4), and identity theft (T5). Seventeen percent of the reviewed studies highlighted 
unauthorised access (T1) as a privacy threat under the improper access category. 
The remaining studies discussed policy and regulation non-compliance privacy 
threat (T7) under the collection category (6%), with a few studies (2%) focused on 
information misuse (T6) privacy threats under the error category (3).

As shown in Table 5, the privacy threats related to patient information sharing in 
smart health have been widely discussed in the reviewed studies (N3, S4, S5, S6, S7, 
S8, S12, S17, S3, S27). For example, unauthorised access (T1), information misuse 
(T6), and modification (T3) threats have been identified as the most common threats 
that affect the privacy of patient information (Iwaya et al., 2019). Patient biometric 
data are collected and shared with many parties in the smart health sector, which 
leads to secondary use (T2) and ID theft (T5) threats (Romanou, 2018). Regulators 
and ethics committees are relevant to the health sector classified information leakage 
(T4) as a privacy threat that affects the collection, use, and sharing of personal infor-
mation in smart health (Thapa & Camtepe, 2020).

As for smart grid, reviewed studies (S9, S16, S18, S19) highlighted that threats 
included information modification (T3), information leaking (T4), and unauthorised 
access (T1) are the most common threats that impact consumers’ privacy informa-
tion shared with different parties. On the other hand, unauthorised access (T1), sec-
ondary use (T2), and information leakage (T4) are discussed in the reviewed studies 
(S11, S20, S21, S13, S10, S22, N2, N5) as privacy threats that affect personal infor-
mation sharing in smart cities.

As shown in Table 5, 6% of reviewed studies identified non-compliance with pri-
vacy policies and regulations (T7) as a privacy threat. Several countries and organi-
sations have taken considerable steps toward data privacy policies and regulations 
in order to protect personal information. According to Wall et  al. (2015), privacy 
compliance refers to an organisation’s adherence to regulatory privacy require-
ments to protect personal information. Studies have discussed the increasing infor-
mation privacy issues in organisations due to non-compliance with privacy policies 

Table 5  Identified privacy threats from selected studies

Category Identified threat Study Percentage

Improper access Unauthorised access (T1) S4, S5, S6, S7, S8, N3, S38, S9, S10
S11, N2, N5, S23

16%

Unauthorised use Secondary use (T2) S12, S5, N3
S11, S13, S1

31%

Modification (T3) S14, S4, S15, S16, S11, S23
Information leakage (T4) S12, S4, S7, S17, S3, S27, S38, N3, S58

S18, S19, S20, S21, S22, S56, S49, N2, S23
ID theft (T5) S12, S5

S20, N11, S23
Error Misuse (T6) S4, S11 2%
Collection Policy and consent non-

compliance (T7)
N3, S24
S26
S25

6%
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and regulations in different sectors, including smart cities. For example, healthcare 
industries handle patients’ information in the USA without explicit patient consent, 
which is at odds with granular consent under the Health Insurance Portability and 
Accountability Act (HIPAA) (Runyon, 2020).

Vulnerability

According to NIST (National Institute of Standards and Technology 2013), vulner-
ability is the weakness of an asset (e.g. information and system) plausibly exploited 
by threats. This section reviewed the selected studies based on this definition to 
extract the perceived vulnerabilities that identified threats might exploit.

As shown in Table 6, we identified three types of vulnerabilities relevant to the 
identified threats. Based on our review, 5% of selected studies mentioned that lack 
and un-transparent policies lead to several privacy threats (Chua et al., 2017; Hou 
et al., 2018; Taplin, 2021). Examples of these policies include consent, ethics, and 
privacy policies. Furthermore, the lack of privacy regulation related to handling and 
sharing personal information, including biometric data, could make this informa-
tion vulnerable to several privacy threats (S30) (Khi, 2020). Insecure/unprotected 
storage systems and insecure/unprotected sharing mechanisms were identified as 
vulnerabilities in 3% of selected studies. Insecure storage refers to storing sensitive 
data without appropriately controlling access. Sharing information in unsecured 
or unprotected environments leads to privacy risks in smart cities (Agrawal et al., 
2021; Romanou, 2018).

Mapping CFIP Dimensions with Adaptive EA Layers

Our review focused on the threats that affect personal information shared in smart 
cities in general and different smart city sectors such as smart health, smart grid, 
smart government, and smart business/organisation. Furthermore, we considered 
who and what are involved and interacted in the sharing activity, besides relevant 
regulation as a governmental element that influences this activity (based on Adap-
tive EA). Tables 7, 8, 9, 10, and 11 present the elements relevant to Adaptive EA 
layers: human, technology, facility, and environment, in smart cities. Figures 5, 6, 7, 
and 8 represent the map of CFIP dimensions with Adaptive EA layers.

As illustrated in Fig. 5, in the smart health context, elements under human layers 
are identified from 11% of selected studies that discussed the unauthorised use pri-
vacy risk associated with sharing patients’ information in smart health. In contrast, 

Table 6  Identified vulnerabilities

Identified vulnerability Study Percentage

V1 Lack or un-transparent policies and regulation S23, S24, S25, S30 5%
V2 Unprotected/ insecure storage systems S12, S32 2%
V3 Insecure /unprotected sharing mechanism S12, S32, S3 4%
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Table 7  Elements under AEA layers in smart health

Adaptive EA layers Elements Studies Percentage

Human Actors S4, S5, S6, S7, S8, S38, S14, 
S17, S27, S58, S23

13%

Technology Infrastructure and data 
storage

S5, S6, S7, S8, S38, S14, S17, 
S27, S23

11%

Facility Building S4, S8, S14, S27, S23 6%
Environmental Legal N3, S12, S15, S24, S1 6%

Table 8  Elements under AEA layers in smart grid

Adaptive EA layers Elements Studies Percentage

Human Actors S9, s16, s19 4%
Technology Infrastructure, data storage, 

application
S9, s16, s18, s19, S23 6%

Facility Building, utility S9, s16, s18, s19, S23 6%

Table 9  Elements under AEA layers in smart city

Adaptive EA layers Elements Studies Percentage

Human Actors S11, S13, S20, S56 5%
Technology Infrastructure, data storage, 

smart application
S11, S13, S20, S21, S56 6%

Facility Building S13 1%

Table 10  Elements under AEA layers in smart business/organisation

Adaptive EA layers Elements Studies Percentage

Human Actors N11, N2, S22 4%
Technology Infrastructure and data storage N11, N2, S22, S26 5%
Facility Building N2, N5, S22, N11, S26, S25 7%
Governmental Legal and policies N4, N5, N11, S25 5%

Table 11  Elements under AEA layers in smart government and smart transportation

Context AEA layers Elements Studies Percentage

Smart government Human Actors S10, S23 2%
Technology Application, data storage S10, S23
Facility Building S10, S23

Smart transportation Human Actors S49 1%
Technology infrastructure S49
Facility Vehicle S49
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Fig. 5  Mapping CFIP dimensions with AEA layers in smart health

Fig. 6  Mapping CFIP dimensions with AEA layers in the smart grid

Fig. 7  Mapping CFIP dimensions with AEA layers in smart city
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with improper access and error risks, the studies’ percentages dropped to 7% and 
1%. On the other hand, elements under technology layers are discussed in 6% of 
selected studies that investigated improper access and unauthorised use privacy 
risks, with 0% of studies in error and collection risks. However, the environmen-
tal layer is considered in selected studies (4%) when addressing privacy risks cat-
egorised under unauthorised use more than in improper access (1%) and collection 
dimensions (2%). We identified patients, service providers, and doctors as the main 
actors under human layers from 13% of selected studies. At the same time, infra-
structure such as IoT and data storage, such as centralised databases, are identified 
under technology layers in 11% of selected studies. Facility layers are discussed in 
6% of selected studies. The facility layer presents different smart health buildings, 
such as hospitals, medical centres, laboratories, and clinics. Privacy regulations are 
mainly discussed under the environmental layer in 6% of selected studies, which can 
be used to define or inform a separate layer of privacy. This seems to suggest the 
extension of the Adaptive EA framework through the introduction of the privacy 
layer. Table 7 presents elements under each layer of Adaptive AE in smart health 
context.

In the smart grid, Fig. 6 shows that more selected studies mentioned human, tech-
nology, and facility layers when addressing improper access and unauthorised use 
privacy risks associated with sharing users’ information, while no studies discussed 
theses layers with error and collection privacy risks.

In Table  8, 4% of selected studies identified different actors under the human 
layer in the smart grid context, including users and customer service providers. 
Based on our review, 6% of selected studies discuss the usage of the cloud as the 
main data storage in the smart grid, while IoT applications and smart metres are the 
main infrastructures discussed in the smart grid system. Elements under facilities 
layers are found in 6% of selected studies that discuss privacy risks associated with 
sharing personal information in the smart grid. Examples of facility layer elements 
are control centres, power sources, and home gateways.

As presented in Fig. 7, almost a few percent of studies only mentioned human and 
technology layers with improper access risk compared with studies that addressed 

Fig. 8  Mapping CFIP dimensions with AEA layers in smart business/organisation
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unauthorised use privacy risks associated with sharing users’ information in the 
smart city context.

Based on Table  9, from 5% of selected studies, we identified two main actors 
under human layers who are involved in sharing personal information in smart cit-
ies. The main actors include individuals, such as citizens and users, and organisa-
tions, including service providers and data holders. Moreover, IoT devices, Cloud 
systems, and smart city applications are identified in 6% of selected studies as ele-
ments under technology layers used in sharing personal information in smart cities.

As illustrated in Fig. 8, most selected studies in the smart business/organisation 
context explain elements in human, technology, and facilities layers when addressing 
unauthorised privacy risks associated with sharing personal information, whereas 
this percentage decreased with improper access privacy risk. On the other hand, the 
environmental layer is mentioned in 2% of studies that addressed privacy risks under 
improper access and unauthorised risks, with 1% with collection privacy risks.

Based on Table 10, we identified several actors, such as employees, customers, 
and experts, under the human layer from 4% of selected studies. The facility layer 
includes buildings, such as organisations, public workplaces, and industry, discussed 
in 7%. On the other hand, technical layer elements, such as infrastructure and data 
storage, and environmental elements, such as privacy regulation, are discussed in 
5% of selected studies.

As shown in Table  11, human, technology, and facility layers have been men-
tioned in 2% of selected studies that discussed improper access and unauthorised use 
privacy risks in smart government, with 1% of studies addressing unauthorised use 
in the smart transportation context.

Privacy Risks Impacts

To answer RQ2, we reviewed the selected studies to identify and extract privacy 
requirements impacted by the identified privacy risks. The proper privacy require-
ments should be considered when personal information is shared in smart cities. 
Thus, we reviewed the selected studies to extract the privacy requirements that 
the identified threats might impact (Table 12 maps the requirements with relevant 
threats). As shown in Table 12, we identified eight classified requirements. The clas-
sifications include the CIA triad (confidentiality, integrity, availability) and IAAA 
(identification, authentication, authorization, accounting). In addition, we extracted 
the privacy requirements based on the classification proposed by Pfitzmann and 
Hansen (2010), which is very common in the privacy domain. The classification 
consists of anonymity and pseudonymity, unlinkability, undetectability, and unob-
servability. Table 12 includes a list of privacy requirements that need to be satisfied 
when sharing personal information in smart cities.

Concerning the CIA classification, 20% of selected studies discussed confiden-
tiality and integrity as essential requirements to achieve privacy (Table 12). In con-
trast, availability is discussed in 10% of selected studies to achieve security besides 
privacy. In smart health, Health Information Exchange (HIE) has been adopted to 
enable the electronic sharing of patient information between several parties (Mutanu 
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et al., 2022). Thus, confidentiality, integrity, and availability are essential to preserve 
patient information privacy and security (Yi et al., 2013). In addition, the CIA triad 
should be satisfied with a smart grid and smart transportation to protect privacy as 
the information is shared between relevant parties to provide various services to the 
users (Yang et al. 2014).

As for the IAAA classification, 13% of selected studies discussed authentication 
as a requirement for privacy (Table 12). However, authorization was discussed in 5% 
of selected studies, whereas identification was discussed in 2% of selected studies. 
In the smart grid, identification and authentication requirements need to be satisfied 
to secure access to the information or system component (Ferrag et al., 2018; Sad-
hukhan et al., 2021). In smart health, authentication, authorization, and identifica-
tion requirements should be satisfied when sharing patient information to ensure that 
privacy is not compromised (Shamshad et al., 2020; Wang et al., 2019).

We reviewed the selected studies to extract the requirements classified based on 
the terminology proposed by Pfitzmann and Hansen (2010). As shown in Table 12, 
12% of selected studies discussed anonymity as an essential requirement to ensure 
the privacy of information, whereas only 1% mentioned unlinkability requirements. 
These requirements are addressed in both smart health and smart transportation to 
achieve the privacy of personal information (Yang et  al., 2018, Chenthara et  al., 
2019).

Existing Privacy Control

To answer the RQ3, we reviewed the privacy-preserving schemes for sharing per-
sonal information in smart cities. We also extracted the existing privacy controls 
proposed to mitigate the identified risks from the selected studies (Table 13 maps 
the privacy controls with identified threats). Further, we classified the identified 
control under technical and non-technical, as shown in Table 13. Figure 9 represents 
the percentage of the identified privacy controls from the selected studies. Technical 
control methods include security-based solutions, such as encryption, access con-
trol, etc., whereas non-technical methods refer to policies, procedures and standards 
(National Institute of Standards and Technology, 2013).

Considering the technical solution, we identified ten technical controls catego-
rised into four groups: anonymisation, cryptographic techniques, access control 
techniques, blockchain, and machine learning (Table 13). In this study, the classifi-
cation of technical solutions is based on the classification of PETs proposed by Van 
Blarkom et al. (2003) and Curzon et al. (2019). In addition, we reviewed technical 
controls developed on blockchain and machine learning.

Data Anonymization

As sown in Table 13, 7% of reviewed studies discussed anonymization techniques 
as technical privacy controls. This includes K-anonymity, differential privacy, and 
pseudonym. Data anonymization is the method used to protect personal informa-
tion by preventing linking their identities (Curzon et al., 2019; Iyengar, 2002; Silva 
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et al., 2021). K-anonymity and differential privacy are the most common methods of 
anonymization technique (Iyengar, 2002). As for smart health, the reviewed study 
(S12) discussed the popularity of using anonymity to preserve the privacy of trans-
mitted personal information between parties. On the other hand, the pseudonym is 
discussed in (S49) as an anonymous technique that is proposed to preserve the pri-
vacy of sharing information in smart transportation.

Cryptographic Technique

Table 13 includes cryptographic techniques used in privacy-preserving schemes for 
sharing personal information in smart cities. The techniques were extracted from 
8% of selected studies. Cryptographic technology entails ways of totally hiding 
data equivalent to the intensity of the cryptographic key and algorithm employed. 
Encrypting transmitted or stored personal information in smart cities is a broadly 
used technology that protects from leakage and achieves privacy requirements 
(Curzon et  al., 2019; Gaire et  al., 2019). For example, attribute-based encryption 
(ABE) is proposed to preserve patient information sharing in smart health (S7, S57). 
Cryptographic technique for processing biometric data is presented in (S12); in 
this method, the digital key is securely linked by a biometric sample that is used to 
encrypt and decrypt the key. Elliptic curve cryptography to secure and authenticate 
the communication between the consumer and the service provider in the smart grid 
is discussed in (S36, S28).

Access Control Mechanism

Access control is defined as security methods to control the access and use of infor-
mation by applying access policies (Sandhu & Samarati, 1994). In Table  13, 6% 
of reviewed studies discussed privacy-preserving schemes developed based on the 
access control mechanism. For example, schemes presented in selected studies pro-
posed several access control mechanisms, such as fine-grained access control and 
multi-layer access control (MLAC), to preserve the privacy of patient information 
shared between different parties in a cloud-based environment.

Fig. 9  Existing privacy control
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Machine Learning

Table  13 shows that privacy-preserving schemes for sharing information in smart 
cities using machine learning techniques are discussed in 2% of selected studies. A 
self-organising map (SOM) is a machine learning technique used to share informa-
tion about electricity usage between parties in the smart grid (S65). The machine 
learning technique, federated learning, is used to share and analyse medical cases in 
smart health without compromising patient privacy (S58).

Blockchain

As shown in Table 13, 42% of selected studies proposed privacy-preserving schemes 
for sharing information using Blockchain technology. Blockchain is a decentralized 
cryptographic scheme employed to privatise and safeguard transactions in the con-
fines of a network (Curzon et al., 2019). It has been noticed that the privacy-preserv-
ing schemes in selected studies integrated blockchain with other PETs to share per-
sonal information without compromising their privacy. For example, access control 
mechanisms and blockchain are proposed in studies (S4, S6, S20, S41, S48, S50, S6, 
S8, S26, S27, S33, S34) mainly for two purposes. The first one is to allow individu-
als to monitor and regulate their information sharing between parties in smart cities. 
The second purpose is to authenticate the identity while sharing and accessing the 
information in smart cities. The selected studies (S9, S39, S14, S63, S21, S45, S31) 
proposed privacy-preserving schemes that use several cryptographic techniques, 
including signature, identity-based proxy, proxy re-encryption, zero-knowledge, 
and attribute-based encryption, with blockchain to protect the privacy of individual 
information in smart grid and smart health.

Non‑technical Control

Among the selected studies, a total of 35% discussed non-technical privacy control 
to mitigate the identified threats (Table 13). For example, the importance of privacy 
by design (PbD) as a principle of GDPR is discussed in an attempt to protect the 
privacy of personal information in smart health and biometric applications (S12). 
Several policy-based schemes are discussed to capture the imposed requirements 
and restrictions that enhance the privacy of shared information in smart cities (S5, 
S66). On the other hand, privacy management is discussed in the selected stud-
ies as a type of non-technical privacy controls (S42, S13, S68, S67). As shown in 
Table 13, the non-technical privacy controls are discussed widely in the industrial 
reports (N1, N6, N7, N8, N9, N10, N11, N12, N4). Organisations need to reduce 
information disclosure as it leads to privacy and financial risks (Brian Lowans & 
Meunier, 2019). Effective privacy management programs should address privacy 
risk prevention and incorporate privacy-by-design principles into all business activi-
ties (Bart Willemsen, 2017). In this context, many risk management approaches, 
such as integrated risk management (IRM), data security governance (DSG) frame-
work, privacy impact assessment(PIA), and continuous adaptive risk and trust 
assessment (CARTA), are discussed to help businesses dealing with risks and their 
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consequences and also to ensure the sustainability of the protection of any project 
(N6, N7, N1, N11). Furthermore, the importance of designing a privacy-aware risk 
programme to define and assess the risk of using blockchain technology for sharing 
personal information is discussed in industry publications (N8, N9).

Discussion

This research provided a consolidated view of the selected studies from academic 
and industrial sources and reported on the privacy risks, impacts, and controls 
related to personal information sharing in smart cities. This was done to thoroughly 
identify the privacy risks that affect the sharing of personal information in smart 
cities. Since sharing personal information in smart cities results from the interaction 
among different elements, this study also aims to identify these elements, including 
actors, technologies, facilities, and privacy laws, that are involved in sharing activ-
ity. Identifying privacy risks, including threats and vulnerabilities, the risk impacts, 
and existing controls, taking into account the elements involved in sharing activity, 
will assist organisations in determining the appropriate controls to mitigate the risks 
when sharing personal information in smart cities. This section describes the impli-
cations based on our review and analysis of selected studies. It also includes the 
limitations of this work.

Implications

Privacy Risk

Many studies have proposed threat taxonomies that organise threats into different 
categories (Deng et al., 2011; Xiong & Lagerström, 2019). However, to the best of 
our knowledge, there is a lack of systematic and theoretical understanding, which 
is filled by this study using the CFIP as a theoretical lens. This study proposed a 
taxonomy of privacy risks of sharing personal information in smart cities, including 
threats and vulnerabilities, based on the CFIP theoretical lens. Based on Table 5, our 
findings show that the selected studies do not properly investigate policies and con-
sent non-compliance, misuse, and ID theft as serious threats that widely affect the 
privacy of sharing personal information in smart cities. Furthermore, we found that 
selected studies did not clearly distinguish between threats’ events and their sources, 
making it hard to identify the relevant privacy threats to the scope of this study. 
Thus, there is still a great deal of work to be done in this area in both academic and 
industrial research.

On the other hand, based on Table 5, we found that most selected studies dis-
cussed privacy threats associated with sharing personal information in smart cit-
ies in general and in the smart health system. In contrast, studies that discussed the 
same topic under the smart grid, smart government, smart business, and smart trans-
portation systems were limited. One immediate impact of this finding on the digital 
economy is the reinforcement of the importance of investing in robust technological 



1 3

Journal of the Knowledge Economy 

solutions and infrastructures, as well as developing risk management frameworks to 
mitigate the privacy and security risks associated with personal information in smart 
cities (Ahmed, 2021, Jnr et al., 2023, Jin, 2024).

The digital economy is the deep integration of digital technology and production 
factors in smart cities to manage the transformation cost, improve cities’ capabilities 
and implement innovative solutions (Sotirelis et al., 2022; Vinod Kumar & Dahiya, 
2017; Wang et al., 2021; Zhiyong et al., 2024).

The emphasis on privacy risks of sharing personal information in smart cities 
highlights the need for innovative solutions that simultaneously advance their capa-
bilities while rigorously safeguarding individual privacy. This could increase invest-
ment in implementing privacy controls to protect individual information handled 
within smart city sectors (Jin, 2024).

As smart city sectors heavily rely on sharing individual information by integrat-
ing smart technologies, there is a pressing need to address privacy risks associated 
with personnel. This could spur investment in privacy-enhancing technologies, 
regulatory frameworks, and public awareness campaigns tailored to these specific 
domains. This draws our attention to the need for more studies in order to cover this 
gap.

On the other hand, selected studies from industry sources discussed the identified 
privacy threats relevant to personal information without mentioning their relation-
ship with smart cities or any other smart system.

On the other hand, it is well-accepted that any risk analysis should be done based 
on identified threats and relevant vulnerabilities (Stoneburner et  al. 2002, Norta 
et al., 2019). The identification of vulnerabilities is an essential factor that plays a 
role in identifying privacy risks. Based on Table 6, we found that selected studies 
do not investigate vulnerabilities as a significant factor in addressing privacy risks 
relevant to sharing personal information in smart cities. As a result, the knowledge 
about the identified privacy risks was limited. Thus, there is a need to understand the 
threats and vulnerabilities to identify and mitigate privacy risks.

Based on our review, very limited studies currently explain who and what ele-
ments are involved when addressing privacy risks associated with sharing personal 
information in smart cities. Furthermore, to the best of our knowledge, no previ-
ous studies have demonstrated the interaction among the elements involved when 
addressing the topic mentioned above. To overcome the shortcomings of previous 
studies outlined above, we adopted Adaptive EA as a theoretical lens to map the 
identified privacy risks relevant to sharing personal information in smart cities, with 
elements involved and interacting in sharing activity. This study mapped the identi-
fied privacy risks based on CFIP dimensions, including improper access, unauthor-
ised use, error, and collection, with Adaptive EA layers that include human, technol-
ogy, facility, and environmental. Based on Figs. 5, 6, 7, and 8, we found that out of 
all the studies that addressed privacy risks associated with sharing personal infor-
mation, most studies discussed human and technical layers, followed by the facil-
ity layer in all smart city sectors. However, few studies discussed the environmen-
tal layer, including privacy regulation and policies, only when addressing improper 
access and unauthorised use of privacy risks relevant to sharing personal informa-
tion in smart health and smart business/organisation contexts.
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Furthermore, according to Tables 7, 8, 9, 10, and 11, we found that most stud-
ies that defined elements under human and technology layers are relevant to smart 
health, with few studies in other smart city sectors. Additionally, although applying 
policies and regulations is vital to mitigate privacy risks associated with personal 
information in any smart city, we noticed that these elements, mainly categorised 
under the environmental layer, have not been investigated enough in the selected 
studies. Based on the above, there is a need to cover these gaps in future work.

Impacts

Undoubtedly, defining privacy requirements helps to study the consequences of pri-
vacy risks relevant to personal information. Moreover, it helps to choose the proper 
treatment for the identified risks. In this regard, we reviewed the selected studies 
to identify the privacy requirements based on well-known classifications such as 
CIA, IAAA, and the privacy requirement terminology (Pfitzmann & Hansen, 2010). 
Based on Table 12, our findings reveal that current studies investigate CIA triad and 
identification, authorization, authentication, and anonymity requirements for privacy 
risk in smart cities. However, addressing the impact of privacy risk on account-
ing, undetectability, unobservability, and pseudonymity is still largely unclear. 
This draws our attention to the need for more studies defining those requirements 
when discussing the privacy risks of sharing personal information in smart cities. 
Another finding shows that most selected studies link the requirements with the pro-
posed technical controls. They test proposed solutions against those requirements to 
explain how they should satisfy them. However, there is a lack of studies that dis-
cuss the link between these requirements and privacy risks. For example, to the best 
of our knowledge, secondary use, ID theft, and policy and consent non-compliance 
threats are not linked with any one of the identified requirements; thus, more studies 
need to cover this gap to address the consequences and impacts of these risks.

Existing Control

We reviewed the selected studies to extract the existing privacy controls to preserve 
the privacy of sharing personal information in smart cities. We categorised privacy 
controls based on the well-known practical framework NIST 800–30 into techni-
cal and non-technical controls. Based on Table 13, our findings show that technical 
privacy controls, such as cryptography, anonymity, access control, blockchain, and 
machine learning, are frequently discussed in the selected studies. However, those 
controls are insufficient to preserve personal information privacy in smart cities 
because they are poorly developed due to technical and cost restrictions. Another 
finding shows that a set of 23 selected studies proposed technical solutions without 
implicitly explaining what kind of privacy threats could be mitigated by the pro-
posed solution. This means they proposed the solution to preserve privacy issues in 
smart cities. Thus, linking the technical solution with specific privacy threats needs 
more investigation in the literature. Table  13 also finds that blockchain is widely 
used in privacy-preserving schemes proposed in academic literature. This indicates 
the importance and effectiveness of using it to share personal information in smart 
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cities without compromising privacy when integrating it with different PETs. On the 
other hand, our findings show that risk management has fewer research activities in 
academic fields; thus, this area requires further investigation.

Finally, the current research investigates risks, impact, and existing controls 
in different areas of focus (e.g. information security/privacy), and   across vari-
ous domains (e.g. smart health, smart grid, smart airport, and smart organisations). 
However, based on the analysis results, these studies seem to lack a systematic and 
common understanding of information privacy risks in smart cities. To address this 
challenge, there is a need to develop an ontology-based privacy risk assessment 
framework for a systematic and common understanding of privacy risks associated 
with sharing personal information in smart cities. Thus, this study is the first step to 
systematically synthesis and conceptualise the knowledge dispersed across different 
papers. It will provide a knowledge base and foundation for developing the personal 
information privacy risk ontology. The ontology will help enhance understanding 
the complex concepts and their relationships. Furthermore, it will help establish a 
common understanding for assessing and mitigating privacy risks in an informed 
manner. The development and evaluation of such ontology are beyond this paper’s 
scope and subject to further research. However, this paper provided a strong founda-
tion for this much-needed ontology work.

Validity and Limitations

This work has some limitations like any other SLR. Given this study’s scope, we 
used well-known academic and industry databases to ensure sufficient coverage of 
the research topic. This provided a combination of academic and industrial studies 
explicitly emphasised in the analysis.

Given our emphasis on rigorously identifying and selecting relevant publications 
through systematic search strategies, the research methodology used in this study 
was suitable because it provided a multistage process. The process includes apply-
ing predefined inclusion and exclusion criteria and synthesising findings to derive 
meaningful insights to ensure that the process is unbiased.

One potential methodological limitation of the employed methodology in this 
study is the reliance on predefined databases, which may limit the comprehensive-
ness of the literature search. However, the identified databases encompass academic 
and industry sources, totalling six. This ensures that the selected databases cover a 
wide range of studies relevant to the topic at hand.

To ensure the validity and rigour of the adopted research methodology, we tested 
the search terms and keywords based on the identified research questions across 
the pre-selected databases. Furthermore, the process was reviewed to confirm the 
research’s quality and coverage prior to the documentation stage. In addition, the 
quality assessment criteria were used to avoid researcher bias and ensure the selected 
studies’ relevance and quality. Human error might lead to inconsistencies when con-
ducting such research. Thus, regular meetings between the senior researcher and this 
study’s author were held to minimise the possibility of human error and ensure the 
quality of the research process and results. This also includes reviewing and learning 
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from the SLRs published in different domains in quality academic outlets. Integrat-
ing the employed approach with an additional one to enhance the rigour and com-
prehensiveness of reviews is suggested as a future research direction.

Conclusion

The term “smart city” has become the focus of several countries striving to improve 
their population quality, enhance their economies, and ensure sustainability. To 
achieve their objectives, cities have adopted innovative technologies and applica-
tions and developed their ICT infrastructure to support smart city initiatives in many 
sectors. These sectors include health, government, transportation, business, and 
organisation. However, due to the strong relationship between ICT and smart cit-
ies, personal information is easily shared among relevant parties, leading to serious 
privacy risks that may affect individuals and organisations. These risks need to be 
addressed, as highlighted in this SLR. This study analysed and synthesised published 
research to identify and extract privacy risks, impacts, and existing controls related 
to sharing personal information in different sectors in smart cities. It also considers 
elements involved and interacting in the sharing activity based on the well-known 
CFIP framework and Adaptive EA as theoretical lenses and NIST 800–30 as a prac-
tical lens. Based on NIST 800–30, we identified seven privacy threats, three vulner-
abilities, and eight requirements that might be impacted by the identified threats, 
along with seven privacy controls classified into technical and non-technical types. 
Furthermore, we used CFIP as a theoretical lens to identify and categorise privacy 
threats and vulnerabilities relevant to the scope of this study. Based on CFIP, we 
categorised the identified privacy risks (threats and vulnerabilities) into four main 
groups: collection, unauthorised access, improper use, and errors.

Furthermore, we mapped the identified risks to identified requirements and 
current controls. The Adaptive EA is used to map the identified risks under CFIP 
dimensions with layers that interact while sharing personal information in smart cit-
ies. Our findings show the need for contemporary solutions to improve the privacy 
level of sharing personal information in smart cities. Furthermore, there is a need to 
represent privacy risk assessment components and their relationship and the relation 
among elements involved in sharing personal information using ontology to facili-
tate common understanding and sharing of the relevant concepts between different 
parties involved in connected smart cities. This SLR can benefit both academia and 
industry by helping them better understand the privacy of sharing personal informa-
tion in smart cities and providing a synthesised foundation for further work in this 
important area of research.

Appendix

Table 14



1 3

Journal of the Knowledge Economy 

Table 14  Final selected studies

Study number  Study title

S1 A. Daly, “The introduction of data breach notification legislation in Australia: A com-
parative view,” Computer Law & Security Review, vol. 34, no. 3, pp. 477–495, 2018

S2 B. Greaves and M. Coetzee, “Access control for secure information sharing in smart 
content spaces,” Journal of Information Security and Applications, vol. 34, pp. 63–75, 
2017

S3 A. A. Alghanim, S. M. M. Rahman, and M. A. Hossain, “Privacy Analysis of Smart 
City Healthcare Services,” in 2017 IEEE International Symposium on Multimedia 
(ISM), 11–13 Dec. 2017 2017, pp. 394–398, https:// doi. org/ 10. 1109/ ISM. 2017. 79

S4 J. Huang, Y. W. Qi, M. R. Asghar, A. Meads, and Y.-C. Tu, “MedBloc: A blockchain-
based secure EHR system for sharing and accessing medical data,” in 2019 18th 
IEEE International Conference On Trust, Security And Privacy In Computing And 
Communications/13th IEEE International Conference On Big Data Science And 
Engineering (TrustCom/BigDataSE), 2019: IEEE, pp. 594–601

S5 J. J. Hathaliya and S. Tanwar, “An exhaustive survey on security and privacy issues in 
Healthcare 4.0,” Computer Communications, vol. 153, pp. 311–335, 2020

S6 S. Chenthara, K. Ahmed, H. Wang, F. Whittaker, and Z. Chen, “Healthchain: A novel 
framework on privacy preservation of electronic health records using blockchain 
technology,” (in English), PloS one, vol. 15, no. 12, p. 1, 2020

S7 Y. Yang, X. Zheng, W. Guo, X. Liu, and V. Chang, “Privacy-preserving fusion of 
IoT and big data for e-health,” Future Generation Computer Systems, vol. 86, pp. 
1437–1455, 2018/09/01/ 2018

S8 S. Jiang, H. Wu, and L. Wang, “Patients-Controlled Secure and Privacy-Preserving 
EHRs Sharing Scheme Based on Consortium Blockchain,” in 2019 IEEE Global 
Communications Conference (GLOBECOM), 9–13 Dec. 2019 2019, pp. 1–6

S9 K. Li, Y. Yang, S. Wang, R. Shi, and J. Li, “A lightweight privacy-preserving and 
sharing scheme with dual-blockchain for intelligent pricing system of smart grid,” 
Computers & Security, vol. 103, p. 102189, 2021

S10 E. Noe, L. Yang, F. Chao, and Y. Cao, “A framework of blockchain-based secure and 
privacy-preserving E-government system,” (in English), Wireless Networks, pp. 1–11, 
Dec 2018

S11 P. Kumar, G. P. Gupta, and R. Tripathi, “TP2SF: A Trustworthy Privacy-Preserving 
Secured Framework for sustainable smart cities by leveraging blockchain and machine 
learning,” Journal of Systems Architecture, vol. 115, p. 101954, 2021

S12 A. Romanou, “The necessity of the implementation of Privacy by Design in sectors 
where data protection concerns arise,” Computer Law & Security Review, vol. 34, no. 
1, pp. 99–110, 2018

S13 T. Braun, B. C. M. Fung, F. Iqbal, and B. Shah, “Security and privacy challenges in 
smart cities,” Sustainable Cities and Society, vol. 39, pp. 499–507, 2018

S14 Y. Wang, A. Zhang, P. Zhang, and H. Wang, “Cloud-assisted EHR sharing with security 
and privacy preservation via consortium blockchain,” IEEE Access, vol. 7, pp. 
136704–136719, 2019

S15 C. Thapa and S. Camtepe, “Precision health data: Requirements, challenges and existing 
techniques for data security and privacy,” Computers in biology and medicine, p. 
104130, 2020

https://doi.org/10.1109/ISM.2017.79
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Table 14  (continued)

Study number  Study title

S16 A. Agarkar and H. Agrawal, “A review and vision on authentication and privacy pres-
ervation schemes in smart grid network,” Security and Privacy, vol. 2, no. 2, p. e62, 
2019

S17 T. Kanwal, A. Anjum, A. Khan, A. Asheralieva, and G. Jeon, “A formal adversarial 
perspective: Secure and efficient electronic health records collection scheme for multi‐
records datasets,” Transactions on Emerging Telecommunications Technologies, p. 
e4180, 2020

S18 M. A. Ferrag, L. A. Maglaras, H. Janicke, J. Jiang, and L. Shu, “A systematic review of 
data protection and privacy preservation schemes for smart grid communications,” 
Sustainable cities and society, vol. 38, pp. 806–835, 2018

S19 J. Liu, J. Hou, X. Huang, Y. Xiang, and T. Zhu, “Secure and efficient sharing of authen-
ticated energy usage data with privacy preservation,” Computers & Security, vol. 92, 
p. 101756, 2020

S20 I. Makhdoom, I. Zhou, M. Abolhasan, J. Lipman, and W. Ni, “PrivySharing: A 
blockchain-based framework for privacy-preserving and secure data sharing in smart 
cities,” Computers & Security, vol. 88, p. 101653, 2020

S21 Y. Zhang, D. He, and K.-K. R. Choo, “BaDS: Blockchain-based architecture for data 
sharing with ABS and CP-ABE in IoT,” Wireless Communications and Mobile Com-
puting, vol. 2018, 2018

S22 Q. Zhang, Y. Li, R. Wang, L. Liu, Y. a. Tan, and J. Hu, “Data security sharing model 
based on privacy protection for blockchain‐enabled industrial Internet of Things,” 
International Journal of Intelligent Systems, vol. 36, no. 1, pp. 94–111, 2021

S23 R. Khatoun and S. Zeadally, “Cybersecurity and Privacy Solutions in Smart Cities,” 
IEEE Communications Magazine, vol. 55, no. 3, pp. 51–59, 2017

S24 Y. Hou, P. Gao, and B. Nicholson, “Understanding organisational responses to regula-
tive pressures in information security management: The case of a Chinese hospital,” 
Technological Forecasting and Social Change, vol. 126, pp. 64–75, 2018

S25 H. N. Chua, A. Herbland, S. F. Wong, and Y. Chang, “Compliance to personal data 
protection principles: A study of how organisations frame privacy policy notices,” 
Telematics and Informatics, vol. 34, no. 4, pp. 157–170, 2017

S26 P. Brous, M. Janssen, and P. Herder, “The dual effects of the Internet of Things (IoT): A 
systematic review of the benefits and risks of IoT adoption by organisations,” Interna-
tional Journal of Information Management, vol. 51, p. 101952, 2020

S27 S. Cao, J. Wang, X. Du, X. Zhang, and X. Qin, “CEPS: A Cross-Blockchain based 
Electronic Health Records Privacy-Preserving Scheme,” in ICC 2020—2020 IEEE 
International Conference on Communications (ICC), 7–11 June 2020 2020, pp. 1–6

S28 H. Djigal, F. Jun, and J. Lu, “Secure Framework for Future Smart City,” in 2017 IEEE 
4th International Conference on Cyber Security and Cloud Computing (CSCloud), 
26–28 June 2017 2017, pp. 76–83

S29 N. Andola, Raghav, S. Prakash, S. Venkatesan, and S. Verma, “SHEMB:A secure 
approach for healthcare management system using blockchain,” in 2019 IEEE Confer-
ence on Information and Communication Technology, 6–8 Dec. 2019 2019, pp. 1–6

S30 I. A. Khi, “Ready for take-off: how biometrics and blockchain can beat aviation’s quality 
issues,” Biometric Technology Today, vol. 2020, no. 1, pp. 8–10, 2020

S31 D. Han, J. Chen, L. Zhang, Y. Shen, X. Wang, and Y. Gao, “Access control of block-
chain based on dual-policy attribute-based encryption,” in 2020 IEEE 22nd Interna-
tional Conference on High Performance Computing and Communications; IEEE 18th 
International Conference on Smart City; IEEE 6th International Conference on Data 
Science and Systems. 2020
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S32 T. K. Agrawal, V. Kumar, R. Pal, L. Wang, and Y. Chen, “Blockchain-based framework 
for supply chain traceability: A case example of textile and clothing industry,” Com-
puters & industrial engineering, vol. 154, p. 107130, 2021

S33 G. Magyar, “Blockchain: Solving the privacy and research availability tradeoff for EHR 
data: A new disruptive technology in health data management,” in 2017 IEEE 30th 
Neumann Colloquium (NC), 24–25 Nov. 2017 2017, pp. 000135–000140

S34 M. M. Mahdy, “Semi-Centralized Blockchain Based Distributed System for Secure and 
Private Sharing of Electronic Health Records,” in 2020 International Conference on 
Computer, Control, Electrical, and Electronics Engineering (ICCCEEE), 26 Feb.–1 
March 2021 2021, pp. 1–4

S35 M. T. Quasim, A. A. E. Radwan, G. M. M. Alshmrani, and M. Meraj, “A Blockchain 
Framework for Secure Electronic Health Records in Healthcare Industry,” in 2020 
International Conference on Smart Technologies in Computing, Electrical and Elec-
tronics (ICSTCEE), 9–10 Oct. 2020 2020, pp. 605–609

S36 D. Sadhukhan, S. Ray, M. S. Obaidat, and M. Dasgupta, “A secure and privacy preserv-
ing lightweight authentication scheme for smart-grid communication using elliptic 
curve cryptography,” Journal of Systems Architecture, vol. 114, p. 101938, 2021

S37 S. Shamshad, K. Mahmood, S. Kumari, and C.-M. Chen, “A secure blockchain-based 
e-health records storage and sharing scheme,” Journal of Information Security and 
Applications, vol. 55, p. 102590, 2020

S38 S. Chenthara, A. Khandakar, and F. Whittaker, “Privacy-Preserving Data Sharing using 
Multi-layer Access Control Model in Electronic Health Environment,” (in English), 
EAI Endorsed Transactions on Scalable Information Systems, vol. 6, no. 22, 2019

S39 H. Huang, P. Zhu, F. Xiao, X. Sun, and Q. Huang, “A blockchain-based scheme for 
privacy-preserving and secure sharing of medical data,” Computers & Security, vol. 
99, p. 102010, 2020

S40 B. Shen, J. Guo, and Y. Yang, “MedChain: Efficient Healthcare Data Sharing via Block-
chain,” (in English), Applied Sciences, vol. 9, no. 6, 2019

S41 E. Zaghloul, T. Li, and J. Ren, “Security and privacy of electronic health records: decen-
tralized and hierarchical data sharing using smart contracts,” in 2019 International 
Conference on Computing, Networking and Communications (ICNC), 2019: IEEE, 
pp. 375–379

S42 J. den Hartog and N. Zannone, “Security and privacy for innovative automotive applica-
tions: A survey,” Computer Communications, vol. 132, pp. 17–41, 2018

S43 Z. Xiao, X. Fu, and R. S. M. Goh, “Data Privacy-Preserving Automation Architecture 
for Industrial Data Exchange in Smart Cities,” IEEE Transactions on Industrial Infor-
matics, vol. 14, no. 6, pp. 2780–2791, 2018

S44 Z. Li, M. Alazab, S. Garg, and M. S. Hossain, “PriParkRec: Privacy-Preserving 
Decentralized Parking Recommendation Service,” IEEE Transactions on Vehicular 
Technology, pp. 1–1, 2021

S45 X. Yang, T. Li, W. Xi, A. Chen, and C. Wang, “A Blockchain-Assisted Verifiable Out-
sourced Attribute-Based Signcryption Scheme for EHRs Sharing in the Cloud,” IEEE 
Access, vol. 8, pp. 170713–170731, 2020

S46 S. Zhang, J. Rong, and B. Wang, “A privacy protection scheme of smart meter for 
decentralized smart home environment based on consortium blockchain,” Interna-
tional Journal of Electrical Power & Energy Systems, vol. 121, p. 106140, 2020
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S47 J. Cha, S. K. Singh, T. W. Kim, and J. H. Park, “Blockchain-empowered cloud archi-
tecture based on secret sharing for smart city,” Journal of Information Security and 
Applications, vol. 57, p. 102686, 2021

S48 D. C. Nguyen, P. N. Pathirana, M. Ding, and A. Seneviratne, “Blockchain for Secure 
EHRs Sharing of Mobile Cloud Based E-Health Systems,” IEEE Access, vol. 7, pp. 
66792–66806, 2019

S49 M. Han, S. Liu, S. Ma, and A. Wan, “Anonymous-authentication scheme based on fog 
computing for VANET,” PLoS one, vol. 15, no. 2, p. e0228319, 2020

S50 J. Sun, L. Ren, S. Wang, and X. Yao, “A blockchain-based framework for electronic 
medical records sharing with fine-grained access control,” (in English), PLoS One, 
vol. 15, no. 10, Oct 2020

S51 G. S. Reen, M. Mohandas, and S. Venkatesan, “Decentralized Patient Centric e- Health 
Record Management System using Blockchain and IPFS,” in 2019 IEEE Conference 
on Information and Communication Technology, 2019, pp. 1–7

S52 M. S. Swetha, S. K. Pushpa, M. S. Muneshwara, and T. N. Manjunath, “Blockchain ena-
bled secure healthcare Systems,” in 2020 IEEE International Conference on Machine 
Learning and Applied Network Technologies (ICMLANT),2020, pp. 1–6

S53 M. T. Quasim, F. Algarni, A. A. E. Radwan, and G. M. M. Alshmrani, “A Blockchain 
based Secured Healthcare Framework,” in 2020 International Conference on Compu-
tational Performance Evaluation (ComPE),2020, pp. 386–391

S54 B. Y. He and J. Y. J. Chow, “Optimal privacy control for transport network data shar-
ing,” presented at the Transportation Research Procedia, 2019/01/01/, 2019. [Online]

S55 Y. Li, D. Yang, and X. Hu, “A differential privacy-based privacy-preserving data 
publishing algorithm for transit smart card data,” Transportation Research Part C: 
Emerging Technologies, vol. 115, p. 102634, 2020

S56 F. Liu and T. Li, “A clustering-anonymity privacy-preserving method for wearable iot 
devices,” Security and Communication Networks, vol. 2018, 2018

S57 Q. Huang, L. Wang, and Y. Yang, “Secure and Privacy-Preserving Data Sharing and 
Collaboration in Mobile Healthcare Social Networks of Smart Cities,” (in English), 
Security and Communication Networks, vol. 2017, p. 12, 2017

S58 W. Cheng, W. Ou, X. Yin, W. Yan, D. Liu, and C. Liu, “A privacy-protection model for 
patients,” Security and Communication Networks, vol. 2020, 2020

S59 P. S. W. Shieng, J. Jansen, and S. Pemberton, “Fine-grained access control framework 
for igor, a unified access solution to the internet of things,” presented at the Procedia 
Computer Science, 2018

S60 O. Olakanmi and K. Odeyemi, “FEACS: A fog enhanced expressible access control 
scheme with secure services delegation among carers in E-health systems,” Internet of 
Things, vol. 12, p. 100278, 2020

S61 S. Amofa et al., “A Blockchain-based Architecture Framework for Secure Sharing of 
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