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Abstract. Clustering in presence of uncertainty may be considered, at
the same time, to be a pressing need and a challenge to effectively ad-
dress many real-world problems. This concise literature review aims to
identify and discuss the associated body of knowledge according to a
cross-domain perspective. A semi-systematic methodology has allowed
the selection of 68 papers, with a priority on the most recent contri-
butions. The analysis has re-marked the relevance of the topic and has
made explicit a trend to domain-specific solutions over generic-purpose
approaches. On one side, this trend enables a more specific set of solutions
within specific communities; on the other side, the resulting distributed
approach is not always well-integrated in the mainstream and may gen-
erate a further fragmentation of the body of knowledge, mostly because
of some lack of abstraction in the definition of specific problems. While
these gaps are largely understandable within the research community,
a lack of implementations to provide ready-to-use resources is overall
critical, looking at a more and more computational and data intensive
world.

Keywords: Clustering · Uncertainty Modelling · Uncertainty Manage-
ment · Unsupervised Learning · Data Analysis · Data Mining

1 Introduction

Empirical observations show an increasing quantity of data with a degree of un-
certainty [14]. Indeed, real-world data naturally tends to present uncertainty due
to different factors including, among others, human or instrumental errors [81],
randomness, imprecision, vagueness and partial ignorance [17].

In general terms, the theoretical impact of data uncertainty, as well as the
risk associated with ignoring it (e.g. [48][19]), are well-known issues within the
scientific community. Always in general, it strongly suggests, wherever possible,
a proper and explicit uncertainty model to effectively support representation,
measuring and consequent analysis. From a more practical perspective, more
and more studies present a specific focus in a variety of application domains,
such as, among the very many, budget impact analysis [59], organizational en-
vironments [45] and hydrological data [56]. Such a critical modelling is intrinsi-
cally challenging and may require a domain specific-approach, such as for Big
Data [29][79], Visualization [41] and Deep Learning [1].



2 S.F. Pileggi

On the other side, clustering techniques [86] group data points into different
clusters based on their similarity. These techniques have been extensively used
in a general scientific context and traditional approaches keep evolving as a
response to an environment characterised by evolving needs [82]. For instance,
clustering is a common class of unsupervised learning [73], often adapted to
achieve concrete goals in the different application domains (e.g. [7]), as well
as formal classification [8], ontological modelling [49, 62] and rule mining [76]
commonly rely on clustering techniques.

Intuitively, clustering in a context of uncertainty, or even just potential uncer-
tainty, proposes additional significant challenges on both (i) modelling similarity
between uncertain objects and (ii) developing effective and efficient computa-
tional methods accordingly [39].

Alternative approaches to deal with uncertainty can be used for different
reasons in different contexts. A classification of these techniques is not trivial.
For instance, in [36] the authors have identified two main broad categories that
aim, respectively, to complement and to generalise probabilistic representations.
The former family addresses non-probabilistic uncertainty (typically impreci-
sion, vagueness or gradedness), while the latter targets effective modelling of
partial ignorance. More holistically, looking at extensions of traditional meth-
ods, three main categories have been summarised in [39]: partitioning clustering,
density-based clustering, and possible world approaches. The resulting extended
solutions integrate the original semantics with uncertainty modelling.

This papers aims to holistically review the most recent advances in the field
of clustering in presence of uncertainty. The focus is on a cross-domain per-
spective resulting from a contextual analysis that considers the most relevant
computational trends and related applications.

Related Work. This work can be framed in the very broad context of uncertain
data algoritms and applications [5]. A valuable review specifically on clustering
has been provided in 2017 [17]. The focus of such a work is on uncertainty
management and associated theoretical formalisms. Other concise contributions
aimed at summarising the body of knowledge are relatively old (e.g. [36] and
[14]), given the strong and constant advances in the computational world. This
paper proposes an additional contribution to the body of knowledge in the field
by addressing recent advances minimising the overlapping with existing reviews.
Additionally, the provided analysis is performed according to a simple analysis
framework, which also include the application domain. It allows to distinguish
between generic-purpose and application-specific solutions.

Structure of the paper. The introductory part of the paper is concluded by a
description of the adopted methodology (Section 2). The core part of the pa-
per includes two different sections that aims, respectively, to overview the most
relevant contributions in literature according to a cross-domain perspective (Sec-
tion 3) and to discuss results looking at major gaps and challenges (Section 4).
Finally, a conclusions section provides an overview of the work.
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2 Methodology and Approach

In order to generate a tangible contribution to the body of knowledge and avoid,
in the limit of the possible, overlapping and lack of deepening, this literature
review has been conducted by combining typical systematic processes with non-
systematic practices.

The mainstream process assumes, as usual, paper retrieval from relevant
databases. In this specific case, queries have been performed by simply combining
two main keywords, namely Clustering and Uncertainty.

Selection Criteria & Saturation. The selection of the papers to include in the
review has been performed by applying a critical analysis aimed at the identi-
fication of the most relevant contributions in the field. Although no pre-defined
objective filter (e.g. on time-range) has been applied, the most recent papers have
been systematically included in order to highlight the most recent advances in
context and to maximise the value provided. The relatively soft selection criteria
enabled the retrieval of an important number of papers. However, the selection
process has been much more focused in fact. Indeed, after a number of iterations,
a feeling of saturation naturally emerged as contributions started to present con-
solidations of existing concepts rather than novel solutions. This additional non-
systematic element has been a determinant to facilitate de facto conciseness at
a relevant scale.

Analysis Framework & Limitations. The analysis has been conducted accord-
ing to two major dimensions: domain and approach. The former dimension aims
primarily to distinguish between generic-purpose and domain specific solutions,
while the latter wants to facilitate an overview of major techniques. The pre-
sentation of the review (Section 3) has been structured looking at the domain.
Indeed, the classification of the different approaches is intrinsically more frag-
mented and not always explicit. In general terms, the classification followed the
claims by authors and the original analysis. Non-systematic practices may have
introduced biases. It applies mostly to selection criteria. Additionally, because
of the high number of existing works distributed in a variety of domains, it is
hard to assess the exhaustiveness of the review.

3 A cross-domain Analysis

This section has a descriptive focus as it provides an overview of the contributions
included in this study.

We deal separately with solutions that present a completely generic focus
(referred to as "generic-purpose" and reported in Table 1) and that have been
designed within a specific application domain ("domain-specific", Table 2). This
generic classification naturally introduces a cross-domain analysis. However, there
are not always well defined boundaries as certain applications as identified in the
context of this work may present a certain degree of genericness.
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Table 1: Generic-purpose selected contributions.
Title/Ref. Year Approach
Cloud-Cluster: An uncertainty clustering algorithm based on cloud
model [54]

2023 Method

Outlier-robust multi-view clustering for uncertain data [69] 2021 Multi-view Clustering
Multi-view spectral clustering for uncertain objects [68] 2021 Multi-view Clustering
Modeling uncertain data using Monte Carlo integration method for
clustering [67]

2019 Monte-Carlo

Optimal clustering under uncertainty [15] 2018 Method
Locally weighted ensemble clustering [33] 2017 Ensemble Clustering
Self-adapted mixture distance measure for clustering uncertain
data [51]

2017 Method

Novel density-based and hierarchical density-based clustering algo-
rithms for uncertain data [88]

2017 Hierarchical Clustering

An information-theoretic approach to hierarchical clustering of un-
certain data [24]

2017 Hierarchical Clustering

Active Clustering with Model-Based Uncertainty Reduction [84] 2016 Active Clustering
Robust ensemble clustering using probability trajectories [32] 2015 Ensemble Clustering
Large margin clustering on uncertain data by considering probabil-
ity distribution similarity [85]

2015 PD Similarity

Representative clustering of uncertain data [90] 2014 Framework
Active spectral clustering via iterative uncertainty reduction [80] 2012 Active Clustering
Minimizing the variance of cluster mixture models for clustering
uncertain objects [22]

2012 Method

Clustering uncertain data based on probability distribution similar-
ity [39]

2011 PD Similarity

Clustering uncertain data using voronoi diagrams and r-tree in-
dex [44]

2010 Method

Subspace clustering for uncertain data [25] 2010 Sub-space clustering
Exceeding expectations and clustering uncertain data [20] 2009 Optimization
Clustering Uncertain Data with Possible Worlds [77] 2009 Method
Clustering Uncertain Data Via K-Medoids [21] 2008 Method
A hierarchical algorithm for clustering uncertain data via an
information-theoretic approach [23]

2008 Hierarchical Clustering

Clustering Uncertain Data Using Voronoi Diagrams [43] 2008 Voronoi diagrams
Uncertain fuzzy clustering: Insights and recommendations [65] 2007 Fuzzy Logic
Uncertain fuzzy clustering: Interval type-2 fuzzy approach to c-
means [38]

2007 Fuzzy Logic

Density-based clustering of uncertain data [47] 2005 Fuzzy Logic
Hierarchical density-based clustering of uncertain data [46] 2005 Fuzzy Logic

Table 2: Domain-specific selected contributions.

Title/Ref. Year Approach Domain
Stochastic economic dispatch of
wind power under uncertainty using
clustering-based extreme scenarios [6]

2024 Stochastic Model Energy

Uncertainty clustering internal valid-
ity assessment using Fréchet distance
for unsupervised learning [64]

2022 Fuzzy Logic Machine Learning

A three-stage automated modal identi-
fication framework for bridge param-
eters based on frequency uncertainty
and density clustering [30]

2022 Method Engineering

Clustering uncertain graphs using ant
colony optimization (ACO) [37]

2022 Optimization Graphs

Uncertainty-Aware Clustering for Un-
supervised Domain Adaptive Object
Re-Identification [78]

2022 Hierarchical Clustering Machine Learning

Continued on next page
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Table 2 – continued from previous page
Title/Ref. Year Approach Domain

Decision-based scenario clustering
for decision-making under uncer-
tainty [31]

2022 Method Decision Making

Active domain adaptation via clus-
tering uncertainty-weighted embed-
dings [63]

2021 Active Learning Machine Learning

UAC: An Uncertainty-Aware Face
Clustering Algorithm [16]

2021 Method Face Recognition

Uncertainty assessment in reservoir
performance prediction using a two-
stage clustering approach: Proof of
concept and field application [26]

2021 Method Petroleum Science

Handling uncertainty in financial de-
cision making: a clustering estimation
of distribution algorithm with simpli-
fied simulation [70]

2020 Method Decision Making

Ride-sharing under travel time uncer-
tainty: Robust optimization and clus-
tering approaches [50]

2020 Method Transportation

Deep semantic clustering by partition
confidence maximisation [35]

2020 Method Machine Learning

Uncertainty mode selection in categor-
ical clustering using the rough set the-
ory [58]

2020 Rough Set Categorical Data

Clustering of electrical load patterns
and time periods using uncertainty-
based multi-level amplitude threshold-
ing [11]

2020 Fuzzy Logic Energy

Efficient Assessment of Reservoir Un-
certainty Using Distance-Based Clus-
tering: A Review [42]

2019 Review Petroleum Science

Big-data clustering with interval type-
2 fuzzy uncertainty modeling in gene
expression datasets [71]

2019 Fuzzy Logic Genetics

Clustering mining blocks in presence of
geological uncertainty [75]

2019 Method Geology

Efficient and effective algorithms for
clustering uncertain graphs [28]

2019 Optimization Graphs

A three-way clustering approach for
handling missing data using GTRS [2]

2018 Three-way Clustering Missing Data

Clustering uncertain graphs [9] 2017 Method Graphs
Novel adaptive multi-clustering
algorithm-based optimal ESS sizing
in ship power system considering
uncertainty [87]

2017 Optimization Energy

Multiple clustering views from multiple
uncertain experts [10]

2017 Bayesian Model Collaborative Environments

Uncertain data clustering in dis-
tributed peer-to-peer networks [89]

2017 Distributed Clustering P2P Network

Efficient clustering of large uncertain
graphs using neighborhood informa-
tion [27]

2017 Framework Graphs

Clustering based unit commitment with
wind power uncertainty [72]

2016 Method Energy

A framework for clustering uncertain
data [66]

2015 Framework Visualization

Efficient clustering of uncertain data
streams [40]

2014 Method Data Stream

Uncertain data clustering-based dis-
tance estimation in wireless sensor
networks [55]

2014 Method Wireless Sensor Network

Weighted graph clustering with non-
uniform uncertainties [13]

2014 Optimization Graphs

Continued on next page
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Table 2 – continued from previous page
Title/Ref. Year Approach Domain

Clustering large data with uncer-
tainty [18]

2013 Fuzzy Logic Large Data

Reliable clustering on uncertain
graphs [52]

2012 Possible Worlds Graphs

Clustering uncertain trajectories [61] 2011 Method Location Data
Hue-stream: Evolution-based cluster-
ing technique for heterogeneous data
streams with uncertainty [57]

2011 Method Data Stream

An algorithm for clustering hetero-
geneous data streams with uncer-
tainty [34]

2010 Method Data Stream

On high dimensional projected cluster-
ing of uncertain data streams [3]

2009 Method Data Stream

Clustering trajectories of moving ob-
jects in an uncertain world [60]

2009 Method Location Data

A Framework for Clustering Uncertain
Data Streams [4]

2008 Method Data Stream

Conceptual clustering categorical data
with uncertainty [83]

2007 Quality Assessment Categorical Data

Including probe-level uncertainty in
model-based gene expression cluster-
ing [53]

2007 Method Genetics

Pvclust: an r package for assessing
the uncertainty in hierarchical cluster-
ing [74]

2006 Hierarchical Clustering Genetics

Uncertain Data Mining: An Example
in Clustering Location Data [12]

2006 UK-Means Location Data

Generic-purpose solutions. Among the generic-purpose works, there are two
clearly identifiable sub-sets of solutions adopting, respectively, mixed (or not
uniquely classifiable) methods [21, 77, 44, 22, 51, 15, 54] and Fuzzy Logic [46, 47,
38, 65]. Smaller classes of solutions adopt Hierarchical Clustering [88][23][24],
Probability Distribution Similarity [39][85], Ensemble Clustering [33][32], Multi-
view Clustering [68][69] and Active Clustering [84][80]. Other methods focus on
framework-based solutions [90], Voronoi diagrams [43], Monte-Carlo [67], opti-
mization strategies [20] and Sub-space Clustering [25].

Domain-specific solutions. Mixed methods [53, 4, 60, 3, 34, 57, 61, 55, 40, 72, 9, 75,
35, 50, 70, 26, 16, 31, 30], as well as Fuzzy Logic [18, 71, 11, 64], Hierarchical Clus-
tering [74, 78], Optimization [13, 87, 37, 28], and framework-based approaches [66,
27] play a significant role also in a context of domain-specific applications. Other
contributions include the adaptation of traditional techniques [12], quality as-
sessment [83], Possible Worlds [52], Distributed Clustering [89], Bayesian Mod-
eling [10], Three-way Clustering [2], review for assessment purpose within a spe-
cific domain [42], Rough Set Theory [58], Active Learning [63] and Stochastic
Models [6].

4 Discussion

In order to exhaustively discuss the review, the section is structured in two
different subsections to address an overview of the results (Section 4.1) and a
critical analysis of the major gaps emerged (Section 4.2).
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Fig. 1: Distribution over the time of the selected contributions.

4.1 Overview

In quantitative terms, the majority (60%) of the 68 papers selected within the
time range 2005-2024 presents a domain-specific focus. As shown in Figure 1,
such a trend becomes more consistent and somehow predominant from 2018
onward. More holistically, the study confirms a substantial research interest in
the topic throughout the observation period.

The analysis conducted in this study based on soft-classification allows to
overview the application domain (Figure 2a). Looking at the 41 domain-specific
papers, as expected, generic application fields, such as Graphs, Data Stream and
Machine learning, are quantitatively more relevant, both with large domains
(e.g. Energy, Genetics and Location Data). At a more fine-grained level, the
review has identified a diverse spectrum reflecting a generic need for clustering
in presence of uncertainty.

A more technical perspective is summarised in Figure 2b. A consistent part
(38%) of the considered papers proposes a mixed-method approach, which is
generically referred to as method in the adopted analysis framework. Fuzzy Logic,
Optimization and Hierarchical Clustering are the most popular approaches. In
addition, to note a focus on defining analysis frameworks, on Multi-view Clus-
tering, Probability Distribution Similarity, Ensemble and Active Clustering.

4.2 Major Gaps and Challenges

From a critical perspective, the analysis conducted has allowed the identification
of a number of gaps other than the originally reported in the different contribu-
tions that are summarised in Table 3.
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(a) Application Domain.

(b) Approaches characterizing the selected solutions.

Fig. 2: Analysis overview.
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Table 3: Main gaps.
Gap

G1 Lack of implementations to provide ready-to-use computational resources
G2 Relationship between generic-purpose and domain-specific solutions not always clear
G3 Fine-grained application-specific approach that doesn’t facilitate re-use in a different context
G4 Lack of abstraction in domain-specific approaches
G5 Despite a well-identified research field, solutions are not always discussed in context looking at

the exiting body of knowledge

The review has reiterated the practical relevance of clustering in presence of
uncertainty. In such a context, ready-to-use resources in the computational world
are crucial and a determinant to consolidate and properly transfer innovation
into practice (G1 ).

The cross-domain focus has highlighted and put emphasis on applications
to solve real-world problems. The relationship between generic-purpose and
domain-specific solutions not always clear (G2 ). The fine-grained application-
specific approach makes re-using complex and costly (G3 ). That is because of a
lack of abstraction in the formulation of domain-specific problems (G4 ) with a
consequent difficulty to generalize solutions or re-using existing ones in a differ-
ent context.

More in general, despite a well-identified research field, solutions are not
always discussed in context looking at the exiting body of knowledge (G5 ).

5 Conclusions

Given the popularity of clustering techniques within the modern computational
world and the intrinsic need to deal with uncertainty in the different application
domains, this concise literature review aimed at a cross-domain analysis of the
most recent solutions in the field.

Such analysis has firstly re-marked the relevance of the topic and the conse-
quent related research activity. A trend to domain-specific solutions over generic-
purpose approaches progressively emerged and became more consistent in the
last few years. On one side, this trend enables a more specific set of solutions
within specific communities; on the other side, the resulting distributed approach
is not always well-integrated in the mainstream and may generate a further frag-
mentation of the body of knowledge, mostly because of some lack of abstraction
in the definition of specific problems.

While these gaps are largely understandable within the research community,
a lack of implementations to provide ready-to-use resources is overall critical,
looking at a more and more computational and data intensive world.
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shop chair as well as the anonymous reviewers, who have provided valuable con-
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