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Abstract

This thesis explores the implementation and impact of mixed reality (MR) tech-

nologies within live performance settings. It presents a portfolio of creative

productions, each exploring different aspect of MR, including MR presentation

through digital projection, the use of augmented reality headsets, multi-modal in-

tegration, systems for 3D capture and reconstruction, and systems for networked

telepresence and teleimmersion.

The research adopts a practice-based approach through its showcase of seven

novel performance artworks that integrate MR technology. The technical and

conceptual design decisions made during the development of these artworks are

discussed, offering insights into the requirements, considerations, implications

and challenges of MR integration in live performance environments. An analysis of

documentation including video and photo media, post-performance reflections,

field notes and transcribed discussions aids in the presentation of resulting in-

sights, and reveals recurring themes of presence, physicality, connectedness and

the blurred boundaries between physical and virtual performance space.

The study culminates with a proposed framework for the development and

presentation of MR systems for live performance that incorporates: 1. a set of

system design heuristics for MR in live performance, and 2. a suite of modes of

interaction to guide the development of performances and systems.

v



vi Abstract

Contributions from this research include seven novel creative productions imple-

menting MR in live performance, a new software for augmented reality telepres-

ence in performance, and a framework guiding practical and conceptual consider-

ations for MR implementation in live performance.
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1

Our job is to remind us that there are more contexts than the

one that we're in — the one that we think is reality.

— Alan Kay, pioneer of computing

1. Introduction

1.1. Setting the stage
Technology relentlessly reshapes our world. With each passing day, the tools we

rely on for communication, productivity and entertainment continue to change.

This is especially true in the performing arts — a field where novel technologies

are frequently adopted and adapted for creative expression. As a technologist and

practitioner of live performance, I find myself enthralled by the possibilities that

emerging technologies offer in this context.

The development of mixed reality has caught the attention of creative profes-

sionals worldwide, and is an example of a technology that is poised to reshape

the landscape of performing arts. Mixed reality refers to the fusion of physical

and virtual worlds. Milgram and Kishino (1994) define it as a spectrum. They call

it the virtuality continuum — where real environments are placed on one end,

totally virtual environments appear on the other, and everything in-between is

categorised as mixed reality. This domain has been explored for decades, though

the advent of smartphones ushered a new era for mixed reality technology and

brought worldwide focus to the concept of augmented reality — the real-time

superimposition of virtual content onto the physical world (Azuma, 1997).
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Augmented reality has made its way into popular culture as the smartphone

camera viewfinder proved itself as a boundless digital canvas. Creative filters

showcase accessible augmented reality for entertainment and communication;

mobile games like Pokemon GO and Minecraft Earth expand the virtual worlds

of gaming into physical space; and smartphone augmented reality has provided

utility, with brands like IKEA allowing customers to view furniture in their homes

before purchase.

The pervasiveness of smartphone-based augmented reality does not imply that

mixed reality technologieshavebeenexamined toexhaustion. On thecontrary, the

technology and its applications are continuously evolving and developing, and the

unexplored possibilities within mixed reality position it as a captivating emergent

domain with prospects across diverse fields. With advancements in displays,

sensors, networks and processing, mixed reality experiences will continue to

becomemore immersive and impactful.

In the context of live performance, the integration of mixed reality technology

holds the potential to redefine the relationship between the performer, the audi-

ence, and the performance environment. This technology offers a novel canvas for

artistic expression — one that blurs the lines between the physical and the digital.

Throughmixed reality, performers are able to augment their gestures, createnovel

formsof audience engagement, extend their craft beyond the physical constraints

of traditional venues, and unlock new forms of creative expression. The inclusion

ofmixed reality technology into thecreativepaletteof liveperformanceartists has

the potential to challenge our perceptions of reality, and evoke new experiential

and physiological responses from participants. The unexplored transformative

potential of mixed reality in the arts is what draws me towards its study, and is

the reason for undertaking this work.
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1.2. Thesis overview
This thesis explores the integration ofmixed reality technologies into live perform-

ance. It documents a series ofmusic and dance productions that blend virtual and

physical environments to enable performative artistic expression. These produc-

tions and their varied system designs showcase a range of interactionmodes that

mixed reality offers to performers and their audiences.

The core of this exploration has been enriched through collaboration with ex-

traordinary artists. Alon Ilsar has been my partner for the music performances

presented, while David Clarkson and Cloé Fournier have provided immense cre-

ative contributions with the dance productions. Together we have created some

genuinely impactful experiences in an effort to redefine traditional conceptions of

performing arts through novel technology.

Over the course of producing the work presented in this thesis, documentation

was generated in a range of forms, including videos, photos, notes and transcripts

from discussions. This data was captured at various stages: through devel-

opment, rehearsals, and post-performance reflections. Some semi-structured

interviews were conducted to probe further insight, and this collection of doc-

umentation guided the understanding of each mixed reality performance imple-

mentation. Recurring themes that were drawn out of the data helped to identify

and articulate the discoveries that occurred, serving as valuable indicators of the

potential, impact, and limitations of mixed reality technology in the field of live

performance.

In addition to the creative outputs and their documentation, a new system for

performance-focused mixed reality telepresence is presented. The process of

designing thesoftwareandhardwaresystems formixed realitywasnotpredefined,

but emerged organically over the course of building each production through an
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approach incorporating participatory design practices. Several pre-existing soft-

ware and hardware solutions were employed, tested and sometimes abandoned,

marking an iterative process of trial and discovery.

As the criteria for successfulmixed reality systemsprogressively gained definition

through my practice, the requirements for performance with this technology be-

came increasingly clear. This led to the development of custom software, tuned

to meet these particular needs and respond to the challenges encountered as the

research evolved. A significant contribution of this thesis therefore, is the current

state of this custom-built system for mixed reality telepresence, informed by the

practical application and continuous refinement of the research process. The

software and its source code ismade publicly available1, and along with its explan-

ation presented in this thesis, this system embodies the insights and experiences

gained, offeringa tangible resource for futurepractitioners and researchers in this

evolving field.

The aim of this thesis is to explore the integration of mixed reality into the live

performanceofelectronicmusic andcontemporarydance. In order toachieve this

aim, the following objectives were identified:

1. Investigate the potential of mixed reality technology in music and dance

performances through a series of experimental productions

2. Gain insight through these productions into the challenges, successes and

opportunities presented when integrating mixed reality with live perform-

ance

3. Develop and refine a performance-focused mixed reality system based on

these discoveries

The end results are:

1 https://git.matth.cc/pointcaster

https://git.matth.cc/pointcaster
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1. The experimental productions themselves, which form a portfolio of prac-

tical case studies

2. A custom-built system for performance-focusedmixed reality telepresence,

its design considerations, technical details and source code

3. A framework for the design of mixed reality systems for live performance,

which includes technical system design heuristics and a set of modes of

interaction to guide further development

1.3. Research significance
The outcomes of this research project have the potential to be significant for a

variety of stakeholders across disciplines.

Thecontributionof a richcreativebodyofworkpresented in this thesis showcases

the artistic possibilities of mixed reality technologies in a tangible and impactful

way that will be of interest to the community of artists practising various forms

of audio-visual performance. The pieces that constitute the creative portfolio

of this research project demonstrate a wide range of mixed reality concepts. A

variety of strategies for creating novel technologically-mediatedmusic and dance

performances is presented and offers key insights and direction for future artistic

ventures in this field.

Similarly, the technicalmethods used in the design of systems that facilitate these

creative productions will also be of interest to audio-visual artists. As mixed

reality technologies continue their move towards becoming commonplace, more

and more artists will desire to incorporate these contemporary tools into their

own work. Performing musicians and dancers, along with artists outside these

scenes looking toproducesimilar immersiveexperiences,will find thepartsof this

thesis that detail technical strategies — such as the tools used in producing the
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artworks— informative and instructional. Theworkwill appeal to computer-based

artists, and this thesis stands as a resource that explores and evaluates potential

approaches they could apply within their own practice.

This research is also significant to software designers, game developers and re-

searchers of human-computer-interaction that are likewise interested in utilising

mixed reality in their own practice. Although the pace of development in mixed

reality is steadily increasing, mixed reality as a set of practical technologies for

mainstream computing is still in its infancy. The presentation of the software

and hardware methods used within this project for the creation of shared mixed

reality experiences is significant to professionals and academics interested in

mixed reality — but the research additionally explores a long list of related com-

puting topics that includes: real-time graphics manipulation, virtual environment

displays, distributed networking practices, software and hardware tools formusic

compositionandperformance, 3Dscene reconstruction techniques, and interface

design.

The discussion and analysis of these technologies, along with the portions of this

thesis that document their implementation and elaborate on any shortcomings

and practical solutions will be of interest to professionals in these fields. The

utilisation of these technologies within the realms of performance art may also

have the potential to expose readers from a scientific background to approaches

they may not be familiar with, or conclusions they wouldn’t have drawn from their

own practice. The pointcaster software and its C++ source code is made publicly

available alongside this thesis, so that anyone interested in using it, learning from

it or contributing to it will have a chance to do so — adding additional value in this

thesis’ outcomes to those interested in mixed reality software development. It is

available at https://git.matth.cc/pointcaster.

https://git.matth.cc/pointcaster
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1.4. Thesis structure
Chapter 2 (Context) provides a foundational overview to the field of mixed reality.

It provides the context necessary for understanding the placement of the work

presented in this thesis within the broader research and artistic domain, as well

as an introduction to key terms used throughout this document.

Chapter 3 (Methods) explores the methodological approach to this practice-

based research project. The design methodologies, development strategies,

and data collection and analysis techniques used throughout this research are

explored.

Chapters 4 (Augmented Performance with the AirSticks) and 5 (Telepresent Per-

formance) present the creative portfolio of work. These chapters describe the

mixed reality productions developed as part of this thesis, and explore their indi-

vidual themes, system architectures, implementation details and implications on

practice. The start of each section presented in these chapters contain links to

performance documentation videos. Which should bewatched before reading the

related discussions on each production.

Chapter 6 (System Design) elaborates on technological choices made during the

development of the systems that enabled the creative work discussed in the

previous chapters. These system design decisions ultimately led to the construc-

tion of a new system for mixed reality performance named pointcaster, which is

subsequently presented in this chapter. Finally, this chapter also presents a set

of system design heuristics — the first portion of a framework for the design of

systems for mixed reality performance.
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Chapter 7 (Modes of Interaction) presents the second portion of this framework:

a collection of four modes of interaction that are derived from the mixed reality

interactions present in the creative portfolio. This chapter examines the body of

creative work through a theoretical lens.

Chapter 8 (Conclusion) provides a concise summary of this thesis.
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2. Context

As this dissertation investigates the application of mixed reality in live perform-

ance, it naturally begins with a review of previous work in this area. This chapter

first presents an overview of relevant definitions and research into the broad field

of mixed reality, before moving onto its integration within art and performance.

It serves as a fundamental primer to ground my own creative portfolio and sub-

sequent discussion within the context of the broader research domain.

2.1. Mixed reality
The concept of mixed reality (MR) is defined as the merging of real and

virtual worlds. This canonical definition and its introduction in literature

originate from the seminal ‘A taxonomy of mixed reality visual displays’ by

Milgram and Kishino (1994). Mixed reality is a general term used to describe

computer-aided experiences that can be placed on the virtuality continuum —

pictured in figure 2.1. This continuum places real environments at one extreme

and virtual environments on the other. Any experience that presents a mix of

real-world (i.e. physical) objects and virtual-world objects in the same view falls

somewhere in between the extremes of the continuum — in a space referred to

as mixed reality. Both augmented reality (AR) and augmented virtuality are placed

within this space on the continuum.
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Figure 2.1. –Milgram and Kishino’s virtuality continuum.

Real
Environment

Augmented
Reality (AR)

Augmented
Virtuality (AV)

Virtual
Environment

Mixed Reality (MR)

The term augmented reality—whichMilgram and Kishino describe as the enhance-

ment of a physical environment by computer-generated objects — had appeared

in literature prior to its inclusion on the continuum, and contrasts with the imple-

mentation of virtual reality (VR), where the goal is to immerse the user inside a

completely synthetic computer-generated world. Overwhelmingly, themost cited

definition of augmented reality is attributed to Azuma (1997), who describes it as a

technology that ”allows the user to see the real world, with virtual objects superim-

posed upon or composited with [it]”. AR describes computer-aided experiences

in which ”virtual and real objects [coexist] in the same space” (p. 2), with users

maintaining the ability to see the physical world throughout the experience.

Augmented virtuality (AV) defined as the inverse to AR, sits at the opposing end of

the virtuality continuum. This term describes experiences that take place in an

otherwise virtual environment that is augmented with the presence of compon-

ents captured from the physical world.

Additionally, the work of Milgram and Kishino provides further depth on MR by

establishing a structured taxonomy on the merging of real and virtual worlds.

Since the initial introduction of mixed reality as a concept, others have revisited

the virtuality continuum, extended Milgram and Kishino’s proposed taxonomy,

and redefined terms in reaction to the development of modern technologies

(Nijholt & Traum, 2005; Skarbez et al., 2021; Williams et al., 2019). While these are
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all important to note, understanding the definitions ofMR, AR, AV and the virtuality

continuumwill suffice to provide the necessary context for the work presented in

this thesis.

For the sake of clarity I will also define the following:

• Physical environments, physical objects and physicality describe entities that

exist in our tangible, everyday world. (This is different to much literature that

uses the term real to describe these entities, which I personally find confusing.)

• Virtual environments, virtual objects and virtuality describe entities that are

computer-generated or digitally created.

A physicality can be captured andplaced into a virtual environment, inwhich it also

becomes a virtuality that uses the physical environment as an input. Conversely,

a virtuality can be introduced into a physical environment through a mixed reality

displaymedium (though it does not simply become a physicality by doing so).

Moving from theory to practice, implementations of mixed reality date back to

early computing in the late sixties. Sutherland’s 1968 presentation of the first

head-mounted computer display used a mechanical arm and ultrasonic waves to

track the position of the user’s head. This data informed the rendered perspective

of simple wire-frame images, superimposed onto the user’s field of view using

miniature cathode ray tubes reflected in prisms in front of each eye to create a

stereoscopic augmented reality display.

Some of the first implementations of mixed reality in public artworks can be

attributed to the Australian-born Jeffrey Shaw, whose 1970 ‘Cloud (of daytime

sky at night)’ projected virtual clouds onto inflatable structures as a precursor to

mixed reality projection mapping — the practice of projecting virtual images onto
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Figure 2.2. – Jeffrey Shaw’s Virtual Sculpture in 1981 was one of the first public art exhibits based
around an augmented reality interface. Images copyright jeffreyshawcompendium.com.

irregular-shaped physicalities. His 1975 ‘Viewpoint’, and his 1981 ‘Virtual Sculpture’

(pictured in figure 2.2) fuse the physical museum space with virtual elements to

create some of the first augmented reality artworks to be publicly exhibited.

Over the next decades until today, themediums ofmixed reality have continued to

develop in various ways across diverse fields, from entertainment and gaming to

education and healthcare. The 2010s serve as an inflection point demarcating a

significantly expanded reach and understanding of MR technologies.

[Production note: Copyright restrictions.  Click here to view 
these images from "Jeffrey Shaw Compendium" website.]

https://jeffreyshawcompendium.com
https://www.jeffreyshawcompendium.com/portfolio/sculpture/
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The proliferation of smartphones, with their combination of increasingly-powerful

mobile processors, inbuilt motion sensors, and the ability to superimpose virtual

images onto the device’s camera feed has placed powerful and portable augmen-

ted reality platforms into the hands of billions. Immensely popular mobile games

likePokémonGo, alongwithcamera-basedsocial entertainmentplatformssuchas

Snapchat and TikTok, have transformed augmented reality into a technology that

is now part of many people’s daily lives.

The miniaturisation of personal computing technologies has simultaneously

birthed a market of headset devices that offer hands-free mixed reality

experiences to consumers. Many virtual reality headsets like the popular Meta

Oculus line1 or Apple’s upcoming Vision Pro2 offer some form of MR experience by

passing live video into the device’s internal displays. Microsoft has had relative

success in enterprise and military markets with their HoloLens3 augmented

reality headset, and several Chinese manufacturers like XReal4 and Rokid5 have

been capitalising on the availability of cheap micro-displays and optics to create

smartphone-powered AR for consumers.

Like AR, augmented virtualities have also become easier to create over the last

decade through the democratisation of enabling technologies — in particular,

the widespread availability of depth sensors like the Microsoft Kinect6, the In-

tel RealSense platform7, and Apple’s LiDAR-enabled devices8 allow the physical

1 https://oculus.com
2 https://apple.com/apple-vision-pro
3 https://web.archive.org/web/20220517230603/microsoft.com/en-au/hololens
4 https://xreal.com
5 https://web.archive.org/web/20230613084449/rokid.ai
6 https://web.archive.org/web/20230130120318/learn.microsoft.com/en-us/windows/apps/
design/devices/kinect-for-windows

7 https://web.archive.org/web/20230701121318/intelrealsense.com
8 https://web.archive.org/web/20230602192317/theverge.com/2020/3/18/21185959/
ipad-pro-lidar-scaner-augmented-reality-demo-hot-lava-game

https://oculus.com
https://apple.com/apple-vision-pro
https://web.archive.org/web/20220517230603/microsoft.com/en-au/hololens
https://xreal.com
https://web.archive.org/web/20230613084449/rokid.ai
https://web.archive.org/web/20230130120318/learn.microsoft.com/en-us/windows/apps/design/devices/kinect-for-windows
https://web.archive.org/web/20230130120318/learn.microsoft.com/en-us/windows/apps/design/devices/kinect-for-windows
https://web.archive.org/web/20230701121318/intelrealsense.com
https://web.archive.org/web/20230602192317/theverge.com/2020/3/18/21185959/ipad-pro-lidar-scaner-augmented-reality-demo-hot-lava-game
https://web.archive.org/web/20230602192317/theverge.com/2020/3/18/21185959/ipad-pro-lidar-scaner-augmented-reality-demo-hot-lava-game
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environment to be trivially captured and integrated into virtual worlds. In terms

of software, the accessibility and prevalence of game engines and design tools

such as Unity9, Unreal10 and the open-source Godot Engine11 have further enabled

the creation of mixed reality experiences. These platforms facilitate the rapid

development of 3D virtual environments and make the process accessible for

practitioners of various technical backgrounds.

2.2. Mixed reality on stage
These recent MR advancements have gifted artists with a new canvas for explora-

tion. The widespread accessibility of these technologies has facilitated the integ-

ration of MR into live performance across a spectrum of production levels — from

research and experimental performance to large-scale, mainstream productions.

Asadigital artist engaged in liveperformance, I amparticularly drawn tohow these

technologies unlock novel modes of interaction for practitioners.

The application of mixed reality in live performance forms a rich body of work. It

belongs to the practice of audio-visual performance, as well as the broader field

of human-computer interaction. With many of the performance works presented

in this thesis focusing on the integration of sound and image, the vast fields of

visual music and synesthesia are relevant, but are out of this dissertation’s scope.

The works in the following section are relevant audio-visual performances that

focus on the integration between the physical stage and computer-generated

components to formmixed realities on-stage.

9 https://web.archive.org/web/20210426085347/unity.com
10 https://web.archive.org/web/20220601183815/unrealengine.com/en-US
11 https://web.archive.org/web/20230708202435/godotengine.org

https://web.archive.org/web/20210426085347/unity.com
https://web.archive.org/web/20220601183815/unrealengine.com/en-US
https://web.archive.org/web/20230708202435/godotengine.org
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In 1992, GeorgeCoates’ InvisibleSite: AVirtualShopioneeredmixed realityperform-

ance by projecting computer-generated images onto the stage (Breslauer, 1992).

Stereoscopic 3D graphics — such as a giant eyeball that followed performers

around — were rendered and presented in real-time inside the performance area

using state-of-the-art computers. The technologically-innovative production in-

vited theaudience intoa ’meta’ narrativeof on-stagecharactersexperiencing their

own virtual reality. This early example demonstrated the potential of presenting a

mixed reality among performers on a stage, although interaction shown between

the performers and virtual elements was controlled by separate operators off-

stage.

A more intimate connection between physicality and virtuality begun to emerge

in the years that followed as real-time control systems based on performer move-

ment appeared on stage. The New York-based Troika Ranch dance company pro-

duced several works through the 90s incorporating devices that used ”movements

of the performer to generate sound from a MIDI synthesizer, light from computer-

controlled devices, or video playback fromLaserDisc” (Kepner, 1997, p. 15) to integ-

rate virtual elements and physical performance gestures. The use of movement-

based control in these works creates a more direct link between performers and

virtual elements, reducing the need for off-stage operation.

The interactivity of virtual components on a stage can also be driven by camera-

based systems. Sydney-based Stalker Theatre uses infrared cameras to track the

motion of physical theatre performers, enabling their gestures tomanipulate fluid

simulations projected onto the performance environment (A. Johnston, 2013). In

some iterations of their system, data from thefluid simulation is fed into a granular

synthesiser to additionally generate audio as a result of the participant’s motion,

creating a synthesis of movement, sound and graphics for a multi-modal mixed

realityperformance (pictured infigure2.3). Camera-basedmotioncontrol is a solu-

tion that facilitates interaction between performers and virtual elements through

accessible technologies without complex or custom tracking hardware.
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Figure 2.3. – Stalker Theatre’s Encoded (2012) allows performers to interact with a computer-
generated fluid simulation through their motion. Photo copyright Matthew Syres.

2.3. Mixed reality displays
While motion-based interaction technologies allow performers to control virtual

components of a mixed-reality scene dynamically, the impact of these interac-

tions ultimately depends on the technology used to display the visualisations on-

stage.

Digital projection of computer-generated images is the most accessible and af-

fordable method of incorporating virtual components into the physical perform-

ance space. In contrast, big-budget productions often use LED panels for their

superior brightness and contrast — as well as the elimination of any shadows

that might appear as a result of front-on projection. Electronic musician Flying

Lotus’ in 3D tour uses stereoscopic LED panels placed behind him to create a

mixed reality environment that features a wide array of environments and objects

appearing to float beside and around his presence on stage (pictured in figure 2.4).

The production features the musician and visual artist improvising together to

manipulate the mixed reality environment in real-time (Ip, 2017), and additionally
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Figure 2.4. – ’Flying Lotus in 3D’ uses stereoscopic LED panels to place virtual elements among the
performance area. Photo copyright 3D Live / Flying Lotus.

incorporates stereoscopic displays — a technology that can be used to increase

the ’dimensionality’ of virtual elements by presenting separate images to the left

and right eyes of the audience.

Another method of enhancing dimensionality is situating virtualities in front of a

performer by displaying the images on a transparent surface. The roots of this

method can be traced back to traditional stagecraft of the Victorian era. In 1863,

John Henry Pepper popularised a method of reflecting off-stage actors onto a

pane of glass positioned at the front of a stage to create ghostly illusions that

appeared to interact with on-stage performers (England, 2018). This technique

— dubbed Pepper’s Ghost — has been replaced in modern times by direct digital

projection onto highly reflective transparent surfaces and fabrics, foregoing the

more complex use of mirrors.

In their work Blue Space, Walsh et al. (2017) project audio-reactive graphics onto

one of these transparent fabrics called scrim — which creates a surface for visu-

alisation, situated between the audience and the performer. In this production,
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Walsh augments her musical gestures by magically blowing particles and strands

of coloured light superimposed onto the performance space using her oboe. Mu-

sical phrases and their visual representations are additionally morphed through

themovement of the oboe’s bell.

Alon Ilsar worked with Andrew Bluff in 2015 to produce Sticks with Viz — another

audio-visual performance that used projections on a scrim to present virtual

elements among the stage. Ilsar’s electronic percussion (discussed more within

upcoming chapters of this thesis) was analysed in real-time by Bluff’s software

and used as input for a system of physics and fluid simulations to create a kaleido-

scopic mixed reality concert (A. J. Bluff, 2017).

Berthaut et al. (2015) used semi-reflective, transparent panes of acrylic as a pro-

jection surface placed between the performer and audience to create Reflets —

their system for mixed reality audio-visual performance. The choice to use a

projection surface that combines virtual elements with participant reflections

creates a unique display method that is able to situate virtualities within a user’s

own personal space — as it appears in their reflection. This allows the system

to present digital additions inside both the performer’s space on stage and the

audience space off stage. Combined with cameras used to track participants

and allow interaction with the virtual content, this display mechanism facilitates

a deeper audience participation.

It is also worth mentioning that in popular culture, these types of transparent

projection-based mechanisms for presenting virtual elements on a stage have

recently started being described as ’holograms’ in order to evoke science-fiction

imagery in the general public. Although not technically similar true holography —

amethod involving complex physics to actually project light into 3D space — ’holo-

graphic’ performances have begun to emerge inmusic performances and festivals

worldwide. The first viral example of anMR performance branded this waywas the
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appearance of a virtual Tupac Shakur at Coachella in 2012. This digital reconstruc-

tion was projected onto a transparent polyester sheet to give the appearance of

Tupac’spresencealongside the realSnoopDoggonstage (Farivar, 2012). Since this

presentation, the ethically-questionable practice of reviving deceased musicians

withmixed reality technologies has grown, and it has been possible to book tickets

to see AmyWinehouse, Michael Jackson and Buddy Holly among others rise from

the dead (Rowell, 2019).

Thepresentationof images inworksdiscussedthus farhaveplacedvirtual imagery

ontoflat planes at either the front or rear of a stage. However, alternativemethods

exist for placing images inside 3D space. Jacquet et al. (2007) experimented with

placing music visualisation within the audience’s proximity in their audio-visual

work 3Destruct. In this installation, projectors shoot audio-reactive visuals onto

an array of semi-transparentmosquito net strips attached to the ceiling providing

a similar effect to scrim. The strips of netting are divided into four ’volumes’ with a

projector assigned to each, and a path cut between each volume for the audience

to walk through.

Mazzanti et al.’s Augmented Stage for Participatory Performances (2014) utilised

smartphone-based augmented reality to display visuals that appear around the

space of the performers. This work placed image targets behind the stage that

were tracked by each audience member’s smartphone in order to orient a virtual

scene superimposed over their device’s live camera feed. Audio parameters of

the instruments were mapped to objects in the virtual scene, which were not only

reacting to the live music played, but were also interactive for participants who

could manipulate the objects through their device’s touchscreen.

In section 2.1, I described how AR has become commonplace through the prolif-

eration of smartphones, yet performances like Mazzanti et al.’s are anything but

common. There is a clear lack of exploration in the spaceof smartphone-basedAR

and live performance. Perhaps this is because distributing a synchronised virtual
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performance through many audience devices is a complex task, though in 2022

the virtual rock band The Gorillaz proved that it was at least possible. While no

physical performers were involved in the experience, the virtual characters of the

band descended on Times Square in New York and Piccadilly Circus in London to

perform their single Skinny Ape in AR. Hundreds of people gathered in the city

centres to watch the performance together through their smartphone screens

as the band members appeared on top of and amongst the buildings surrounding

them (Silva, 2022).

2.4. 'Tele-' performance and remote
mixed reality

Building upon the concepts introduced in sections 2.1 and 2.2, it is important to

the understanding of the creative portfolio presented in this thesis to also provide

a brief overview of the MR-adjacent ideas of teleimmersion, telepresence, and

telematic performance.

Teleimmersion describes the live embedding of people into a virtual environment

(Kurillo & Bajcsy, 2013). Combined with network connectivity, this concept allows

for collaborative applications in mixed realities — as digital reconstructions of

participants can be placed into shared virtual spaces.

An early example of the implementation of a teleimmersive environment can be

found in Myron Krueger’s Videoplace. Krueger iterated upon this work throughout

the 70s and 80s, leading to the exploration of many modes of interaction in such

an environment (1985). Participants in Videoplace stepped in front of a camera

system, which captured their silhouette and placed it into a virtual environment

projected in front of them. Once ’inside the computer’, the user could use natural

humanmovement and gestures to engagewith virtual entities, such as interactive
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’critters’, a canvas for drawing, and other users that were also placed into the

virtual scene from a corresponding setup in the same room, or from an internet-

connected remote location.

The union of internet-connected participation with virtual environments enables

a concept known as telepresence. Telepresence refers to the perception or ex-

perience of presence in a location that is physically remote (Draper et al., 1998).

Although the definition varies slightly across literature, in this dissertation I use

telepresence to describe two related experiences: the sense of being present in

a remote location as facilitated by technology, as well as the feeling of a remote

participant’s presence perceived by those inside a physical space. Virtuality in the

instance of telepresence, is used as a means of connection and digital transport-

ation — and in the case of performance work, as a means of collaborative artistic

expression.

Within the context of performance, the application of these concepts is recog-

nised as telematic art. The term telematic can include any number of diverse in-

teraction modes that enable geographically-disparate performance through wide

area network technology. As telematicworks require the live capture of a perform-

ance into thevirtual realm, followedby its transmissionandpresentationalongside

other virtual or physical entities, all telematic performances inherently exemplify

mixed reality.

Telematic performance has a rich history within music and dance. Although

remote audio and video communication had been possible for many decades with

telephony and satellites, the widespread ability to transmit performance through

the internet in the late 1990s spurred greater interest in telematic interaction

moving into the newmillennium.
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Figure 2.5. – Naugle’s Janus/Ghost Stories (1999) fused locally captured video feeds with remote
dancers sent over a video-conferencing system to create teleimmersive dance performance.

In 1999, Lisa Marie Naugle presented Janus/Ghost Stories — a networked

dance performance that used internet video-conferencing technology to

connect live dancers between the University of California and Arizona State

University (Naugle, 2002). Video projections at each site featured local video

merged with remote video to create a viewport for the audience into a

teleimmersive dance environment. Pictured in figure 2.5, the video feeds were

manipulated in real-time to create dream-like and ghostly interactions.

In 1998, Tanaka and Bongers presented Global String, a ”musical instrument

for hybrid space”. A steel cable fifteen metres in length was erected at two

remote locations, alongside projected video and audio transmission. The cable

extends the virtualities of telepresent musical interaction into the physical

realm. As a participant strikes the string in one location, its vibrations are

captured and transmitted over the internet to the remote location. This data

is used in the disparate site to simultaneously drive a software synthesiser to

generate sound, and an electromagnetic actuator that physically excites the

string (Tanaka & Bongers, 2002).

[Production note: Copyright restrictions.  These images 
can also be seen on this site - "Embodied Media".]

https://embodied.net/janus-ghost-stories
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Oliveros et al. (2009) presented a series of network-connected musical concerts,

one of which contained 44 musicians performing with each other across three

sites in the USA. Audio latencies introduced through the transmission make this

kind of interaction challenging, though the performers approached the improvisa-

tional concert by using the time delays as a feature of the performance itself.

Sheppard et al. (2007)createda3Dteleimmersivesystemtoenablegeographically-

disparate dance performances in 2006 and 2007. An array made from up to 48

individual cameraswas used to capture a dancer’s body in 3D, whichwas sent over

the internet between two universities and integrated into a shared virtual space

rendered in both locations. The systemwas used in two public performances that

explored the implications of dance choreography within a collaborative virtual 3D

space.

Whilemany telematicworksapproach thevirtual spaceprimarily asa faculty foren-

abling the connection of remote physicalities, interaction with the virtual space it-

self can be an artistic, exploratory canvas that enables newperformativemodesof

interaction. In this vein, Hamilton (2011) presentedmultiplemusical performances

that took place inside complex virtual worlds, and allowed participants to control

the production of music itself through interaction with the virtual environment.

Performers controlled ’avatars’ inside these virtual worlds, using their location

in space to advance through musical sequences, shooting virtual projectiles to

create auditory effects, and interacting with virtual architecture to trigger and

manipulate pre-recorded excerpts of sound.

In the past few years, interest in telematic performance work has increased dra-

matically. The recent global pandemic placed restrictions around physical collab-

orative performance for (in some countries) multiple years. While my interest in

mixed reality performance was not initially focused on its use-case of telematic

art, a realignment was necessary due to the global situation. This is reason



24 2. Context

for the necessary context provided around the concepts of teleimmersion and

telepresence, as they become a strong focus in the second half of my presented

creative portfolio.

2.5. Open-air andmotion control
A significant amount of the new work presented in this thesis is performed using

the AirSticks (Ilsar, 2018) — a musical instrument based on handheld motion con-

trollers. This instrument specifically is discussed in section 4.1, though it is worth

considering the broader use of open-air controllers in live performance. Open-

air controllers utilise a range of sensors to afford performers the manipulation

of electronic sound through physical gestures. Performers of these instruments

control the generation of sound (and potentially graphics, or other software) using

themotion and orientation of their hands in the space around them.

The earliest example of an open-air controller system for music is the Theremin.

Designed by Leon Theremin in 1919, performers of the Thereminmove their hands

around two antennae, which independently control the pitch and volume of a syn-

thesised sound. The instrument uses changes in electromagnetic fields around

the antennae to drive these two parameters.

A range of different approaches to the open-air control of music have been ex-

plored since. Of particular resemblance to the AirSticks is the Buchla Lightning12,

originally released in 1991. This device uses infrared lights on the tips of two sticks,

whose X and Y positions in space are tracked by optical sensors in a tethered box

that generatesMIDI from this data in real-time, and can additionally output built-in

sounds.

12 https://web.archive.org/web/19980425095643/buchla.com/lightning/descript.html

https://web.archive.org/web/19980425095643/buchla.com/lightning/descript.html
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Other relevant examples of movement-based music control systems include

Imogen Heap’s Mi.Mu Gloves (Mitchell & Heap, 2011), and Atau Tanaka’s BioMuse

(Tanaka, 2000), which both transform gestures of the body into sound. These

are part of a lineage of digital musical instruments that are designed around the

performer’s own idiosyncratic performance practices. In recent years though, it

has become easier to build music and performance systems using off-the-shelf

handheld controllers not specifically designed for performance. Popular interest

in motion control for gaming and virtual reality have led to the wide availability of

commodity open-air control systems.

The most prevalent technologies used in the motion controller market today are

demonstrated in the controllers for the Meta Quest13 and Valve Index14 virtual

reality systems. The The Meta Quest controllers emit infrared light similar to the

Buchla Lightning. The position of these lights — as determined by cameras on

the accompanying headset — is combinedwith data froman inertialmeasurement

unit (IMU) to calculate orientation and track motion. Conversely, the Valve Index

requires infrared light emitters to be placed around the play-area, and the control-

lers themselves contain sensors that track the projected light to calculate their

position and orientation. The accessibility of commodity motion controllers has

led to their use within new performance work to enable open-air control of sound

and graphics. The AirSticks — which are used throughout this thesis’ creative

portfolio — are themselves based on commodity virtual reality controllers.

Now that an appropriate context for the works presented in this thesis has been

established, I willmove on to the discussion ofmethods used in the research.

13 https://web.archive.org/web/20201006100930/forbes.com/sites/joeparlock/2020/10/05/
a-look-at-the-oculus-quest-2s-new-touch-controllers

14 https://web.archive.org/web/20240121091033/liamfoot.com/valve-index-controllers-in-depth-review

https://web.archive.org/web/20201006100930/forbes.com/sites/joeparlock/2020/10/05/a-look-at-the-oculus-quest-2s-new-touch-controllers
https://web.archive.org/web/20201006100930/forbes.com/sites/joeparlock/2020/10/05/a-look-at-the-oculus-quest-2s-new-touch-controllers
https://web.archive.org/web/20240121091033/liamfoot.com/valve-index-controllers-in-depth-review
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3. Methods

3.1. Research through design
Given that this research is concerned with the development of new interactive

technological systems, it naturally falls within the domain of Human-Computer

Interaction (HCI) research. This interdisciplinary field investigates the design and

implementation of computing systems crafted for human use, as well as the study

of the phenomena that surround them.

This thesis applies a Research through Design (RtD) methodology, an approach

commonly used within the HCI research field. The aim of the research is to push

boundaries of live performance through the creation of new works and systems.

RtD — as a form of practice-based research — is embedded in this process of

creation.

RtD encapsulates the iterative creation and evaluation of design artefacts as a

means of generating knowledge. In this process, the act of ’making’ is regarded as

amethod of inquiry (Zimmerman et al., 2007). This is particularly relevant in areas

of research that involvenovel technologies, or the implementationof technologies

in novel contexts. Where previously established knowledge may not be directly

applicable, new insights can be generated through the act of design.
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The design artefacts presented through this thesis encompass a range of

outputs. The mixed reality systems presented over the next chapters are

design artefacts themselves — as are the creative pieces of work produced

using these systems. Artefact contributions of HCI research are not merely

end products, but also embody the knowledge and insights gained throughout

the design process (Gaver, 2012). The work elaborated on in chapters 4 and 5

embody both practical outcomes and conceptual conclusions. The presentation

of each work and their underlying systems form a portfolio of discrete artefact

contributions.

In addition, chapter 6 expands the scope of discussion to a wider examination of

system design with respect to the findings of the creative portfolio on the whole.

A new system for telepresent performance in augmented reality is presented

through the context of iteration and evaluation of the entire design journey. This

new system’s presentation, positioning within the larger research context, and

its ’real-world’ output (a functioning system and its source code), together form

another significant artefact contribution.

Wobbrock and Kientz (2016) define seven types of contributions HCI research can

yield, and artefact contributions are only one of them. This thesis also presents

outcomes in the form of theoretical contributions.

A framework is derived from the iterative design and development process, which

consists of two components: a set of system design heuristics, and a suite of

modes of interaction. These synthesise practical knowledge gained through the

creation of artefacts into a structured criteria, and offer a guidance for designing

and implementing mixed reality systems for live performance.
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3.2. Practice-based research
RtD aligns naturally with practice-based research, which guides the research pro-

cess of this thesis. This methodology is similarly concerned with the creation of

output artefacts, and is often employed by researchers in the intersection of tech-

nologyandthecreativearts (A. J. Bluff, 2017; Ilsar, 2018; A. J. Johnston, 2009).

Practice-based research involves an original investigation with the aim of gen-

erating new knowledge through practice and its outcomes (Candy, 2006). When

a particular creative outcome contains an original contribution to the field, the

product that demonstrates this contribution — be it a composition, an exhibit,

a performance, or any number of practical works — is integral in being able to

understand the research.

With arts-focused research, the study takes place with the exploration, discovery

and change of artistic processes — but in contrast with sole artistic exercise, the

artefacts of a practice-based researcher are complemented by documentation

that provides context, criticism, analysis and explanation in order to express how

thepractice itselfhascontributed to thefield. Theplacementof theartworkwithin

a scholarly context is what ”unites the artistic and the academic in an enterprise

that impacts on both domains” (Borgdorff, 2012, p. 143).

When combining research with artistic practice, the act of creating new works

cannot be detached from the research process. It is not only the manufacture

of a novel product, but proof of new insight and understanding framed within the

context of practice that defines an artistic practice-based study.

In addition to grounding the research inside real-world application, a practice-

based approach is ideal for study that aims to preserve the natural dynamics and

spontaneity of artistic creation processes.
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To be practice-based is to bemore flexible; more embedded in the im-

manence of operations; more responsive to material and conceptual

change; more reflexive. (Phillips, 2010, p. 71)

In her discussion on different models of creative practice-based research,

Candy (2011) outlines four possible outcomes: works (i.e. artefacts), design criteria,

conceptual frameworks, and results that arise from evaluation. In this light, the

already stated HCI outcomes of artefact and theoretical contributions are solidly

grounded in practice-based research.

With this in mind, the approach of this thesis is to incorporate components of

practice-based research and research through design. This synthesis allows for

the dynamics of artistic practice to flourish while examining its processes and

outputwithina researchcontext, contributingoutcomes toboth theacademicand

artistic domains.

3.3. Collaborative design
Throughout the creative portfolio of works presented in this thesis, I assumed the

role of system designer. If not working alone in this role, as in Critical Path (5.4),

I was on a team sharing this task, as with the AirSticks (4) and Layer (5.3). I also

took on the roles of software engineer and graphics designer. Only in one case

(5.2) do I additionally take on the role of performer, yet the performer is one of the

most important users of a system built for live performance. In this context, the

performance artists are the main stakeholders dependent on the success of the

system.

In the example of my work with choreographer and dancer Cloé Fournier for Crit-

ical Path (5.4), I constructed a system for telepresent dance performance using

augmented reality glasses. One approach in this context would be to develop the
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system, hand it off to the user, and have them compose a performance using it.

After which, the system could be evaluated using a measurable usability criteria

and potentially iterated upon. This is a totally valid approach in the design and de-

velopment of an artefact, and encompasses the principles of user-centred design

— inwhich the design process engageswith the end-user to develop a systemwith

their requirements in mind (Mao et al., 2005).

While an approach that involves first the creation of prototypes before handing off

for usability testing does consider the end-user, it potentially overlooks engaging

with their unique needs, context, and creative vision from the very beginning. It is

a less streamlined route to the samedesign goal, perhapsmissing critical nuances

along the way. This is particularly salient in the context of performance art, where

the artist’s unique style and conceptual ideas drive the creative process. In this

context, amore collaborative and interactive design process is beneficial, and the

approach of participatory design is relevant.

Participatory design is a user-centred designmethodology that advocates for the

involvement of all stakeholders in the design process to ensure the result meets

their needs (Hanington & Martin, 2012). This approach to design emerged as a

means of designing human-computer interfaces that engaged workers in the pro-

cess of designing the systems they would make use of every day (Spinuzzi, 2005),

and is centred on the principle of co-creation. It involves key stakeholders in the

design process of an artefact to produce systems that are usable, beneficial, and

relevant to their contexts.

A major benefit of participatory design is that it engages with the tacit know-

ledge of the stakeholders. The potential richness of understanding that is to be

gained from engaging a creative practitioner’s experiential knowledge — including

insights that may not be easily verbalised — is too valuable to ignore.
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When we think of knowledge, we often think of explicit forms of know-

ledge: things that are written down, defined, categorized, systemat-

ized, or quantified. But to understand knowledge-making in particip-

atory design, we have to understand that much knowledge tends to be

tacit. Tacit knowledge is implicit rather than explicit, holistic rather

than bounded and systematized; it is what people know without being

able to articulate. (Spinuzzi, 2005, p. 165)

This research applies an approach drawing upon the core principles of participat-

ory design, respecting thecreative insights of participants to inspire andguide the

design process. Returning to the case ofmy collaborationwith the choreographer

mentionedabove, participatory design respects their existing artistic practice. By

incorporatingaspectsofparticipatorydesign, theneed to ’workaround’ anydesign

elements thatmight contradict their usual practice isminimised. Thecollaborator

is not forced to either simply accept or rejectmy design decisions, but is treated

as an active participant in the design of the systems themselves.

Throughout the creative portfolio presented in this thesis, I actively engaged with

musicians, dancers, choreographers, and directors in the design process of the

interactive systems. Practitioners involved in system design sessions provided in-

put and feedback,while I adapted the technology to their needsandcreative vision.

Theuseof real-timevisualisationsystemsandsoftware thatcanbereprogrammed

on the fly is particularly beneficial in this context, as it allows for adaptability

and immediate implementation of ideas generated during the co-design sessions.

This collaborative approach not only results in more usable and relevant systems,

but also fosters a sense of ownership and engagement among the performers,

as they have actively contributed to shaping the technology they will use in their

creative practice.
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Certainly the primary focus of the design approach in this thesis was through

collaboratingwith creative practitioners, though section 4.4 also opens adialogue

with audiences during the design process, and begins to explore their importance

as stakeholders as well.

3.4. Approaches to development
Eachproductionwithin this thesiswas created in periods of collaborative develop-

ment, where eachmember of the teamwouldwork concurrently, in the same room

or studio or theatre. Even when working on solitary tasks, the shared physical

space facilitated an exchange of ideas and creative inputs.

A tangible example of how the participatory approach guided the design is presen-

ted in figure 3.1, which shows a Kanban board used during the Critical Path resid-

encyperiod. InitiallydevelopedbyToyota in the 1940s tostreamlinemanufacturing,

Kanban revolvesaroundvisualmanagement, continual improvementandflexibility.

Itmakes use of cards representing individual taskswithin a project that aremoved

alongaboardas their statuschanges. Over thepast fewdecades, Kanbanhasseen

widespread application in software development teams, often in conjunction with

Agile software development methods (Brechner, 2015).

While we didn’t strictly follow the traditional structure of the Kanban method,

we utilised its core philosophy to facilitate our participatory process. It allowed

for flexible adjustments to tasks and priorities relating to the design of both

our system and our performance, while keeping stakeholders informed on design

processes. Software development tasks, choreographic tasks and conceptual

tasks were combined together on the board. Importantly, the visibility provided

by the Kanban board stimulated collaborative discussions and decision-making —

ensuring the developed systems aligned with each participant’s practice.
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Figure 3.1. – Amodified Kanban board was used for visibility between collaborators working on
different components of Critical Path (5.4). Blue cards represent software development tasks, pink
cards represent choreographic tasks, and green/yellow cards represent concepts to explore.

The approach to design of new systems grounded in practice and active stake-

holder participation, as evidenced in our sharedphysicalworkspace anduse of the

Kanban board, is emblematic of adaptive development. This is a term taken from

theworld of software, where all approaches to development range from predictive

to adaptive (Boehm& Turner, 2009).

Predictive development focuses on discretely outlining the system’s requirements

from the start at both high and low levels, moving forward by developing for

these needs and catering to known risks. In contrast, adaptive approaches to

developmentfirst outline higher-level goals, but rather than sticking to a rigid path

of low-level tasks, they are poised to cater to emergent requirements that are not

pre-specifiable.

This inherentflexibilitymakesadaptivedevelopmentasuitablepartner topractice-

based research, allowing for low-level system requirements to be discovered and

adapted to through the ongoing creative practice and input from collaborators,
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rather than being rigidly pre-specified. For example, when developing the audio-

visual systems for Computer Storm with Alon Ilsar (4.4), higher-level motives such

as crowd participation and multi-modal integration were specified, along with

thematic notions of voyeurism and data autonomy.

Tasks related to the design and implementation of the actual interactive systems

emerged as we dove into the creative process in active dialogue with one another.

New requirements like bi-directional communication between visualisation and

sound systems emerged as we explored creatively. Desires, requirements and im-

plementations of our systems evolved through a process of iterative development,

testing and refinement.

3.5. Data collection
As previously stated, practice-based research is not confined to the creation of

the artefact alone. The contextualisation, evaluation and reflection surrounding

the practical output are equally significant in generating a comprehensive un-

derstanding of the research (Candy, 2006). Consequently, a practice-based re-

searchermustgenerate rawdata forevaluationand reflection inways thatproperly

capture the exploratory nature of their artefact’s design process.

For my own data collection I leveraged a range of tools: video recordings to

document the performance and development stages of each artefact, compre-

hensive notes taken throughout the design process, and transcriptions of both

semi-structured interviews and unstructured discussions involving participants

engaged in the design process.
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Video documentation

The creation of audio-visual performance artefacts necessitates comprehensive

video documentation. In the context of live performance, capturing video be-

comes indispensable as it serves as a proxy for the lived experience within the

research. Readersof this thesiswould likelynothaveattendedmostpresentations

of theworks discussed, so the video excerpts presented through chapters 4 and 5

serveasastand-in. Auslander (2006) eloquently explains the relationshipbetween

performance-focused research and its documentation:

… performance is always at one level raw material for documentation,

the final product through which it will be circulated and with which it

will inevitably become defined … the photography ultimately replaces

the reality it documents. (p. 3)

In addition to this, video documentation of performances facilitates the post-

performance evaluation and reflection alluded to earlier. For works presented

more than once, recordings can chronicle their evolution.

A large collection of video was also captured to thoroughly document the col-

laborative development processes. ’Behind-the-scenes’ clips were frequently

recorded, and include moments of the design process, prototype creations and

practice sessions — all working to capture the collective journey and evolution

of each artefact. As previously mentioned, the development methodology was

non-prescriptive, allowing for design tasks to emerge and evolve throughout the

process. Capturing video throughout development was essential in supporting a

proper understanding of the design journey.

The following is an example of the kind of video recordings that were captured

during development.
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▶ Video 3.1 - Footage captured from augmented reality headsets during Critical Path (5.4)
shows experimentation with a prototype system for telepresence.

Watch at phd.matth.cc/dev-doc-example.

Semi-structured interviews

To generate raw data relating to the works presented in chapter 5, the creative

participants of theworks Layer,MyHouse Your House and Critical Path took part in

post-performance interview sessions.

Interviews can provide the empathetic data collection necessary for analysing

practice-based research. Structured interviews — similar to surveys, where an

interviewer does not deviate from a pre-determined set of questions — are less

flexible than other types of interviews. They often limit the in-depth exploration

of topics required when interviewing a small sample group. As such, the more

free-form approach of semi-structured interviewing was employed, as described

by Bryman (2012).

With semi-structured interviewing, the interview session is somewhat planned

prior to being carried out through the construction of an interview guide. The

interviewee is given major flexibility in their response, but the interview guide —

a set of specific questions or topics noted for the investigation — provides some

direction to the conversation. The open-ended nature of this technique allows the

interviewer to dive deep into topics that arise spontaneously during the interview,

revealing phenomena that would have otherwise gone undiscovered.

In interviews conducted for this thesis, the semi-structured approach was ex-

tended with the application of video-stimulated recall. This method involves the

presentation of video featuring the interviewee themselves, after (or sometimes

https://phd.matth.cc/dev-doc-example.mp4
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during) which they are able to reflect on their own behaviour in the recording

(Nguyen et al., 2013). Prepared videoswere included in the interviewguide in order

to focus the discussion on particular moments of practice.

A sample interview is provided in Appendix A, which demonstrates the free-form

nature of the semi-structured interview process, as well as the video-stimulated

recall method.

Unstructured group discussions

In addition to the interviews, two unstructured group discussions were tran-

scribed. One included a group of ten participants, including myself and the

performer after a development showing of Computer Storm (4.4). The other was

a question-answer session after a showing of Layer (5.3), which included the

production team of sixteen, an MC, and questions from the audience that just

watched the performance.

Group sessions like this — in contrast to the one-on-one approach I have employed

for semi-structured interviews — facilitate collective discussion that allows parti-

cipants to reveal sharedor contrasting views. Thesesessionscaptured immediate

post-performance impressionsandcommunicated theexperiencesofperformers,

technologists and audience members. The unstructured nature of this open-

ended discussion is considered a naturalistic style of ethnographic research, in

which thesocialworld ismostly undisturbedas it is studied (Atkinson, 2007). Spon-

taneity guides the the conversation and shapes the resulting data.

A transcript of one of these group discussions is provided in Appendix B.
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Field notes

Lastly, the collection of field notes formed an indispensable method of data col-

lection for this research. Notes are a form of auto-ethnographic observation

that is fundamental to practice-based research where the researcher is deeply

involvedasaparticipant. Theyserveas themain tool incapturingapractice-based

researcher’s first-hand experiences, thoughts, insights, and perspectives.

In the context of this research, field notes played a crucial role in documenting the

myriad details that video and audio documentationmay havemissed. These notes

were recorded onmy smartphone or laptop, and included amix of descriptions, re-

flections, and analytical thoughts that arose either in real-timeduring the creation

of the artefacts, or as post-action reflections. They helped create an intricate

account of the evolution of each design artefact.

3.6. Thematic analysis
To make sense of these various data sources, an analysis stage was carried out.

Analysis methods are fundamentally about data reduction (Bryman, 2012), where

the body of gathered information must be narrowed to end with something mean-

ingful and insightful. The approach to this research has drawn from methods

present in thematic analysis, in which salient concepts present in the data are

unearthed through the systematic extraction of themes at different scales of

inquiry, from overarching global themes, to specific sub-themes and even smaller

codes (Attride-Stirling, 2001).

Nowell et al. (2017) describe thematic analysis a procedure involving the following

steps: familiarisation with the data; generation of codes; finding, reviewing and

defining of themes; and the production of a report. It is an example of an inductive

approach to research,wherefindingsemerge through thedata itself, and research

does not begin with pre-defined hypotheses or theories.
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In this thesis, when data was collected in the form of semi-structured interviews

and recorded discussions — as in 4.4, 5.3 and 5.4 — transcriptions were imported

intoGNUEmacs1, where theorgqda2 packagewasused toorganise, navigateand

code the data. After coding, notable themes were identified, and further reduced

to formthebasisof: a) thediscussionspresented in the relevantportfolio chapters

and b) the design framework components discussed in chapters 6 and 7. Each of

the system design heuristics andmodes of interaction explained in these findings

initially emerged from a thematic analysis process.

Coding

After the initial step of familiarisation with the data — a process that includes re-

peated reading/viewing of thematerial, and the possible generation ofmore notes

upon reflection (Nowell et al., 2017) — the initial coding procedure takes place. Tex-

tual data is analysed line-by-line, and a ’code’ is created for any new concern that

arises in the text. Codes can start at very low levels, and are initially generated

liberally to capture the concepts contained within the data — even for concerns

that deviate from the dominant narrative in the analysis (Braun & Clarke, 2006).

Coding is a repetitive process however, and passages of text can be assigned and

unassigned multiple codes as the analysis progresses. This process transitions

the unstructured sourcematerial into the beginnings of an understanding of what

the data pertains to.

Figure 3.2 shows the initial coding process as carried out using orgqda. The

source video is presented alongside the audio transcription in an Emacs window,

where passages are tagged with codes below their place in the text.

1 https://www.gnu.org/software/emacs
2 https://gitlab.com/andersjohansson/orgqda

https://www.gnu.org/software/emacs
https://gitlab.com/andersjohansson/orgqda
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Figure 3.2. – A screenshot of the initial coding process using orgqda inside Emacs. The source
video is on the left. The transcription on the right contains highlights that were marked up during
the familiarisation phase. Codes appear in bold orange text underneath passages they are assigned
to.

Developing themes

After the initial ’code list’ is generated, higher-level themes are derived. According

to DeSantis and Ugarriza (2000), a theme inqualitativedataanalysis is ”anabstract

entity that brings meaning and identity to a recurrent experience” (p. 362). Pas-

sages of data are recontextualised within the context of their respective codes.

Each coded excerpt is organised and subsequently visualised in relation to others

sharing the same codes. Higher-level themes are abstracted from lower-level

codes, and summaries are written to describe what the themes represent. Once

themes are derived and described, they are reviewed in relation to one another

and their source. Some collapse into each other, and others are broken down into

multiples. Progressively, the themes are refined into a succinct and manageable

set that effectively summarises the data (Attride-Stirling, 2001).
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Code relations can be inferred from the initial code list in order to recontextualise

thedata to aid emergenceof themes. Figure 3.3 showsorgqda visualisingdata in
the context of these code relations. In this figure, we see a view of all the excerpts

of an interview that have been tagged with the same two codes — Connection

and Presence — so that we can understand better the relationship between these

concepts and tangential codes in the process of deducing themes.

After themes are identified, thematic analysis usually culminates in the

production of a report. A thematic report should ideally provide a coherent

and engaging narrative that encapsulates the data and themes arising from

it (Braun & Clarke, 2006). Verbatim quotes are integrated into the body of the

reporting. This is common in the presentation of a thematic analysis, where short

quotes and full-length passages are often used to aid understanding of specific

points (Nowell et al., 2017).

For this thesis, the identified themesarediscussed throughout thecreativeportfo-

lio, and the data is encapsulated in the bodywhere it is available. The result of this

structuredapproach tounderstanding thequalitativedatawasused in theprocess

of synthesising the findings presented in chapters 6 and 7.

3.7. Summary
In summary, this research project employs a practice-based approach, character-

ised by an iterative process of creating, evaluating, and reflecting upon a series

of mixed reality performance works. This methodology — situated within the in-

tersection of art, technology and academia — falls under the umbrella of Research

through Design.
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My approach involves a collaborative and adaptive development process, building

and refining performance systemswith a direct involvement of practitioners. This

draws on Participatory Design — with system development occurring in tandem

with actual performance creation to ensure the tools are fit-for-purpose and con-

tribute to artistic intent.

Multi-modal data collection is used to construct a holistic record of the research

journey. Performance documentation in the form of photos and videos, as well

as in-development recordings, semi-structured interviews, groupdiscussionsand

field notes present varied perspectives. This data is analysed using methods

drawn from the thematic analysisprocess,where salient themesare identified and

abstracted to construct deep insight.

Research findings are presented as both artefact and theoretical contributions.

The artefact outputs — a fundamental part of both practice-based research and

research through design — include a creative portfolio of mixed reality perform-

ances and their associated system designs, presented with context and analysis.

The theoretical contributions are presented as a framework consisting of a set of

system design heuristics and a collection of modes of interaction, derived from

the iterative design and thematic analysis.

The methodological approach to my research strives to embody the intertwined

nature of theory and practice in the context of mixed reality performance.
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Figure 3.3. – orgqda identifies code relations to help users interpret recurrent themes in the source
material. The top window shows all two-code relations present in the selected datasets, and the
bottomwindow shows all the excerpts coded with both ’Connection’ and ’Presence’.
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4. Augmented Performance
with the AirSticks

4.1. A controller for multi-modal
mixed reality

The works presented in this chapter are underpinned by a digital musical instru-

ment, the AirSticks (Ilsar, 2018), and are the result of a fruitful collaboration with

Alon Ilsar — the co-creator and principal performer of the AirSticks. Our partner-

ship features prominently in this thesis over several works. Alon creates complex

soundscapes that are visualised with real-time graphics systems developed by

myself, making use of motion data generated through his gestural performance

with the device.

The AirSticks have evolved over recent years, but in the iteration presented in

this thesis, the AirSticks utilise the Razer Hydra virtual-reality gaming control-

ler (shown in figure 4.1). Released in 2007, this device predates the wide array

of modern motion controllers for virtual reality available today. As a result, they

feature a distinctive technological design. The Hydra utilise electromagnetic

radiation to track their position and orientation in space relative to a ’hub’ placed

in front of the user. The reliability of the tracking technology used in this device is

notable in comparison to today’s common inertial measurement (IMU) or camera-

based designs for motion control. The Razer Hydra sample at 250 times a second,
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Figure 4.1. – The Razer Hydra virtual-reality gaming controllers.

offer precision up to a millimetre, are not affected by environmental lighting

conditions, donot lose trackingwhenoccludedbehindobjects, anddonotconfuse

their geometric origin in the world after prolonged use.

Despite the precision of the electromagnetic technology used in the Hydra, this

solution was not adopted as a standard for handheld motion-tracked controllers

moving forward. The Hyrda only have a practical tracking range of around one

spherical metre from their base-station, which restricts their use in virtual-reality

applications where greater mobility is often desired. Sixense — the company

behind the technology — failed to mass-manufacture any product that worked at

a greater distance (Robertson, 2017) . The Hydra’s restricted operational zone is

not an issue for the AirSticks however, and over the course of several years, Alon

and his colleagues implemented and refined a software system that transforms

these virtual-reality controllers into a configurable musical instrument that Alon

was able to learn, practice andmaster.
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The objective of my collaboration with Alon is to integrate mixed reality visualisa-

tion into his existing practice of electronic music performance with the AirSticks.

A significant part of Alon’s work focuses on creating ’mappings’ of the instrument

that integrate sound and movement into multi-modal gestures in a way that feels

expressive to a performer, and appears unified to an audience.

Naturally, as I begun to work with Alon and his AirSticks, I too sought ways to

tightly link his gesture into my own experimental visualisation systems. With the

precision data generated by the AirSticks, we have been able to produce some

tightly-integrated audio-visual work together that evokes strong correspondence

between the physical movements of performance and the manipulation of audio-

visual worlds.

The following sections in this chapter discuss threeconfigurationsof theAirSticks

used for mixed reality performance. As presentations of visually-augmented mu-

sic practice, this work features strong emphasis on the interplay of sound and

visuals. Tight synchronicity between theseelements— the concept ofmulti-modal

integration — is presented as an important factor contributing to cohesive audio-

visual composition and performance within mixed reality media, and serves as a

common thread through the chronology of the productions.

Conventional video projectors are used to present the visual components by

projecting onto a transparent theatre fabric known as scrim. Scrim is placed

between the audience and the performers so that virtual environments appear

superimposed on the physical performance environment.

Additionally, works in this chapter make use of depth cameras, and explore the

potential they provide for fusing digital environments into physical performance

space. After the introductionof thesedevices in thischapter, their use inmyaudio-

visual productions continues throughout this thesis and is featured as a central

piece of mixed reality technology throughout.
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Through the integration of these technologies into music performance practice,

this chapter presents case studies that offer insight into the potential mixed

reality has to offer in presentation of novel live performance. My aim is that

the presentation of these productions showcase the transformational nature of

mixed reality as amedium, and hint towards a future where the boundary between

physical and virtual is increasingly blurred. By embedding responsive virtualities,

the immersive potential of live performance is elevated, and new dimensions of

performer and audience engagement are revealed.
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4.2. Trigger Happy Visualised
4.2.1. A gesture-controlledmixed reality show

Thefirstworkof this chapter isTriggerHappyVisualised—anaudio-visual perform-

ance featuring the music of Comatone and Foley performed by Alon Ilsar, with an

interactive visual environment programmed by myself. This production explores

the interplay between sound, graphics and movement. Digital projections on a

transparent scrim create a mixed reality stage environment that is controlled

through Ilsar’s live performance gestures.

This work explores several modes of interaction within a virtual audio-visual en-

vironment embedded into the physical stage. The performer plays on virtual

instruments suspendedbetween themselves and the audience using theAirSticks,

directs abstract reconstructions of their body through motion, and performs on

a drum-kit that is virtually augmented through integrated visualisations. This

section elaborates on two of these interaction modes as they are presented in

videos 4.1 and 4.2.

Trigger Happy Visualised has been performed at numerous festivals and events

over the past five years, and has provided audiences with a view into a magical

world of multi-modal mixed reality performance. A full recording of the hour-long

show is presented in video 4.3.
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▶ Video 4.1 -An excerpt from the scene Computer Rain shows augmentations based on
depth camera input. (01:00)

Watch at phd.matth.cc/trigger-happy/computer-rain.

▶ Video 4.2 -An excerpt from the sceneHeifen demonstrates graphics that virtually
augment a standard drum-kit (00:30).

Watch at phd.matth.cc/trigger-happy/heifen.

▶ Video 4.3 - Full performance at the 2020Melbourne Fringe Festival. (57:10)

Watch at phd.matth.cc/trigger-happy/melbourne-fringe.

https://phd.matth.cc/trigger-happy/computer-rain.mp4
https://phd.matth.cc/trigger-happy/heifen.mp4
https://phd.matth.cc/trigger-happy/melbourne-fringe.mp4
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Figure 4.2 – The live performance
is captured by a depth camera.
Gestures transform the
reconstructed avatar as it
is projected in front of the
performance area.
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Figure 4.3 – The pose of the
performer, and the physical
gestures created are reflected
in the virtual environment.
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Figure 4.4 – Interactive audio-
visual objects are projected onto
a pop-up scrim, and appear
suspended in air between
performer and audience.
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4.2.2. System design

Input data from the Razer Hydra is captured and analysed by a custom AirSticks

mapping software developed by Mark Havryliv (Ilsar et al., 2013). The controller

data is fed into a triggering subsystem that is able to infer ’strikes’ through ima-

ginary planes positioned in space around the performer. A strike generates a MIDI

note-onmessage alongwith velocity, while raw data from the controller’s position

and orientation, along with button presses and analog sticks, are translated into

MIDI continuous-control (CC) messages. Along with MIDI, the AirSticks mapping

software simultaneously generates OSCmessages that provide greater resolution

than MIDI for subsystems that require it.

MIDI is sent into a range of synthesisers, sample-players and effects units inside

theAbletonLivedigital audioworkstation1 runningon thesamecomputer. This live

interaction is combined with a prepared timeline that advances through backing-

tracks for the music presented in the show, as well as pre-programmed MIDI

sequences that map to pre-recorded aspects of themusic.

Simultaneously, a Microsoft Kinect v2 depth camera2 is connected to a computer

separate from the mapping and sound systems that handles the real-time render-

ing of graphics. The Kinect SDK is used inside a custom visualisation software

developed using the Unity 3D engine3, which renders several bespoke virtual en-

vironments throughout the performance. The depth camera is used to construct

some visual components, while others are synthesised by independent generative

graphics and particle systems.

1 https://web.archive.org/web/20201110193511/ableton.com/en/live
2 https://web.archive.org/web/20230130120318/learn.microsoft.com/en-us/windows/apps/
design/devices/kinect-for-windows

3 https://web.archive.org/web/20190605231113/unity.com

https://web.archive.org/web/20201110193511/ableton.com/en/live
https://web.archive.org/web/20230130120318/learn.microsoft.com/en-us/windows/apps/design/devices/kinect-for-windows
https://web.archive.org/web/20230130120318/learn.microsoft.com/en-us/windows/apps/design/devices/kinect-for-windows
https://web.archive.org/web/20190605231113/unity.com
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Figure 4.5. – Trigger Happy Visualised distributes tasks over two networked computers.

AirSticks

Kinect v2

RTP-MIDIAbleton Live

Unity-based
Visualiser

OSCMIDI

AirSticks Mapping
Software

Loudspeakers Projector

MIDI from Ableton Live is sent over a local-area-network to the visualisation 

computer using the RTP-MIDI protocol4. This MIDI information is used to trigger 

visualisation components with note-on events, and is also used to change scenes 

and fire off pre-determined c ues. The OSC generated by the AirSticks is concur-

rently streamed into the visualisation software, where it is used to manipulate 

components of the virtual environment for gestures that require a higher precision 

than MIDI.

Audio from Ableton is sent to venue loudspeakers, and the graphics from the 

visualisation computer are transmitted to a projector pointed at the front of the 

stage. The projector casts images onto a transparent scrim positioned between 

the performer and the audience (visible in figure  4.4). The scrim — used not just 

in this work, but throughout many works presented in this thesis — facilitates 

superimposition of the virtual scene onto the stage to create a mixed reality

4 https://datatracker.ietf.org/doc/rfc4695

https://datatracker.ietf.org/doc/rfc4695
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performance space. It creates an MR illusion for the audience, but also provides 

a canvas in front of the performer that allows them to see and interact with virtual 

performance elements.

An outline of the system design is shown in figure 4.5.

4.2.3. Augmented physicality

By definition, mixed reality contains some blend of live physicality with live virtual-

ity. If a virtual component of a scene is made responsive to a physical component 

or vice versa, the blend is more cohesive. Trigger Happy Visualised captures 

multiple sources of the physicality present on stage as inputs used to make the 

virtual environment responsive to the physical.

The most obvious physical input is in the motion control of the AirSticks, which 

manipulate audio-visual elements based on the performer’s live pose. Many scenes 

in this production however, utilise additional interfaces between the synthesised 

virtuality and the stage. In these scenes, the physical presence of the performer 

and the performance area are amplified by interactive visualisations derived from 

the on-stage environment. The presentation of virtualities that are both derived 

from and used to transform the physical realm could be described as augmented 

physicality — where tangible, physical components are amplified through virtualit-

ies that elevate a material presence.

Two scenes in particular from Trigger Happy Visualised can be examined to further 

explore this concept. The use of a depth-camera in Computer Rain and a drum-kit 

in Heifen are both examples of mixed reality where virtual elements are informed 

by the physical environment in order to augment the physicality on stage.
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Figure 4.6. – Computer Rain uses a depth camera to influence the shape of a particle system.

Computer Rain

The first example, Computer Rain disperses a swarm of illuminated particles

among the performance area. The depth camera is pointed directly at the per-

former, and a 3D reconstruction of their body is fed into a simulation that drives

the particles. The degree to which the particle system conforms to the shape

of the performer’s body is controlled by the vertical position of the right-hand

controller (as shown in figure 4.6 and video 4.1). The horizontal position of the

left-hand controller steers the trajectory of the particle system. As the performer

shifts this controller left or right, the particles follow suit as if swept by an invisible

wind.

The same movement allows the performer to play the main musical melody over

a bed of cut-up rhythmic samples of a struggling computer’s hard-drive — with

pitch mapped from left to right. A strike with the right hand triggers a kick drum

synth. Thepositionand rotationof thecontroller adjusts timbreandpanning,while

delay and reverb are controlled by the heights of the left and right controllers,

respectively.
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Figure 4.7. – Heifen binds virtual bursts of graphics to the physicality of the drum-kit.

The manipulation of virtual elements so tightly integrated with the live physical

form of the performer presents a vivid example of a system that enables augmen-

ted physicality. The performer’s physical presence on stage is amplified by the use

of the live depth stream as input for the visualisation. This mixed reality configur-

ation exhibits a symbiotic relationship between the physical and the virtual.

Within the work’s creative context, this relationship is used to present a manifest-

ation of humanity’s relationshipwith data. Oscillating between states of order and

chaos, this audio-visual sceneexplores the tensionbetweennoiseandclarity, both

figuratively and literally.

Heifen

Heifen binds visualisations to the drum patterns played live on a standard drum-

kit (as shown in figure 4.7 and video 4.2). Both the drum-kit and the performer’s

physical presence on stage are amplified through transient visual bursts as each

drum is struck.



4.2. Trigger Happy Visualised 59

Figure 4.8. – A seat on the side misses out on the desired spatialisation virtual elements inHeifen.

An important factor in the success of this scene’s augmentation of physicality is

the effective localisation of the virtual elements onto the positions of each drum

within the physical space. From the optimal viewing angle, reailty and virtuality is

blurred with a high level of integration.

While the simulated elements appear strongly integrated, their interactivity is an

illusion. It would be possible to achieve a comparable outcome that is genuinely

interactive through the use of piezomicrophones attached to the drums to trigger

the visual bursts. However, since the music for this production was fully pre-

composed and performed alongside a backing-track, a simpler solution was util-

ised whereby a prepared MIDI track of the drum pattern played through Ableton

Live triggers the visualisation independently of the kit on stage.

While Computer Rain focuses primarily on using the performer’s body through the

depth camera as an input that binds physicality and virtuality, Heifen incorporates

the tangibleobjectof thedrum-kit into thevirtualisation. Thisallows the inanimate

drums to appear as active participants in the mixed reality experience, extending

the implementation of augmenting physicality to include the broader performance

space, not just the performer.
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When viewed off-axis, the mixed reality illusion in scenes like Heifen that feature

specifically spatialised virtual elements can be compromised due to the nature of

scrim-projection. As illustrated in figure 4.8, a viewer seated at a sharp angle off

the projection surface doesn’t experience the intended localisation of the drum-

kit augmentations, reducing the degree of integration in comparison to a viewer

seated parallel to the stage.

Though viewer perspective does still have a detrimental impact on themixed real-

ity experience, link between physicality and virtuality ismore resilient in Computer

Rain, as the depth camera is used to construct a partial re-implementation of the

physical space. This maintains an embodiment of the performer’s stage presence

inside the virtuality even when viewed from off-axis.
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4.3. Virtual Audio-Visual
Instruments

4.3.1. Dynamic construction of a mixed reality

The previous section showcased bespoke audio-visual environments that com-

bine live interaction with automation to render amixed reaily performance for pre-

written music. In contrast, this section presents the AirSticks as a controller for

standalone audio-visual instruments that can be played indepent of any precom-

position. These instrumentsbuild upon interactions fromTriggerHappyVisualised,

but remove the strict relationship with that production’s musical timeline.

This work allows for versatile composition and improvisational performance

through a set of three fully-interactive virtual instruments. Each instrument

is manipulated using gestures from the AirSticks, and is visualised in the

performance space by projection onto a transparent scrim. The instruments can

be controlled simultaneously and sequenced. The result is a gestural performance

system that enables the real-time construction of a multi-layered mixed reality

scene.

The configuration of the AirSticks as discussed in this section was presented at

the Georgia Institute of Technology’s Guthman New Musical Instrument Competi-

tion, and at SIGGRAPH Asia’s Real Time Live! in 2019.

Videos of these presentations are available at:

▶ Video 4.4 - The AirSticks at the Guthman NewMusical Instrument Competition in 2019.
(04:26)

Watch at phd.matth.cc/airsticks/guthman.

▶ Video 4.5 - The presentation of the AirSticks at SIGGRAPH Asia’s Real Time Live! in
2019, which includes an explanation of the system design. (08:45)

Watch at phd.matth.cc/airsticks/siggraph.

https://phd.matth.cc/airsticks/guthman.mp4
https://phd.matth.cc/airsticks/siggraph.mp4
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Figure 4.9 – The Rods create
an explosion of interconnected
particles when the AirSticks are
struck. Stretching them alters the
behaviour of the particles and the
timbre of the sound.
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Figure 4.10 –Multiple audio-
visual instruments are layered
to create complex mixed reality
compositions.
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Figure 4.11 – Different configura-
tions of each instrument can be
programmed into presets to store
variations.
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4.3.2. System design

The technical infrastructure used for this work is similar to Trigger Happy Visual-

ised. TheAirSticks control AbletonLive on aMacbookPro, aswell as aUnity-based

visualisationonanetworkedgamingcomputer— in thiscaseahighly-portable Intel

NUC. The audio is sent to loudspeakers and the video is projected onto the same

scrim placed between the performer and the audience.

Onekeydifferencebetween this setupand theoneused inTriggerHappyVisualised

is the software user interface that is used to map the visual instruments to the

incomingdata from theAirSticks. With theprevious system, all visual composition

was done inside theUnity 3DEditor development environment. This time however,

a custom user-interface that is overlaid on top of the visualisation at runtime

was developed to provide focused control over the construction of audio-visual

mappings.

This enhanced interface (shown in figure 4.12) is in essence a preset editor de-

signed for configuring instances of the three virtual instruments. The controls

of this interface allow graphics parameters to be easily mapped to incoming MIDI

or OSC messages sent by the AirSticks. This user interface affords fine-tuned

adjustments for visualisation behaviours and presentation, and allows raw data

from the AirSticks to bind directly to these variables. At any point, the current

state of these parameters can be saved to disk as a preset with save-and-restore

functionality.

The performer and I engaged in co-design sessions where we collaboratively

tweakedmappings in this editor against sound fromAbletonLive inorder todesign

convincingly integrated audio and visuals. When we achieved a result that aligned

with each of our aesthetic goals, as well as the performer’s needs for playability,

the configuration was saved as a preset to be loaded at performance time.
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Figure 4.12. – The AirSticks mapping UI controls the behaviour of the visualisation.

4.3.3. Harmony between sound, graphics and
movement

This work focuses greatly on creating ’harmonic’ relationships between the sonic,

visual and gestural components of the performance. It engages in the practice

of audio‐visual harmony as described by computer animation pioneer John Whit-

ney (1980) and extended by digital artists in the modern era (Alves, 2005). Audio-

visual harmony concentrates on the integration of sound and image into a single

entity, often generating both components from the same initial data source for

more effective fusion (Fox, 2007; Ikeshiro, 2012). With the AirSticks, we introduce

gesture into the concept of audio-visual harmony and attempt to bind all three

constituents into one so that the AirSticks is perceived truly as an audio-visual

instrument being controlled through performance gestures.
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Figure 4.13. – The Rods are a virtual mallet percussion instrument that feature distorted tones of a
pentatonic scale arranged in space, visualised by an orbiting interconnected particle system.

The human brain has the ability to combine multiple sensory inputs (e.g. sight

and sound) into a single coherent event (Stein & Meredith, 1993). This process

is referred to as multi-modal integration, and is contingent upon both temporal

and spatial criteria. In essence, if sensory stimuli occur closely together in time

and space, the brain is more likely to perceive them as a unified, singular event.

In combining sound, graphics and movement with the AirSticks, we attempt to

harness this phenomenon in the design of three virtual instruments suspended in

front of the performer:

1. The Rods

The first instrument is named The Rods, pictured in figure 4.13. The Rods are

designed to emulate interactionwith amallet percussion instrument. Five distinct

regions are delineated in the performer’s front space, each placed in different loc-

ations on the X and Z axes. Upon striking a virtual ’surface’, each region produces a

unique tone within a pentatonic scale. Accompanying the sonic response, each

note’s transient is visualised with a burst of particles, emphasising the impact
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Figure 4.14. – The innermost circle in these images is The Ring, a membranous circle that vibrates
when struck to produce electronic drum sounds.

of the performance gesture. The particles are interconnected between the left

and right hands through elongated ’rods’. The specific notes struck determine the

colours of these visual components.

The sound is sustained as long as the AirSticks maintain their position below the

struck virtual surface, during which the particle visualisation continues to orbit

around each controller. The absolute position of the controllers determine both

the location of the visualisation, as well as the timbre of the sound, allowing the

performer to stretch and pull each note within space to achieve a wide range

of timbral variation. The behaviour of the visualisations is intrinsically linked to

this sonic manipulation, and both the sound and graphics become more or less

chaotic and noisy depending on the position of the performer’s hands. As timbre

intensifies, so do the rods and the particles that form the connections.

2. The Ring

The second instrument, titled The Ring is a membrane-like circle that surrounds

the silhouette of the performer. It is the innermost circle pictured in figure 4.14.

This circle can be ’hit’ by one of the AirSticks through a strike to the air in front of
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the projection. A burst of angular noise emanates from where it is struck, while

a similarly noisy percussion sample is sounded. As the audience views it, the

performer can strike in different locations around the circumference of the ring

to trigger a range of different audio-visual events.

Five virtual ’hit-boxes’ for the AirSticks are placed around the circle, with each set

to trigger the start of an electronic drum sound and a generative animation that

draws from the shape and tone of the sound. After one of the ring’s hit-boxes

has been struck, a twist of the controller visually contracts The Ring’s membrane,

pulling it towards the strike point while engaging a band-pass filter, ’tightening’

both the sound and graphics. The effect remains active until the user moves their

hand away from the ring, causing a ’note-off’.

Buttonson thecontrollersareassignedto the taskof recordinga loopingsequence

on the ring. A button-press will put the ring into ’record mode’, visualised by

a change in colour to a neon-red glow to provide the performer and audience

an indication of recording. With further button controls on the AirSticks, the

user can start, stop and clear recordings, as well as overdub the sequence to

build up complex rhythmic patterns. When record mode is deactivated, the ring

returns to its original colour and continues playing the recorded drum sequence

autonomously, freeing up the user’s hands to play the other two instruments while

the loop continues.

3. The Vortex

The third instrument, The Vortex, is an expressive arpeggiator visualised by spin-

ning particles that radiate outwards from the performer. These particles leave

trails to create rotating rings as the sequences run in an effort to visualise the

cyclical workings of the arpeggiator. Unlike the previous instruments, The Vortex

primarily operates through continuous control inputs as opposed to strikes in the

air.
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Figure 4.15. – The Vortex ranges from simple to complex as instances are layered andmanipulated.

Each hand controls an arpeggiator for a different sound. The right hand is used to

control a bass arpeggiator, and the left hand controls a higher, more percussive

sound. To activate either arpeggiator, the performer holds down a trigger on the

corresponding controller.

Moving the controller backwards and forwards in space alters how the arpeggiator

climbs thechosenchord. As thenotes in thearpeggiator climb, thediameterof the

circle that the visualised particles travel on expands outward, resulting in dilating

concentric rings.

Moving the controller left and right alters the timbreof the sound. For thebass, the

horizontal movement alters the level of distortion, and for the percussive sound,

the horizontal movementmorphs its timbre from a hi-hat-like and completely non-

tonal sound to one that sounds digitally melodic.
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The analogue sticks on both controllers are used to change the rhythmic pattern

played by each arpeggiator. Moving the analogue sticks left and right allows

expressivecontrol over rhythmwithamechanismthat facilitatesquick, immediate

changes. This enables the performer to weave complex rhythmic textures in real

time.

4.3.4. Practicalities of multi-modal integration

The aim of this work was to create harmonious and clear integration of sound,

graphics andmovement, although the projection-based approach tomixed reality

used can make this multi-modal integration challenging. As previously noted, the

effectivenessofmulti-modal integration inpractice is influencedbyboth temporal

and spatial factors. We presented this mixed reality configuration across dozens

of venues over years, and found that performance venues can fight against both

temporal and spatial requirements in our attempts at audio-visual synchronicity

with the instruments.

The construct of the temporal bindingwindow helps highlight a potential downside

we discovered when relying on a projector to present the integrated audio-

visual objects of this project. Separate audio and visual stimuli are perceived

as one when these stimuli are presented temporally close to each other

(Alais et al., 2010). Neurological studies have attempted to quantify the temporal

range that multi-modal stimuli must lie within to be considered integrated

(Dixon & Spitz, 1980; Stevenson et al., 2012). The temporal binding window refers

to this range, within which events across sensory modalities are likely to be

perceived as a single event. A strike of the AirSticks generates a sonic event

and a graphic event in reaction to the movement. For a participant (either user or

spectator) to believe the experience as an integrated audio-visual instrument, the

events across both senses need to occur within the participants temporal binding

window. Stevenson et al. (2012) found that themean size of the window present in
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the participants of their study was 215 milliseconds. Given that this is the mean

time window we have to integrate sound and vision into one, then an audience

could contain many people for which this window is smaller.

For theAirSticks to create anaudio-visual gesture, the systempipelinemust:

1. Process the performer’s movement to generate an event

2. Communicate this event to connected audio and visual subsystems

3. Generate audio and send it to speakers

4. Compute the visualisation and send it to a projector

The virtual reality controllers that the AirSticks are based on — the Razer Hyrda —

have a latency between 4 and 10 milliseconds (Basu et al., 2012). Communication

of signals from theAirSticks over the local network of connected computers takes

nomore than 1millisecond. Togenerateaudio, thechain fromMIDI input toadigital

instrument to the audio interface could take up to 30 milliseconds. Given this, we

can make a reasonable conclusion that both the movement gesture and a sound

produced by the AirSticks will fall within most people’s temporal binding window.

In addition, because we use the same controllers, computer hardware and audio

interface for each performance, the latency in converting movement to sound is

constant through all presentations of the performance system.

For the visualisation however, achieving a low latency can be more challenging. It

is not unreasonable to expect a frame of visualisation to take 16 milliseconds to

render, which would give us ample capacity for audio-visual temporal binding — if

it were not for the projector. Over our performances in many different venues, it

became clear that projector selection can have a significant impact on the latency

from gesture to visualisation.
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The signal-to-visual delay of a projector is the critical factor. This parameter is

communicated as input lag in projector specifications. Large-format and install-

ation projectors used in big venues often focus on scale and brightness rather

than latency, and can exhibit considerable input lag in the realm of hundreds of

milliseconds. This is not a top priority for manufacturers of large-format pro-

jectors, because a few hundred milliseconds is generally suitable for most other

applications.

In addition to the input lag present in the projector itself, the video signal chain

can introduce even more delay. Video signals from the PC to the projector may

require very long cable runs that introduce delay; they may be amplified or sent

through HDMImatrices, capture cards and converters; they could be converted to

Ethernet before being converted back. All of this together can seriously impact

the time it takes for a physical gesture to be expressed in the virtual world.

Video 4.4 shows a prime example where the model of projector had a high input-

lag, resulting in a clear impact on the audio-visual integration. From the very first

strike it is noticeable that the virtual elementsfloating in front of theperformer lag

both the gesture and sound by a considerable amount.

For smaller scale presentations, where relatively less projection size or brightness

is required, gaming projectorsmay be suitable to ensure a low amount of input lag.

These have a dedicated mode that reduces input lag as much as possible to aid

with a player’s reaction time in multiplayer gaming, though projectors with this

feature often require geometric correction to be disabled in this mode. Geometric

correction is a software feature that allows a projector to adjust the image to

compensate for the shape and position of the projection surface. It is hard to

imagine a presentation in a live performance setting that could forego this feature,

whichmakes the subset of gaming projectors that disable geometric correction in

low input lag mode also unsuitable.
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If possible, practitioners should use their own projector or make sure one that is

beingprovided features low latency, however it is notalwayspossible tochoose the

projectorwhenplaying different venues unless the performancehas a commercial

budget. In addition, cable runs and conversions to and from video signal formats

should be minimised as much as possible, though again this can’t always be

achieved. Unfortunately, very tightlybound temporal synchronicitywith thegoal of

creating integrated audio-visual instruments is diminished with many projection

configurations. Practitioners utilising projection-based mixed reality may have

more success designing interactions that do not require high temporal precision.

Slow gestures that aremore forgiving to the input lagmay present better across a

variety of projectors in comparison to gestures that accentuate transient-focused

’strikes’ like the Rods and Ring do.

Depending on the design of the virtual instrument, spatial synchrony may be as

important as timing. Thiswasdiscussedbriefly in section4.2.3 onHeifen inTrigger

Happy Visualised, though the rods here are another example of a visualisation

that maps physicality and virtuality in a one-to-one spatial relationship. The rods

appear just in-front of the AirSticks, tracking and following the physical location

of the performer’s hands. Notice the rods in figures 4.14 and 4.13 that appear

to be shooting straight out from the handheld controllers. With this kind of

visualisation, the accuracy of the instrument’s graphical representation in space

is a consideration. However the ability to manage this factor is often out of

our control, again due to the projection-based presentation method chosen to

visualise themixed reality.

Acharacteristic ofprojection-basedmixed reality is theflatplaneof theprojection

surface. In contrast to the three-dimensional experience offered by headset-

based mixed reality (explored in section 5.4), the scrim used for the AirSticks

ensures that localised visual events, like the Rods, work to their full effect only

when the audience is located front-on to the stage. The Rods only appear as
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spatiallymapped to the performer’s hands fromwithin a limited rangeof angles ap-

proaching perpendicularity to the projection surface. Through the spatialisation

of the Rods, we attempt to tightly integrate the performer’s physical posewith the

virtual graphics. People are more likely to report stimuli as integrated when their

spatial position is coupled (Zampini et al., 2005), though this is hard to achieve

uniformly when audience position dictates the ability to accurately spatialise the

virtual elements. From the front, the virtuality would appear aligned to the body,

but that experience is lost at steep angles. For many performance venues, it is

inevitable that audience sight lineswill be spread across awide range of non-ideal

angles, which fights against attempts at tight spatial integration of physical and

virtual worlds when using projection for mixed reality.
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4.4. Computer Storm
4.4.1. Bringing in the crowd

Computer Storm examines our existence as streams of data, and intimates a

complex relationshipwith surveilence by directing depth cameras at the audience

in addition to the stage. It was presented at the 2020 conference on Tangible,

Embedded and Embodied Interaction (Ilsar & Hughes, 2020).

This audio-visual piece is a spiritual successor to Computer Rain (4.2.3). Like its

predecessor, it affords the performer control over a field of particles with the

AirSticks, and through the use of depth cameras, he is able to oscillate between

noise and human form.

An interactive virtual environment is projected between the performer and the

crowd that contains reconstructions of them both. As Ilsar navigates the digital

landscape, audience-members become a part of the performance. Their bodies

and interactions influence both the visuals and the spatial soundscape. This piece

aims to dissolve the distinction between spectator and participant, raising ques-

tions on personal space and the implications of living in an increasingly connected

world.

▶ Video 4.6 - Development preview performance for Computer Storm at UTS. (06:53)

Watch at phd.matth.cc/computer-storm/development.

▶ Video 4.7 -A performance of Computer Stormwith a view of the crowd at TEI 2020.
(07:03)

Watch at phd.matth.cc/computer-storm/tei.

https://phd.matth.cc/computer-storm/development.mp4
https://phd.matth.cc/computer-storm/tei.mp4
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Figure 4.16 – The performer uses
the AirSticks to nagivate a camera
through a virtual reconstruction of
the audience.
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Figure 4.17 – The performer uses
the AirSticks to nagivate a camera
through a virtual reconstruction of
the audience.
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Figure 4.18 – The performeruses
the AirSticks to nagivate a camera
through a virtual reconstruction of
the audience.
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Figure 4.19. – Computer Storm’s distributed system design.
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4.4.2. System design

Of the projects presented so far in this chapter, Computer Storm is the first to

expand the area captured by depth cameras beyond the boundaries of the stage. A

multi-camera setup is directed at the environment of both the performer and the

audience to reproduce the entire performance space in a virtual scene that can

be navigated and manipulated in real-time. To complement the comprehensive

coverage of the cameras, the audio is presented in quadraphonic surround sound.

The audio-visual scene is controlled through movement using the AirSticks, and

like theotherAirSticksprojectsdiscussedso far, thevirtualworld isprojectedonto

a scrim positioned between the stage and the crowd.

Three network-connected computers are used in total. OnePChosts theAirSticks

mapping software as well as Ableton Live for generating audio. A second PC

hosts the three audience-facing cameras. The third PC hosts the performer’s

camera, a LiveScan3D server for synthesising the point-cloud, as well as a Unity-

based visualisation server that generates the graphics. This distributed network

of components is illustrated in figure 4.19.
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Figure 4.20. – Computer Storm’s teleimmersive configuration.
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LiveScan3D (Kowalski et al., 2015) is at the core of this setup. This software syn-

thesisespoint-clouds captured frommultiple depth sensors into a single, volumet-

ric scene. Four depth cameras work in tandem to capture the entire performance

environment, with one Microsoft Kinect v2 placed in front of the performer, two

Intel RealSense D435s positioned in front of the audience on either side, and one

more Kinect v2 placed behind the audience. This configuration is illustrated in

figure 4.20.
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The D435 cameras have the advantage of being able to connect to the same

host computer simultaneously, in comparison to the Kinect v2 which require one

computer per camera. A comparison between these cameras is explored in more

detail in section 6.2.2. This simultaneous connection capability allows only two

computers to be required to host cameras for this performance, though

In order to integrate the RealSense D435s into the LiveScan3D system which only

supports Kinect cameras, a custom version of the open-source Intel RealSense

Viewer tool5 was developed with added network streaming capabilities. In this

custom application, depth and colour frames from the RealSense cameras are

packed and sent using the protocol required by the LiveScan3D server.

Despite the increased resolution of the D435 cameras compared to the Kinect v2s,

the D435 sensors struggle when capturing subjects over 1.5 metres away. The ini-

tial plan was to use only three cameras in Computer Storm— one for the performer

and twopositionedon the sidesof the audience, though the secondKinect camera

at the rear needed to be introduced to combat the D435s short practical range.

The range deficiency however, results in relatively sparse point-clouds coming

from the D435s compared to the density that the Kinect v2 is capable of when

positioned at a reasonable distance for capturing the audience.

As the Kinect stream is more dense than the D435s, the synthesised point-cloud

generated by LiveScan3D using these two camera models generates a visualisa-

tion that emphasises the Kinect cameras more than the D435s. For Computer

Storm, this potential flaw ended up harmonising well with the themes of the piece.

As the performer navigated the virtual camera around the 3D form of the audience

members, the backs of people (as captured by the Kinect) appeared farmore clear

5 https://web.archive.org/web/20220516102019/github.com/IntelRealSense/librealsense/tree/
master/tools/realsense-viewer

https://web.archive.org/web/20220516102019/github.com/IntelRealSense/librealsense/tree/master/tools/realsense-viewer
https://web.archive.org/web/20220516102019/github.com/IntelRealSense/librealsense/tree/master/tools/realsense-viewer
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than their front. This added a kind of ’anonymisation’ to the audience members,

resonating with with the piece’s exploration of surveillance and our relationship

with technology.

The Kinect v2 directed at the crowd however did present its own challenge,mostly

due to its limited capabilities for controlling the behaviour of its sensor. We

found ourselves wrestling with the auto-exposure feature of the camera. In dark

settings, the Kinect v2 automatically switches to a 15 frames-per-second mode

in order to let more light into its colour sensor. This doesn’t pose a problem in

bright rehearsal environments or for well-lit performers on stage. However, it can

significantly affect the capture rate of audience areas, which are typically less lit

than the performer. For our presentation at TEI, the audiencewas captured at half

the frame-rate of the camera pointing towards the performer. This could have

been detrimental to the piece, however the effect was barely noticed due to the

relatively static nature of the audienceduring this performance (a detail discussed

more in section 4.4.4).

The Drone

Computer Storm’s main mode of interaction for the performer is in the navigation

of the audio-visual environment. This space is navigated by OSC signals sent over

a network from the AirSticks.

The left-hand controller orients the view into the visualisation by manipulating a

virtual camera, shown in figure 4.21. The right-hand controls various noisy simu-

lation behaviours applied to the particle system. The virtual camera’s horizontal

and vertical location can be altered by moving the left AirStick in any direction.

The camera flies about the scene as if the performer is operating a drone in the

virtual space. This camera drone can be flown anywhere in the reconstructed live
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Figure 4.21. – The performer orients the virtual scene in Computer Storm by positioning his left-
hand controller. Simultaneously, he positions a ’vacuum’ in the virtualised crowd.

environment, and by pressing the left or right trigger on the AirSticks, the drone

canorbit around its focal point. The followingvideoshowsaprototypeof thedrone-

navigation interaction mode and its integrated sound design.

▶ Video 4.8 - Gestural interaction in Computer Storm enables control of a virtual camera
drone. Be cautious with sound levels if wearing headphones. (01:12)

Watch at phd.matth.cc/computer-storm/control.

This3Dcameradronemakes itpossible toviewthe real-timedigital reconstruction

of the physical scene through unlimited viewpoints. This includes orientations

thatwould be impossible for a physical camera to occupy: hovering above the audi-

ence, sweeping among peoples feet, or gazing from inside someones head.

The graphics and the audio in this piece are integrated with many of the AirSticks’

inputs configured to affect both modalities simultaneously. Moving the position

and orientation of the camera drone in the virtual world alters the spatialisation

andaestheticsof the surround-soundcoming fromAbletonLive. Moving thedrone

to a particular area of the scene focuses the sounds out of the loudspeakers into

that space. Orbiting the camera results in sounds swirling around the crowd,

https://phd.matth.cc/computer-storm/control.mp4
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and zooming in close into the personal space of the audience members produces

intimateandclosely-mikedbreathingsounds toevokeasenseofuninviteddiscom-

fort.

The Unity simulation also measures the point-cloud it receives from LiveScan3D,

and the resulting values can send to Ableton over OSC to affect sound generation.

Pressing a button on one of the AirSticks engages a ’vacuum’ that animates the

point-cloud upward as a beam of light. The performer uses the same controls as

the camera to control this vacuum. If the simulation detects that an audience

member is present in the space being sucked up by the vacuum, a rhythmic

sequence is activated. If the audience leave the zone being activated, or the

performer shifts their focus, then the sequence stops. Computer Storm builds to

its climax as a few vacuums are locked in place among the crowd to generate a set

of interactive counter-rhythms.

The objective when developing Computer Stormwas to use depth cameras around

the audience to explore the physicality of awidermixed reality performance space.

The end result is a piece that encourages engagement and attempts to draw the

audience into participation through their live presence in the teleimmersive scene.
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4.4.3. An Augmented Virtuality

Chapter 2.1 of this thesis mentioned the virtuality continuum as described by

Milgram and Kishino (1994). This spectrum of mixed reality is pictured again be-

low.

Figure 4.22. –Milgram and Kishino’s virtuality continuum.
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The previous AirSticks scenes discussed in the three instruments and Trigger

Happy Visualised sections all create augmented reality environments. They super-

impose virtual elements onto a physical environment with the goal of blending the

two worlds into one. The spatial registration of virtual elements in the physical

scene is a defining part of augmented reality, so some might say these works

projected in 2D onto a flat surface do not satisfy its definition. To that I would

respond that the virtual elements are still registered into a 3D simulation, and

are manipulated in response to the physical 3D spatialisation of the AirSticks, the

performer, and the drum-kit. Even if these works are not canonical AR, they at

least sit toward the left side of the virtuality continuum above.

In contrast, Computer Storm does not attempt to present virtual objects as if they

are part of the physical environment of the stage. Instead, it presents a virtual

environment containing a reconstruction of the physical environment, and it does

so as a visualisation that is not attempting to embed itself into the physicality of

the stage.
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This places Computer Storm further to the right on the virtuality continuum as an

example of augmented virtuality. This piece in particular explores the augmented

virtuality concept of teleimmersion — the embedding of people into a distinct

virtual environment (Kurillo & Bajcsy, 2013). Asa teleimmersiveperformance,Com-

puter Rain is able to investigate the notions of participation and presence inside a

virtual performance space.

4.4.4. Participation

Primarily, the development of Computer Storm served as a platform to consider

audience participation within the scope of audio-visual performances. Although

we barely touched the surface exploring the modes of interaction available to a

performance like this, the creation process, presentation, and subsequent discus-

sions with participants provided valuable insights into the dynamics of audience

involvement within themedium of teleimmersive performance.

Some of the most entertaining moments for the audience-members were when

they became consciously aware that they were not just spectators, but active

participants.

… the moment I realised that it was really ’live’ … when it zoomed out,

andwewereall thesecolourful blobs… I could read thebackofmyshirt

[and] I was like ”oh damn!” … I felt like thosemoments stood out. — R

Initially the performer manipulates an image of themself on the scrim, but soon

after pulls the virtual camera away and into the crowd. The transition frompassive

observer to active participant is not something people expect when they attend a

performance.
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Ifwe’rewatching, [weaccept] ’beinganaudience’, insteadofbeingpart

of it. At first I didn’t consider we were going to be on that screen at all.

So we’ve taken on that role of audience, but when it was taken back it

was a bit like ”Am I watching? Or am I participating?” — I

This surprise shift in role is exploitable particularly in a performance context. The

preconceivednotionofwhat activity an attendeemight engage inwhen they arrive

to a music performance is markedly different from environments like galleries

or museums, where an audience might be more likely to expect an interactive

experience.

When an audience is there to see a performance… [they’re] like ”I’m in

anaudienceand I’m justwatching”…but if itwas… inanexhibitionor in

a space where people were wandering around interacting with things

… you’d get a completely different reaction. — E

If you make it an installation then you’re not questioning the audience.

you’re telling them to interact. Whereas here, you come in going… ”I’m

justwatching”…and that tome is thepoint of this. That’s thechallenge.

— Performer

The vacuums provided an virtual audio-visual element that the crowd was able to

influence themselves through their position in the room, but thismechanicelicited

very little physical engagement for a number of reasons.

Complexity of the visualisation was one factor that inhibited participation. If

the graphics overwhelm the participants, it might stun them into acting more

observant than participatory.

I’ve never seen anything like that … I don’t understand the tech of it …

so I was just starting at the screen. — I
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The almost constant movement of the camera drone was another detail that

caused restraint from the audience. To incite movement from the audience,

it could be more effective to maintain static or only slowly-moving camera

states.

I think with so much movement you don’t know when you should move

yourself. — J

On reflection, it seems naive to think that we could promote a playful audience

movement while thework’s voyeuristic thememakes patrons uncomfortable. This

theme characterised by the drone successfully induced an anxiety in the parti-

cipants — at odds with kinetic participation.

I wanted to move but I felt very self conscious … because we’re under

surveillance. — I

The transformation of audiencemembers from observers to contributors through

mixed reality must be well-managed. Real-time capture of an audience into a

virtual environment can offer a highly engaging experience, but abrupt changes or

overwhelming stimuli can hinder participation. Future works should experiment

with the balance of immersion and audience comfort.

4.4.5. Presence

The physical experience of Computer Storm extends beyond the active engage-

ment of participants with the virtual environment. A passively experienced sense

of physicality can be induced by the virtualities of the scene. A perceived presence

of the drone inside the room was described by many participants. The virtual

construct was able to elicit a quasi-physical response.
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Even though audience members are watching themselves from an external per-

spective, they still feel thepresenceof thedroneas if itwasnavigating thephysical

room. The presence of the drone is transported outside the display and into

personal space, even though its not at all visualised.

I … had that feeling like … it’s definitely moving amongst us. — E

The drone’s presence was enhanced by tight integration between the sound and

the visuals. The spatial link between the surround-sound placement of the audio

with the position of the camera drone within the projected scene further embed-

ded the virtual drone in the audience’s physicality.

It felt like there was … an entity moving around, especially with the

sound of the breath. — J

A real intimacy to this presence is demonstrated through the audio-visual integra-

tion of breath samples and camera zoom. As the virtual camera zooms closer into

the crowd, the sound of breathing is focused and intensified.

I actually felt like something was moving around us … when the sound

wasminimal. — D

The drone pilot interaction mode in the virtual space allows a presence in the

physical space to be embodied by the performer. The control that the manipu-

lator of a teleimmersive environment has over the psycho-physical perceptions

of participants is an incredibly evocative power. And it becomes more powerful

throughmulti-modal integration. This intense connection between the performer

and the audience could have profound implications for creatively shaping future

teleimmersive or participatory experiences like Computer Storm.
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5. Telepresent Performance

5.1. Making connection
Computer Storm was one of my first meaningful explorations into the inclusion of

audience participation in a mixed reality work. It had been my plan to continue

down this path and further explore the integration of mixed reality into audience

environments at live music performances, and the potential for this to engage

people in novel ways. I had developed some comfort and experience with systems

for producingmixed reality visualisations of livemusic with the AirSticks projects,

and I had been creating my own system for audio-visual composition specifically

dedicated to a live music context.

The first public presentation of Computer Stormwas performed at the TEI confer-

ence in February of 2020. Less than amonth later,myhomestate began to restrict

attendanceofpublic eventsdue to thearrival of thepandemic. By theendofMarch

all residents were mandated by the government to stay inside their homes, and it

becameveryclear thata focusonconventional crowd interaction foranyupcoming

work was out of the question. The livemusic scene shut down for a year and a half,

andwhen it opened back up, we faced another sixmonths of restricted access and

bans on standing crowds and dancing in venues. To continue my practice-based

study, it became necessary to adapt to the new circumstances.
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The concepts and technologies explored in the previous works were not made

redundant but required recontextualisation. In this section titled Telepresent

Performance, three new works are presented that repurpose and extend the

technologies previously used for augmented live performance into productions

that incorporate the concept of remote participation. The desire to overcome

geographic boundaries and sanctioned separation led to a focus on teleimmersive

and telepresent configurations of mixed reality performance.

These works explore the possibilities of the virtuality continuum in a new light.

They evoke a sense of presence for performers within spaces that are virtual or

physically remote. To connect over distance, the following productions make use

of depth cameras and reprojection, and delve deeper into both virtual space and

augmented reality.
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5.2. AirStream
5.2.1. Creating a composite space

AirStream is an AirSticks duet that bridges the physical distance between two

performers through an internet-connected teleimmersive environment. Each

performer and their immediate physical environment is captured and streamed

into a virtual space to form a composite living room— from one half in Sydney and

the other in Melbourne. Both performers are reconstructed as live point-clouds

in the virtual room, where they simultaneously manipulate sound and graphics

through gesture and pose.

Theextendedpandemic lock-downsand inter-state travel restrictions in our home

cities forced us to explore new methods of remote performance and collabora-

tion.

Performance within teleimmersive environments like this highlights the poten-

tial of technology to foster human connection even in times of forced separa-

tion.

AirStream was presented at the conference on New Interfaces for Musical Expres-

sion (NIME) in June 2021, as well as at Audio Mostly in September 2021. The full

performance recording is available below.

▶ Video 5.1 - The AirStream performance as presented at NIME 2021. (08:34)

Watch at phd.matth.cc/airstream.

https://phd.matth.cc/airstream.mp4
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Figure 5.1 – AirStreammerges the
rooms of two remote performers
into a single audio-visual
environment.
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Figure 5.2 – AirStreammerges
the rooms of two remote
performers into a single audio-
visual environment.
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Figure 5.3 – AirStreammerges
the rooms of two remote
performers into a single audio-
visual environment.
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5.2.2. System design

The systems developed for previous AirSticks productions all operate using a dis-

tributed network architecture, where data is shared between multiple computers

tasked with distinct roles. In these performances, musical data such as OSC and

MIDI, aswell as image streams fromdepth cameras are transmitted over local area

networks.

AirStream is nodifferent in itsdistributedarchitecture. It containsseveral streams

of data that must be shared between computers, though for this piece, these

streams are transmitted over the internet. Figure 5.4 presents an overview of the

distributed architecture of AirStream, highlighting components located in Sydney

and Melbourne in red and blue respectively.

Figure 5.4. – The system architecture for AirStream is distributed across two locations. Compon-
ents physically located in Sydney and Melbourne are coloured red and blue respectively.
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AirStream utilises a virtual private network (or VPN) to facilitate the connection

between the two remotely-located computers it uses. A VPN creates a private

network over the infrastructure of public networks, allowing connected devices to

communicate on the internet as if they were connected directly to the same local

area network. A VPN allows us to use the same software and the same networked

systems that we would use when on stage together — except over the internet —

and without any need to think about running servers in the cloud or exposing our

devices to the internet proper.

We utilised ZeroTier1 to create our AirStream VPN, though there are alternative

approaches. WireGuard2 can be used, and is the de-facto standard modern VPN

protocol. It can be configured itself, though services like ZeroTier exist to make

the setup ofWireGuard networks trivial. Tailscale3 is an alternativewhich provides

faster connections and a simpler setup than ZeroTier. Using a VPN for AirStream

made orchestrating the communications over the internet incredibly straight-

forward as our connections could remain peer-to-peer, and we didn’t need to

spend time developing services that work in the cloud.

Sound

Ableton Live runs on the computer in Melbourne to generate music, and the set of

AirSticks there manipulates sounds through a local MIDI signal. The MIDI signal

produced by the AirSticks in Sydney is sent over the network using RTP-MIDI into

the same Ableton Live session, where it is able tomanipulate other aspects of the

sound simultaneously.

1 https://web.archive.org/web/20230607164907/zerotier.com
2 https://web.archive.org/web/20230610160049/wireguard.com
3 https://web.archive.org/web/20230610174443/tailscale.com

https://web.archive.org/web/20230607164907/zerotier.com
https://web.archive.org/web/20230610160049/wireguard.com
https://web.archive.org/web/20230610174443/tailscale.com
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The performer in Melbourne was able to listen to the music directly from their

computer, and formyself to hear theAbleton session inSydneyweusedCleanfeed4

to stream the audio. This solution provided a middling quality audio stream with

considerable latency, resulting in a noticable lag between performing a gesture in

Sydney and hearing a response in the returning audio. Some alternatives such as

Jacktrip5 or Jamulus6 are worth investigating for future work to see if latency can

be improved, though for AirStreamwe were able to accommodate for an audio lag

in howwe devised the performance.

The performer in Melbourne — who had the sound playing locally — created tran-

sient sounds by striking in the air with his controllers. The kind of rhythmic

precision necessary to do the same in Sydney was not possible due to the audio

lag, so my own gestures were mapped to timbral parameters for less rhythmic

interactions.

Depth cameras

A depth camera at each location captures each participant’s performance area.

We used the cameras we each had access to. In Melbourne this was a Kinect v2,

and in Sydney this was an Azure Kinect. The images from these sensors are

published using a Sensor Stream Pipe7 client running on each performer’s ma-

chine.

Sensor Stream Pipe (SSP) is encodes depth and colour frames coming from 3D

cameras and transmits them over a network. Is it built to send multiple video

streams over a network in real-time. The compression provided by SSP reduces

the bandwidth required for anRGB-D camera streamenough to allow transmission

4 https://web.archive.org/web/20230601101303/cleanfeed.net
5 https://web.archive.org/web/20230316095313/jacktrip.github.io/jacktrip
6 https://web.archive.org/web/20230607144730/jamulus.io
7 https://web.archive.org/web/20230323035314/sensor-stream-pipe.moetsi.com

https://web.archive.org/web/20230601101303/cleanfeed.net
https://web.archive.org/web/20230316095313/jacktrip.github.io/jacktrip
https://web.archive.org/web/20230607144730/jamulus.io
https://web.archive.org/web/20230323035314/sensor-stream-pipe.moetsi.com
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Figure 5.5. – One performer has the ability to orient the view into the virtual environment.

over the internet. SSP is suited for tasks where sensor data needs to be offloaded

from the devices performing the capture and onto other devices for further pro-

cessing.

The base SSP code makes some assumptions that are not suited for AirStream

or live performance scenarios in general. In particular, it prioritises guaranteed

deliveryofeach frameat thecostof increasedstream latency. It also lackssupport

for the Kinect v2 camera that was available to us in Melbourne at the time. Due to

these factors, custom changes to the SSP source code were made for AirStream

in order to prioritise low latencies and to provide compatibility with the this work’s

hardware and visualisation pipeline.

The SSP streams coming from each location are received by the visualisation

computer located in Sydney. Here, the streams are decoded into point-clouds

and integrated into the unified virtual 3D scene. The graphics of this virtual

environment are created and controlled using custom Unity-based visualisation

software. The Unity instance in Sydney receives MIDI signals from both locations

in a similar fashion to the Ableton instance in Melbourne.
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Interactive video streaming

Similar to the audio, the graphics were rendered on a computer at one location.

The Sydney location rendered the graphics and transmitted them to Melbourne as

a video stream. To facilitate this, we used Parsec8 — a high-quality, low-latency

remote desktop service originally built to stream real-time gaming. Traditional

video conferencing applications like Zoom were insufficient for our needs due

to their inconsistent quality and poor compression artefacts. Similarly, basic

remote desktop protocols like VNC and RDP didn’t offer the performance levels

required. Parsec was chosen due to its high-quality stream and impressive re-

sponsiveness.

Theopen-source alternativeSunshine9wasalso considered, though I found it does

not handle unstable networks aswell. It is able to offer higher quality video, though

in situationsof network instability, Sunshinecandropmanyconsecutive framesor

exhibit spikes in stream latency. In these cases Sunshine notifies the user that

they aren’t able to meet bandwidth requirements and suggests a lower bit-rate

configuration. In contrast, Parsec proactively adjusts the video encoder’s bit-rate

to maintain a consistent frame rate when the internet connection is not able to

meet throughput demands. This active adaptation to network conditions resulted

in a consistent smooth motion at the cost of an occasionally more pixelated

image, which was a trade-off justified for the liveness necessary in performance.

In some cases though, the consistent high image quality offered by Sunshine

might be a better fit, like if a high-quality internet connection can be guarunteed

(generally not in Australia), or for applications that involve slowly moving or static

graphics.

8 https://web.archive.org/web/20230206032124/parsec.app
9 https://web.archive.org/web/20230607101003/github.com/lizardbyte/sunshine

https://web.archive.org/web/20230206032124/parsec.app
https://web.archive.org/web/20230607101003/github.com/lizardbyte/sunshine
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5.2.3. Virtual space as an instrument

AirStream presents a playable teleimmersive environment. This merged virtuality

is not just a synthesis of each performer’s space — it is an instrument itself. With

two performers engaged, each player interacts with separate parameters of the

samesonic and graphic parts,making the virtual space a single instrument for two

players. Through their performance gestures, players simultaneously shape their

reconstructed physicalities and conduct the tightly integrated soundscape.

The visual components of the virtual space are rendered as a dense particle

system, illuminated in colourful and saturated area lighting.

The main auditory component is a bass synthesiser, which is versatile enough to

work as a percussive sound, a main melody, or a drone depending on the state of

its parameters.

The performer is afforded control over activating a note on this synthesiser. A

strike to one of the eight spaces mapped out in front of his body allows him to

play through a chosen scale. When a note is initiated, the particle system pulses

outwards, and the colour of the scene’s lighting is changed as the performer

stretches this note and shifts the controllers around space.

By twisting the AirSticks, the performer controls a filter over the synthesiser as

well as an orbital rotation of the particles that tracks against the filter’s cutoff

frequency.

For myself, I am afforded control over the level of a white-noise oscillator, and

a ring-modulator. These are mapped to the 3D position in space of my set of

AirSticks. As the white-noise rises, particles stretch into spikes. As the ring-

modulation intensifies, the particles disperse into an abstract cloud.
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This division of parameters that control the synthesiser was deliberately chosen.

Since the performer in Melbourne had Ableton running locally, they could hear

the audio without delay, so was chosen to be the one with rhythmic and melodic

control over the sound. My own control affects only the timbre, which allows some

tolerance in timing and somewhat bypasses the issue of audio latency.

Thevirtual camera representsa thirdpresence in thisenvironment. Asetupsimilar

to the ’drone’ in Computer Storm is used, with zoom and orbit controls mapped to

the analog sticks on the AirSticks. This allows for the orientation of the virtual

camera while simultaneously playing the sonic and graphic controls.

AirStream reshapes the challenges of physical distance into a creative oppor-

tunity. It merges two geographically-disparate spaces into a unified, expressive

instrument, showcasing the potential of teleimmersive environments. Beyond

bridging the physical distance, we embody and manipulate the virtual realm itself,

demonstrating how such spaces can serve as novel parts of the performance

itself.
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5.3. Layer
5.3.1. Displaced connection

Layer is an internet-connected dance production that embeds geographically-

disparate performers in Australia and the Netherlands into mixed reality perform-

ance environments. Through the interplay of physical, virtual and fragmented

realities, Layer probes the complexities of self-perception, isolation, and the

emotional landscape of our changing world.

Over the course of the forty-minute production, the physical and virtual forms of

the local and remote dancers are integrated into a range of mixed reality configur-

ations where performer’s physicalities are displaced.

Birthed through a shared experience of disconnection during isolation, Layer

focuses heavily on connection. It narrates the team’s collective journey around

connection — its absence, its pursuit, and its realisation. It shows mixed reality

used to elicitmeaningful on-stage connections between remoteperformers.

Layerwaspresentedover four nights— twice toa liveaudience inSydneyand twice

again for an audience in Groningen. One Sydney performance was streamed to an

audience online. Video documentation and a trailer are available below.

▶ Video 5.2 -A trailer for Layer. (03:00)

Watch at phd.matth.cc/layer/trailer.

▶ Video 5.3 - Layer as presented at the Flying Nun in Sydney, October 2020. (36:14)
Watch at phd.matth.cc/layer/sydney.

▶ Video 5.4 - Layer as presented at Grand Theatre Groningen, December 2020. A Q&A
session with the audience team is shown at the end. (57:23)

Watch at phd.matth.cc/layer/groningen.

https://phd.matth.cc/layer/trailer.mp4
https://phd.matth.cc/layer/sydney.mp4
https://phd.matth.cc/layer/groningen.mp4
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Figure 5.6 – A table placed in the
performance space for Layer
helps integrate the remote
participant into the physical stage
environment.
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Figure 5.7 – Layer sees the
trio of dancers inhabit multiple
configurations of teleimmersive
space.
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Figure 5.8 – A fundamental theme
of Layer is connection.
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Amassive teamof people contributed to the development of Layer. This workwas

a joint-production between Box of Birds, Shelfish Productions and WERC. It was

directed byDavid Clarkson in Australia andVeerle van Overloop in theNetherlands,

and features dancers Olympia Kotopoulos, Cloé Fournier and Katina Olsen. The

technical teaminSydneyconsistedofmyself andBoris Bagattini, and inGroningen:

Olav Huizer, Joachim Rümke and Jelle Valk.

Theprocessof designing the systemused in this performancewashugely collabor-

ative. Each of the five experienced technical artists brought into the project their

own idiosyncratic approaches to audio-visual system design. Through both purely

local and remotely-connected development sessions, the technical team actively

engaged with the dancers, choreographer, and directors. The technologies used

and the design decisions made — as described in the following sections — are the

direct result of this participatory approach. By considering each practitioner’s

current practice and knowledge, we were able to speedily create a system that

integrated our workflows and attempted to support each stakeholder’s creative

goals.

5.3.2. System design

The network of devices and software used in Layer is illustrated in figure 5.9.

Depth cameras capture performers in both locations as point-clouds, which are

visualised in 3D, using TouchDesigner and Unity, before being transported to the

remote location as streaming video. The remote video is composited with local

visualisations and projected into the performance space.
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Figure 5.9. – The system architecture for Layer is distributed across two locations. Components
physically located in Sydney and Groningen are coloured red and blue respectively.
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Layer builds upon the distributed infrastructure utilised in AirStream. Zerotier is

again used for a virtual private network (VPN) between the Sydney and Groningen

venues to share streams of data needed for the performance. Another unchanged

component is theuseofParsec tostreamremote-desktopvideobetweenthesites.

These softwares mostly worked well, however we did face network connection

difficulties during development.

TheSydney development ofLayer took place in three venues. Two venues had con-

sistent internet, but our most-used rehearsal space provided a lousy connection,

and we were forced to use a 4G cellular modem. This introduced high latencies

and lower available network throughput, which increased video lag and sometimes

resulted in Parsec refusing to connect at all.
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It is in the nature of this kind of experimental10 performance development that

teams may be required to move between different rehearsal and performance

spaces. Because of this, it is incredibly important to have robust network infra-

structure that can scale to work with poor quality connections, as internet quality

is never guaranteed from venue-to-venue.

Even when quality internet is available, larger venues may implement restrictions

on what connections aremade available to network clients. It was not uncommon

for the venues in both Groningen and Sydney to have a network firewall in place

that prohibited Parsec frommaking a connection. A VPN is meant to remedy this,

but we had trouble stopping Parsec fromusing thewider internet to first establish

initial connectivity. When this kind of connection issue blocked us, we streamed

desktop capture of our computers over the video-conference application Zoom11

instead, which presented a poor quality stream unsuitable for final presentation,

but tolerable for use when developing choreographic ideas. Since video-chat

applications like Zoom send their data over TCP using standard HTTPS ports, they

are less likely to be blocked on a foreign network. High-quality remote desktop

such as Parsec or Sunshine send UDP traffic over uncommon ports, which makes

them more likely to be blocked if a venue has an IT team that values internet

security. For somevenuesweneeded to request forParsec’s ports tobeunblocked

by IT.

Where AirStream (5.2) combines incoming data together into a single virtual en-

vironment rendered only once, Layer requires that two separate visualisations be

rendered in order to reproject the remote performers into the opposite environ-

ments simultaneously. Visualisations of the performers and a series of virtual

environments are created using a combination of TouchDesigner and Unity. Com-

puters in both locations send their visualisations into a TouchDesigner instance

10 read: underfunded
11 https://web.archive.org/web/20201018014820/zoom.us

https://web.archive.org/web/20201018014820/zoom.us
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thatactsasa ’videomixer’, compositing local visualisationstreamsonto the incom-

ing remote streams from Parsec. These two merged visualisations constructed

on each side are projected onto their respective stages. The end result is two

(sometimes dramatically) different presentations between locations that contain

the same live performances, but are influenced by the aesthetics decided upon by

each team.

Data is not sent directly from the depth cameras themselves over the virtual

private network, instead the point-clouds are placed in a 3D scene that is rendered

locally and transmitted over video. While this means a shared 3D virtual environ-

ment is not generated directly as it is for AirStream, 3D control over the remote

visualisations is still afforded to the receiving team. The remote desktop connec-

tion allows one team to take control of their partner’s computers in order to orient

remote virtual cameras. The remote scene can therefore be lined up according to

the requirements of the local virtual and physical environments.

For some scenes, just the remote performer is projected onto the stage. This is

shown in figure 5.10), which effectivelyworks to teleport the remote dancer’s pres-

ence to the in-situ performers by placing her virtuality on top of a physical table.

In this case, the Sydney tech team takes control of the Groningen visualisation to

transform, scale, orient and otherwise align the 3D representation of the remote

dancer with the physicality of the local performers and the table.

In other scenes, each location’s visualisation is integrated into a teleimmersive

rendering (as shown in figure 5.7) that is projected at the rear of the stage. This

projection acts as a viewport into a virtual location that is separate from both

physical stages.

Music is not streamed directly from one location to another. We found that it was

notworth straining the bandwidth of our already inconsistent network connection.

Parsec itself can send desktop audio, though we in unreliable conditions this was
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Figure 5.10. – A remote performer dances with two performers in-situ on Layer’s mixed reality
stage.

the first part of the stream to deteriorate. None of the music presented in this

production is performed live, so it is not necessary that audio be streamed in real-

time. The only requirement is for the playback of audio to be synchronised. A

playlist of the prerecorded music as wav files is loaded in both locations inside

a TouchDesigner patch. OSC messages sent between each location facilitate the

synchronised playback of the files on each side.

In addition to the video and audio communications visible to the performers and

the audiences, a vital component of the connectivity between our remote per-

formance environments also worth mentioning is the use of instant messaging.

The synthesis of our remote environments required the management of several

networked computers transmitting many streams of data. Orchestrating these

streams and their operation smoothly is crucial for a successful performance, so

while the dancers can communicate through their choreography, projected as

video, the tech teams across locations are constantly communicating through
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instant messaging to coordinate scene changes, trigger audio-visual cues, orient

virtual cameras, and troubleshoot the systems in real-time. We used Slack, al-

though any private chat-room is equivalent.

Depth cameras

Layer used a range of different depth cameras to capture the performers in 3D.

The Sydney team utilised two Intel RealSense D435 structured-light cameras, one

Intel RealSense L515 time-of-flight camera, and one Microsoft Azure Kinect time-

of-flightcamera,while theGroningen teamusedasingle IntelRealSenseL515 time-

of-flight camera.

Each camera has its own qualities, which are described more broadly in sec-

tion 6.2.2 on the practical considerations of 3D camera selection. However in

relation to their specific use with Layer, these cameras had direct impact on

choreographic choicesmade during development. One scene in particular (shown

in figure 5.7) was crafted around the distortions inherent in the quality of the

cameras.

During this scene, the Sydney side use the two D435 structured-light cameras on

either side of the stage, with performers sat directly in front. This camera pro-

duces a ’waviness’ in the depth image it creates. While this distortionmakes depth

maps produced by the camera unusable for applications that require accuracy,

these cameras were useful in creating a deformed, grotesque image that is used

to convey a sense of discomfort in how the self is captured and presented through

technology. One performer commented on how ”ugly” this particular cameramade

her face look, and the choreography was crafted to amplify this ugliness by having

the performers tear at their faces.
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The Groningen team made use of the L515 time-of-flight camera, which is poor

at capturing human hair (among other specific materials). The L515 is only able

to consistently detect hair if it falls on-top of other parts of the subject’s body —

such as the shoulders, chest or back—with any long hair that extends out from the

body’s silhouette usually rendered invisible. This fault of the camera technology

again influenced the choreography of this scene, leading to all three performers

alternating between extending their hair out from their heads and wrapping it

around their bodies.

5.3.3. Modes of Interaction

As we experimented with different ways of having our on-stage and remote

dancers share their performance space, a primary focus of the development of

Layer was the investigation of a number of different teleimmersive interaction

modes.

Although our initial goal was to create a piece that could be experienced by two

audiences at once (one in Sydney and one inGroningen), due to differences in time-

zone and venue access, we did not end up presenting Layer to both audiences

simultaneously. This meant that during each performance, remote performers

were essentially ”supporting” the location that did have the audience. Figure

5.11 shows the Sydney team playing the role of support during a live Groningen

performance. While not our initial intention, this allowed both teams to explore

the interactionmodesmoresuitable for the venueandavailable resources,making

Layer essentially two different performances.

Notably in the presentations for Sydney, we included scenes focused around

the exploration of telepresence, while the performances for Groningen placed a

greater focus on teleimmersion. When local and remote performers in Groningen

are presented together, it is achieved by transporting all performers virtually into
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Figure 5.11. – The Sydney performers of Layer are captured and streamed to the live audience in
Groningen. Themonitor on the left displays the live performance happening in the Netherlands, and
the engergy drink illustrates the effect of working across time-zones.

shared virtual spaces that are projected detached from the local performance

environment. The Sydney presentation however, also explores how a remote

performer’s presence can be placed into the physical space of the stage among

local performers.

The opening scene showcases the attempt at telepresent performance, where

the audience in Sydney see the remote performer projected life-size on top of a

physical table (shown infigure 5.10). Thechoreography in this sceneaims tocreate

a trio as if the remote dancer was also in the Sydney performance space.

Though the remote dancer herself was not dancing on top of a table in Gronin-

gen, having her projected above the table in Sydney added to the illusion she

was sharing the stage. The engagement with the physical set-piece by both

local and remote dancers was extremely effective in grounding a presence in the

performance area for all participants. The scene also features moments where
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Figure 5.12. – The table scene in Sydney’s version of Layer placed the remote dancer into the
physical performance environment.

On-stage performers

Remote performer projected
 as if on-stage in SydneyLive remote performer

in Groningen

our live performers move into the projection of the remote dancer, conversely

attempting to showcase her genuine distance from the audience, as well as her

digital representation’s ephemerality.

The telepresent configuration as presented in Sydney is illustrated in figure 5.12.

For the Groningen showing of this scene, the performers in Sydney and the table

they dance on are captured and placed into a virtual environment that the per-

former in Groningen is also placed into.The fully teleimmersive configuration of

this scene as presented in Groningen is illustrated in figure 5.13.

5.3.4. Geographically-disparate performance
development

With our partners operating eight hours behind our time zone, we could not put in

full work days together like an entirely local teamwould have during a conventional
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Figure 5.13. – The table scene in Groningen’s version of Layer placed all dancers into a shared
virtuality that was then projected beside the performance environment.

Shared virtual environment projected
 on-stage in Groningen

On-stage performer
in Groningen Live remote performers

and table in Sydney

development period. Instead, a large amount of our collaboration was asynchron-

ous. We found ourselves experimenting with technology and choreography in our

daytime, while our partners were asleep. This would be reciprocated by the Dutch

team, who would undertake their own explorations while we were asleep.

In addition to using Slack during the show for real-time communication, we relied

heavily on the group messaging platform to share our thoughts, explorations and

discoveries. Eachmorningwewouldwake toacollectionof ideasandexperiments

the Dutch had posted. We would then spend the day expanding on their concepts
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Figure 5.14. – The remote performers explore the table scene together.

and incorporating their ideas into our work, layering our own experiments on top,

then posting the results back to them. This reactionary approach turned into a

rhythmic cycle of iteration between our two groups.

Once we had some choreography set, our days of development included local

dancers practising alongside recordings of the remote half of the performance

projected onto the wall (as shown in figure 5.14).

A few times aweekwe scheduled live online rehearsals together, to bring together

what we had done offline and explore it cooperatively. These joint sessions were

when a real energy could be felt.

When we do the show… or we do a rehearsal [by ourselves], it feels …

very, very flat. But as soon as… the three dancer’s are together, there’s

a magic that happens … they’re 12,000 kilometres apart or whatever it

is … but you feel the presence of the third person. — Director
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We spent significant amounts of our time in these online rehearsal sessions

troubleshooting and refining the technological aspects of the work. We dealt

with connectivity issues andwere forced to spend this connected time optimising

our network and coordinating the different video streams coming and going from

multiple computers. The technological problem-solving that we needed to focus

on to just get a collaborative performance working limited our ability to simply be

creative together.

In terms of getting all this information around, and distributed, and

connected … just [on] our own computer systems, and also between

our computer systems and their computer systems … Because of the

really limited time that we got to … connect together, a lot of the time

was spent troubleshooting technical stuff… so therewasn’t really a lot

of direct creative time that we got to spend. — Digital Artist

An ideal system for a development like this could be based around the ability for

teams to easily join an online space that combines their performance environ-

ment with other connected locations. There is a need for a simpler system for

performance-focused telepresence to exist that handles connectivity, communic-

ations and streaming seamlessly so that the team in the roomcan focus onmaking

artistic decisions about thework, rather thanwrestlingwith the technology. Much

of the motivation for the pointcaster system described in section 6.2 comes from

a desire to make this practice easier.

5.3.5. Presence

Layer was successful in imparting a sense of presence onto remote performers

projected into the space. The dancers who were physically present felt a

strong connection with their remote partners, as if they were sharing a physical

space.
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Figure 5.15. – The remote performer takes a break from rehearsal — relaxing underneath a tree
inside the locally-rendered virtual environment.

It feels like she’s in the room even though she’s not. It’s really weird but

it feels like she’s present. — Performer

Theperformersdevelopedanatural senseofawarenessof theirpartner’spresence

andbecameaccustomed to imagining theywere in the performance area together.

We had screens positioned so that the performers could guage their position

in relation to their virtual partners, though through many of the scenes, these

monitors went unused.

I didn’t have to look at the monitors at all … I could figure out where

Olympia was, so then it was just about adjusting my gaze … this was

very intuitive. — Performer
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The genuine sense of connection to the remote participants felt by the dancers

was described as a transmission of energy into the distant space. Layer was a

dance piece that in the end became less focused on synchronised movement and

more centred around connecting these women’s remote physicalities.

I think the intuitive part was the energy, because actually in the box I

don’t ”dance”much— it’smoreanglesof thebody…Howyousend focus

into this blank space that then gets transferred to them. That’s I think,

the intuitive part… I candoamovement and it looksniceon the screen,

but it can really easily be disconnected…so it’s justmore [connecting]

energy than anything else. — Performer

The dancers commented that the latency present in the video streams wasn’t a

major hindrance to their practice. They generally had no issue ’locking in’ with

their remote partners. The choreography in this performance does not rely on

strict musical rhythm like other less-abstract genres of movement might, which

undoubtedly made the internet delay less crucial.

While it didn’t make performing the choreography all that much more challenging,

one dancer stated the mere existence of latency amplified the feeling of distance

between her and her dance-partner.

It feels further away when there’s a delay with the internet… — Per-

former

Even if thedelay didn’t affect theperformanceof choreographywith this particular

style of movement, it does inhibit feelings of connectedness. To further support

the sense of presence described by the performers and properly stimulate feel-

ings of co-location, reducing latency needs to be a key technical focus in future

work.
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5.3.6. My House Your House

My House Your House — or Mi Casa Tu Casa — was a follow-up project to Layer,

continuing an exploration of teleimmersive and telepresent performance. It uses

essentially the same system design, which is why it is not given its own section in

this chapter, but it is still worth mentioning.

This work again aimed to transcend geographical boundaries, streaming per-

formers live from a dance studio in Tijuana, Mexico onto the stage at a techno

music event in Sydney, Australia — for which a highlight clip can be seen in video

5.5. My House Your House focused on exploring the teleimmersive space created

when fusing the 3D camera feeds of both locations into one.

A Kinect v2 camera in Tijuana captures three performers, and an Azure Kinect in

Sydney captures another three. Both location’s digital scenes are integrated for

display in Sydney, although this time the visualisation is projected onto a scrim at

the front of the stage (as pictured in figures 5.16 and 5.17).

▶ Video 5.5 -A highlight video of the electronic music event that featured telepresent
dancers streamed in fromMexico.

Watch at phd.matth.cc/micasa/recap.

MyHouse Your House featured the Lux Boreal Dance Company joining Box of Birds,

with performance by Phillipa Keogh, Josh Freedman, Madeleine Backen, Ángel

Arámbula, Raúl Osuna and Henry Torres Blanco, choreography by Cloé Fournier,

music by Nathan Moas, and technical production by myself, Boris Bagattini and

Mario D Alvarado.

With the remote performers situated on the scrim between the local performers

and the audience, our local performers had an easier time maintaining a connec-

tion with both their remote dance partners as well as the crowd. The dancers

in Layer reported strong feelings of presence from their remote partners, and

https://phd.matth.cc/micasa/recap.mp4
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Figure 5.16. – A dancer in Sydney is projected onto the plane of virtuality at the front of the stage,
enabling a geographically-disparate duet with the performer in Tijuana.

could intuitively localise this virtual presence in physical spacewhen theywerenot

looking directly at the projection surface. However, parts of the choreography for

My House Your House were much more improvisational than Layer, necessitating

moreconstant visual communicationbetweendancepartners. As a result, theuse

of thescrimwasessential in facilitatinga reactionaryperformance, andsupported

amore fluid interaction.

As discussed with Layer an obvious latency is introduced when making connec-

tions over the internet from locations this remote. During our sessions linking

Sydney and Tijuana, it was not unusual for the video feed of the remote dancers

to be delayed by up to a second.

However, the choreographer used a fascinating dance exercise called flocking to

overcome this delay and promote a synchronicisty between all the performers

involved. Flocking, inspired by the motion of bird flocks and schools of fish,

requires each dancer to follow simple rules in response to the relative position and
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Figure 5.17. – The scrim supported visual communication with performance partners and the
audience.

movement of their fellow dancers. The exercise balances cohesion and repulsion,

and the role of leading movement in the group seamlessly fluctuates as parti-

cipants navigate gesture through the shared space (Leonard et al., 2012).

The six dancers of both locations were integrated into the virtual scene and pro-

jected in front of the performance area, where this latent connection of group dy-

namics was used in order to produce tight synchronisation of movement between

participants. The continuous and fluid adaptation of flocking allowed the group

to absorb any latency in the video feed and incorporate it into their collective

movement. This technique was used as an exercise to encourage connection

between the remote groups, andwas used at the start of the performance to allow

the dancers to ’lock-in’ with each other amidst the lag of the internet. The latency

became a part of the performance, rather than a hindrance.
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5.4. Critical Path
5.4.1. Displaced physicality

Critical Path shifts performers in space and time by capturing their physical forms

before reconstruction and displacement within augmented reality glasses. This

work explores connection, spirituality, and the boundaries between the physical

and digital. It integrates live performance with 3D telepresence, allowing per-

formers to engage with one another remotely in a space shared by physical and

virtual participants.

Audience members, equipped with the AR glasses, roam freely through the per-

formance space among copied and transported 3D streams of the dancers cap-

tured in real-time. Mirrors placed around the performance area further transpose

the presence of performers and spectators.

Documentation was captured using cameras on the AR glasses. The quality is not

high, though it gives a fair depiction of a participant’s experience. The first two

performance videos below and are filmed from a static position. A third video

shows a first-person AR view during development to illustrate the dimensionality

of the experience.

▶ Video 5.6 - The spirit duet scene sees two virtual performers dance together before one
takes physical form. (02:28)

Watch at phd.matth.cc/critical-path/spirit-duet.

▶ Video 5.7 - The virtual sculpture is created by capturing and layering moments of a
dancer through time. (04:36)

Watch at phd.matth.cc/critical-path/sculpture.

▶ Video 5.8 - First-person footage of the virtual sculpture scene in development shows
the agency participants have over their viewing perspective. (01:37)

Watch at phd.matth.cc/critical-path/sculpture-dev.

https://phd.matth.cc/critical-path/spirit-duet.mp4
https://phd.matth.cc/critical-path/sculpture.mp4
https://phd.matth.cc/critical-path/sculpture-dev.mp4
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Figure 5.18 – AR glasses combined
with mirrors bring about multiple
projections of the performer’s
presence throughout the physical
environment.
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Figure 5.19 – Critical Path’s spirit
duet teleports remote dancers
onto the stage using augmented
reality.
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Figure 5.20 – The virtual sculpture
scene in Critical Path sees
moments in time frozen and
layered as the piece progresses.
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5.4.2. System design

Critical Path was conceived on the idea of harnessing augmented reality glasses

to bring the telepresent performance explored in Layer into three dimensions. For

this initial exploration of performer displacement, the ’remote’ performers that

are translated onto the stage are within the same room, on a local network. The

ultimate goal however was in constructing a system that is suitable for global

telepresence.

The system designed during the development of Critical Path is called pointcaster.

As the final presented system design in this thesis, it represents a culmination of

the knowledge gained through development of many mixed reality performances.

pointcaster is therefore discussed in greater detail with respect to its larger con-

text in chapter 6. For now, I will provide a less-detailed overview of the system in

the context of Critical Path.

This work uses three Azure Kinect depth cameras to capture performers as point-

clouds. At times, cameras are pointed at multiple performers, and at other times,

multiple cameras capture a more-complete rendering of a single performer. The

camerasareconnected to thepointcaster server,whichconstructs a virtual scene

from the incoming frames and broadcasts this to the augmented reality glasses

over WiFi.

The glasses are six pairs of XReal Light12. Each set is driven by an Android

smartphone, running a Unity-based application that receives the broadcast from

the pointcaster server and renders the live virtual scene in the headset.

A high-level overview of how telepresence is implemented in Critical Path can be

seen in figure 5.21.

12 XReal, formerly known as NReal. https://web.archive.org/web/20220502234950/nreal.ai/light

https://web.archive.org/web/20220502234950/nreal.ai/light
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Figure 5.21. – High-level overview of telepresence in Critical Path.

3D cameras capture performer
Remote performance appears in AR

alongside in-situ performer

LL

Performance capture is processed
and broadcast to AR devices

5.4.3. Increased physicality

One of the most notable qualities of the system of AR telepresent interaction util-

ised in Critical Pathwas a sense of physicality unmatched inmy prior mixed reality

works presented using projection. An increased perception of physicality was

describedprominently in the interviewswithcollaborators,wasnotedbyaudience-

members after experiencing the piece, and can be observed as a clear focus in

many of the behind-the-scenes videos captured during development.

With theglasses, there is this illusion that yourbody isactually involved.

— Choreographer

Compared to using scrims for telepresent projections like our prior works, the use

of AR headsets provided a greatly amplified feeling of physicality for audience-

members.



5.4. Critical Path 131

[Projection] lacks a physical engagement from the audience … they

couldn’t really feel it, I didn’t think. When I was with Linda, trying to

virtually touch each other, you feel it … there is a visceral response …

and it’s not just novelty. — Director

This sense of physicality allows participants to feelmore connectedwith the telep-

resent bodies in comparison towhen images areprojectedonto aflat surface. One

performer described a significant difference in the connection and the presence

felt when moving alongside telepresent images using the AR headsets compared

to 2D projections.

With the [AR] glasses, I could feel the presence through the layers of

the skin. There was a tactile sense. Where with [the projection] it was

more my brain was connected … I knew my movement of course, and

we had a connection … but the connection is not as strong as with the

glasses. It really feels like it’s another body in the space … [In Layer],

the presence was more the image. It was a creative connection with

an image. — Performer

Onecuriouspoint to notewashow the feelingof presenceandconnectednesswith

the reprojected images could be retained when participants were to remove the

headsets entirely. This was acknowledged by both those involved in creating the

work, as well as the audiencemembers.

Due to thephysical constraints of the devices (notably the cable between thehead-

set and the computing device, as well as the bulk of the computing device itself)

Critical Pathwas presentedwithout the performerswearing headsets themselves,

with only the audience using the devices to view the augmented scene. This

freed our performers to utilise their full range of movement. The choreography

was developed by wearing the headsets however, and the performers were able

to utilise the one-to-one dimensionality of the AR scene to position themselves

into known real-world positions. They were then required to recreate precise
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Figure 5.22. – The performer felt she could sense the disembodied hands floating above.

movements so that they could achieve the choreography devised during headset

use. Once this choreography had been set, the feeling of presence was still felt

by the performers when the headsets were removed. One performer noted this

when speaking on a scene with another performer making hand gestures that are

reprojected into the space above her as she was performing floor-work (shown in

figure 5.22).

I could really sense the hands up there, and I felt I was really playing

with the hands…— Performer

Likewisewhen reflecting on a scene that reprojected the secondperformer’s body

into the performance space to create a hybrid physical-virtual duet (as seen in

figure 5.23), one performer again noted this illusory feeling of presence.

… she was behind a mirror. I couldn’t see her but I could sense her. —

Performer
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Figure 5.23. – A duet scene in Critical Path presents the two performers first as fully-virtual. After
one performer physically enters the stage, we see contrasting interaction between one physical and
one virtual performer.

Evenmore curiously, during a session where we had toomany audiencemembers

show up to facilitate with the number of headsets on-hand, multiple participants

who were watching the work without a headset noted that they still felt as though

another body was in the space during the hybrid duet scene. The presence

described here reinforces the success of the duet. It was not just two solos

performed in separate locations, with one digitally overlaid through the headset,

but it really was a successful exchange between two dancers connected via the

technology.

The increased physicality and presence that participants experience through

presenting telepresent performance using AR headsets tricks the brain into a

feeling of genuine tactility. Seeing either oneself or another person in AR, being

able to navigate around the reprojection in 3D space, as well as the opportunity

to situate oneself inside the ”personal space” of the reprojected body leads to a

unique kinaesthetic experience. An illusory sensation of touch was described by

all of those involved, andnearly everyparticipant attempted to reachout and touch

the images presented in the headset.
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In this first session we were really obsessed with trying to touch each

other … because it was so phenomenally strange. — Director

There’s a different phenomenology happening … You become like a

child. You just want to touch it, everything, and you know you can’t

touch it, but somehow your brain doesn’t quite comprehend it. —

Performer

The kinaesthesia described by participants is not an experience totally unique to

augmented reality headsets. The director of Critical Path previously worked on

an installation for a CAVE-like environment utilising stereoscopic 3D projectors,

described in a paper by A. Bluff and Johnston (2017). The authors describe the

”phantom temperature and touch effects” experienced by participants as they be-

come surrounded by virtual fire, and as butterflies appear to land on outstretched

arms. However,whenprompted tocompare this phenomenonbetween thestereo-

scopicCAVEenvironment and the technology utilised forCritical Path, the director

admitted the kinaesthetic effectwasenhanced this timearound—particularly due

to the inclusion of telepresent bodies within the experience.

That moment where the two virtual bodies touch, or try to touch and

that kinaesthetic mind-fuck, I guess, of how you interact with a virtual

person like that — that was the thing we just kept on coming back to

over and over again … because it does mess around with the kinaes-

thetic proprioceptors … the difference between that and doing large

scale interactive projection on a 3D surface is therewas a kinaesthetic

kick that came in … we had a lot of excitement when we were starting

to work in … 360 3D projection … you hold out your hand and the birds

fly to you or whatever, but it still was not the level of kinaesthetic

engagement that yougetwhen it’s anengagementwithavirtualperson.

There’s something new about that. — Director
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Figure 5.24. – Footage captured in our first development session shows performers, replicated and
transported across the performance space, moving through each other’s bodies.

A significant portion of the first-person headset video captured during the initial

development session of Critical Path features participants simply touching the

reprojected images of one another (shown in 5.24). Performers experimentedwith

moving their real and virtual bodies through the reprojected versions of eachother

and themselves.

The bizarre kinaesthetic experience that this combination of technology delivers

evokes a strong inclination in participants to interact with the work by attempting

to reach out and touch the images. As such, presenting a work like this inherently

stimulates audience participation, which is a feature creators can take great

advantage of.

Combined with the kinaesthetic effect, the 3D nature of the technology and the

dimensionality of the perceived images encourages users to navigate and explore

the performance space to experience the AR headset’s full effect. This posi-

tions AR headsets as ideal for use in non-traditional performance venues. While

presenting a work in a proscenium-arch stage environment does showcase some
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of the increased dimensionality provided by the use of AR headsets, interaction

can be pushed further when participants are able to explore freely and navigate

themselves around the projected images.

Manipulating the gaze …we do that in a live show…manipulate where

you want the focus to be, but it’s just the eyes that are working. I

think with the glasses there’s a potential [to manipulate] where their

body is in space instead of having [the audience] static. If you have

them static then suddenly you go back into that ”fourthwall” where the

audience is just an audience. — Choreographer

Theparticipatorynatureof the technologycanbeempowering for anaudience, but

it also forces creators to anticipate howan audience could interact throughout the

work. Participants are inherently encouraged by the technology to explore, which

requires creators to think about howcomposition appears froman infinite number

of vantage points.

When you make choreography, you just make what you like, but with

the glasses the whole time I was really thinking about the audience.

I realised it was all about the audience … more than a show where

you just sit and watch, where pretty much everyone has a similar

experience. I think with the glasses there is that ”choose your own

adventure” a bit more. Which is empowering for the audience. —

Choreographer

This point became particularly salient when observing the effect different camera

configurations had when capturing bodies to be reprojected into the headsets.

With single-camera setups where depth images were only being picked up by a

single sensor, somevantagepoints lacked thedimensionality that canbeprovided

by the technology when fully 3D images are captured. The output created by a

single camera produces what’s known as a 2.5D image. When visualised in a point-

cloud, a2.5D image renderspoints that appear toemerge fromasingleoriginplane.
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This effect is most visible in figures 5.23 and 5.25. Notice the lack of fill in the

backside of the body — this is due to the single depth camera being positioned

in front of the performer. In other scenes (such as shown in 5.20), captures were

filled to be fully 3D by adding more cameras and aligning them to each other in

software. The 2.5D projections created weak imagery from particular vantage

points, so our choreographer focused on trying to hit vantage point ’hot-spots’

that would amplify the visualisation’s dimensionality. She became attentive to the

angles the performancewas successful when viewed at, andwas able to tease out

more striking graphics by placing the physical and virtual bodies through a range

of angles — in her words, she needed to harness the ’diagonals’.

You really needed tohave [theaudience] inaparticularpointotherwise

it becomes completely flat… that’s wherewe discovered that the diag-

onals were so important … when you work in 2D projection, diagonal

is not as good, but in a 3D context, [it’s] so important … Flat from the

frontworks too, but I think there’s very goodhot-spots in the diagonals.

— Choreographer

The angular approach to composition in this workwas a consequence of exploring

the 2.5D images created with a single camera, but it was a strong premise that

continued when we transitioned to multi-camera, fully-3D capture setups. Using

all possible angles for movements and positioning, generally taking a fully radial

approach to composition is a good way to harness and showcase the dimension-

ality provided by the stereoscopic AR glasses. It also lends favour towards the

increased affordances participants have with choosing their viewing orientation.

It is substantially different to creating choreography to project on aflat surface (as

with Layer, section 5.3), where the differences between small angles go unnoticed,

and choreography in that context is all about either parallel or orthogonal move-

ments against the plane of the image itself.
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There’s this idea when it’s 2D and it’s flat, it’s all linear so the choreo-

graphy becomes linear. With the glasses it becomes circular — I like to

imagine it like a little globe. — Choreographer

The radial composition approach is illustrated well in figure 5.20, which presents

a scene where the digital reconstruction of the performer has been frozen in

moments over time. A 3D sculpture is created from these moments with the

performer suspended in different angular orientations, forming interest when

viewed from all perspectives. The dancer, hidden off-stage at the start of the

scene, joins the virtual effigy and physically moves through the instances of her

own past.

5.4.4. Challenges of AR telepresence

Developing and presenting a telepresent performance work through the medium

ofARheadsetsbrought aboutmanychallenges. Someof thedifficultiespresented

to the team were inherent in the medium, wherein characteristics of the techno-

logy required us to reason about composition in new ways. However, some of

the challenges presented to us were simply due to the immature nature of the

technologies used. The expectations of what could or should have been possible

with the technologywereat timesnotmet, and the technological limitations forced

the team tomake undesired compositional concessions.

With the [AR glasses] I feel like you need like three months to make

twentyminutes [of choreography] … it’s a slower process because our

brain is not yet wired to think that way. — Choreographer

The limitations of the technology made the development process difficult, but as

many creators know, limitations in creative processes give birth to innovation and

growth as artists.
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Figure 5.25. – The choreographer and performer both wore headsets while initially creating the
choreography for Critical Path.

I knew it was going to be tricky … but it really expanded my mind … I

think now if I go back into a normal —without glasses — choreographic

process, I consider the space differently. Looking from all the angles

… it developedme as a choreographer. — Choreographer

Mixed reality performances require a focus towards realising composition that oc-

curs in two separate but overlapping environments — the digital environment and

the physical. Ideally these spaces combine to becomea single digitally augmented

performance environment, and this fusion does occur to an extent — particularly

when participating only as an audience-member. But when developing Critical

Path, the team found it hard to work as though both spaces were one.

One theme that revealed itself repeatedly in interviewswith participants aswell as

in behind-the-scenes video footagewas participant’s difficulty in reasoning about

the spatial orientation of telepresent bodies inside the reprojected space.

It was a real gymnastic ofmybrain tofigure out…my right frommy left

when I was in the other space … in the glasses space. — Performer
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Because of the orientation of the cameras, we had very different

directions. In a way, our north was not the same … I was guiding her

through what I was seeing, but she didn’t know what I was seeing …

There’s a lot to learn about how you communicate with the dancer. —

Choreographer

A performer must take direction based on inhabiting an alternate 3D space — the

virtual space they are reprojected into digitally — which is a complex exercise.

Establishing a clear vocabulary of spatial orientation is essential when producing

a work that incorporates these technologies. A lot of time could have been

savedduringdevelopment if therehadbeeneffectivecommunicationbetweenour

choreographer and performer.

It’s a work of imagination, and I should have imaginedmyself projected

into her direction…Sometimes [choreographers]workwith a number-

ingof thespace… insteadof tellingher ”go right”, ”go left”, I shouldhave

said ”go towards three”, or ”go towards four”. — Choreographer

For Critical Path, we ended up utilising a huge number of tape-marks on the floor

to help performers orient themselves in the virtual space. The precision of per-

former’s movements became a major focus of the choreography — certainly more

than in our previous telepresent developments that projected bodies rendered in

2D.

With the 2D you can be a bit less precise and it still works … it’s not

about the subtleties with 2D. It’s more about the general look. With

3D [AR] glasses it’s all about the subtleties because you can make

it really fit well. With 2D the audience won’t see the difference. —

Choreographer
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The extra attention required to precision of movement ended up frustrating our

choreographer. Thiseffortwasnoticeable in thebehind-the-scenesvideoandwas

also noted during the interview.

I know that behind the mirror, I was a bit annoying with that because I

knewwhere Iwantedherexactly togive that illusion, and themillimetre

forward it was just not the same effect. — Choreographer

5.4.5. Limitations of precision

While the previously mentioned challenges we faced during development were

inherent in the choice to use AR headsets as our presentation medium, some

limitations were primarily due to the current state of the technology. Many of the

following problems I expectwill be remedied asARheadsets becomemoremature.

The state-of-the-art is closer to solving some of these problems than others, and

it may be true that some issues will be less apparent on higher-end hardware than

what we used for Critical Path. However, creators should take the following issues

into considerationwhen producing similar works. More detailed discussion on the

constraints imposed by current-generation hardware appears in chapter 6.

As previously noted, the nature of the three-dimensional presentation medium

required a high degree of precision from the performers in order to properly

satisfy our choreographer’s creative vision. At the beginning of development, we

discovered some strong images where the virtual reprojection of one performer

appeared to be touching a mirror inside the physical environment with her hand.

But quickly we began to understand that any precise images we produced were

ephemeral. The immature state of the technology meant that high-precision

imagery was very difficult to recreate.
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I had expectations of [the performer’s] hand being a certain way, and

when it wasn’t I was so frustrated … Trying to repeat the experience

was frustratingbecause itwasnever thesameagain. —Choreographer

The inability to reproduce precision choreography with our reprojected dancers

can be attributed to unreliable placement of the virtual scene in the physical

environment. The anchoring of the virtual scene into the physical world requires a

processknownas localisation, andwe found that theXReal Light headsetsused for

Critical Path performed this process poorly when used within the specific context

of a performance environment. Virtual images rendered on the device suffered

from a noticeable drift as they failed to properly anchor themselves into the

physical space, making it impossible to ensure that virtual imagery appeared in a

consistent locationbetweenusersandover time. This requiredourchoreographer

tomake someconcessions, altering howshewould usually approach development

of choreography.

When youwanted to create that type of precision, you also had to have

a looseness to know that it will never be exactly the same. It wasmore

about giving the dancer a range. So ”this” is the area you can operate

in, and if you operate within this, something will happen … Often [the

image] goes through [the mirror]. I loved that. I wanted to do more of

that, but it’s so hard to recreate … so in a way if [it happened] during

a showing, it was accidental. I mean, I had it in my mind this was a

possibility, but I had to stay frustrated and let go of the wish for [this

movement] to be precise. — Choreographer
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5.4.6. Deployment considerations

While other forms of mixed reality presentation do not match the physicality, di-

mensionality, and intimacy that ARheadsets offer, the price of current-generation

headsets must be considered as well as the associated operational expenses,

including time and effort required for deployment.

These factors generally limit the presentation of new works to small audiences.

Mixed reality performances utilising projection have no trouble delivering an ex-

perience to an audience of hundreds or thousands, but purchasing, maintaining

and facilitating the amount of headsets required for audiences of scale is simply

not feasible with current-generation offerings.

I think thebig limitation is fromatheatreperspective… Iam just talking

about… the challengeofmultiple headsets…Asa theatre practitioner,

you kind ofwant everyone to experience it or see it. I’m immediately up

against the limitationof larger audiences…[It] preoccupiesme…How

do we solve that one? — Director

The XReal Light units utilised for Critical Path, combined with compatible Android

smartphones, cost us roughly$1500per system. Thiswasanaffordable alternative

to higher-priced headsets like the Microsoft HoloLens 2 and Magic Leap devices

which are closer to $5000AUD per system, however for a lot of teams, it is still

prohibitively expensive — especially considering the immature nature of current-

generations of this technology.

Headset-based AR requires constant processing, which limits performance and

battery life of the devices. Merely possessing 10 headsets does not necessarily

allow for 10 participants to use them simultaneously, as the high processing de-

mands of the current-generation technology impose additional restrictions that

must be considered (discussed further in 6).
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In practice, AR performance on the mobile chipsets was efficient enough to

provide users with a 45-minute session — after which, devices would overheat

causing both rendering performance to be throttled as well as general discomfort

for participants. Headsets heat up slightly on user’s faces after prolonged ses-

sions, but the real issue iswith the smartphone devices that heat up tremendously

in user’s hands or pockets becoming incredibly uncomfortable.

The phone itself was getting so hot … we put it in the pocket and we

clipped it so it wouldn’t fall, but it was getting too hot in the pants so

we had to take breaks. The headsets themselveswere getting hot, too.

— Performer

The limited usage time of the devices meant that we needed to swap between

several devices when developing Critical Path. We had multiple smartphones in

standby, on charge, and would switch these out as devices started overheating

or ran out of battery. We got reasonably quick at this, but it did still slow down

development. Swapping out a device caused interruptions in the creative process,

and triggered a calibration procedure where participants needed to return to

a known position of the stage and orient themselves before launching the AR

software.
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6. System Design

6.1. Introduction
The previous two chapters presented a portfolio of creative works, and discussed

the technological system designs that served as the backbones of each. The

design and development of each system did not occur at the start of each produc-

tion, but evolved naturally through the construction of the work in concert with

the creative development, building on knowledge collected in each development

prior.

The final work of Critical Path, as discussed in section 5.4, incorporates a system

design that represents the accumulation of this knowledge in the areas of depth

cameras, point-cloud manipulation, mixed reality presentation, networking and

software design. The software system developed for this work, along with the

hardware selection, is therefore split from the creative portfolio and presented

in this chapter as a more comprehensive discussion on system design for mixed

reality performance. Through introduction of the system developed for Critical

Path — entitled pointcaster — this chapter concludes the technological journey of

experimentation and iteration through the entire portfolio.
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6.2. pointcaster
6.2.1. Outline

pointcaster enables 3D telepresence by capturing subjects using depth cameras

and reprojecting them into mixed reality. It was created to facilitate the ideas

explored in Critical Path, and as a tool to extend telepresent performances like

Layer into 3D space. Source code for pointcaster is available at https://git.matth.

cc/pointcaster.

The system is comprised of two software components, pointcaster and pointre-

ceiver.

The pointcaster server application handles:

• acquisition of point-clouds through connected depth cameras

• aligning the point-clouds of multiple cameras into one (a process known as

registration)

• transforming the geometry, behaviour and aesthetics of the point-cloud

• encoding the result into a network-transmissible format

• broadcasting the point-cloud for presentation in 3D clients on remote devices

The pointreceiver library, embedded into the 3D client applications on remote

devices, takes care of:

• receiving the live stream from pointcaster

• decoding the stream to render for mixed reality

https://git.matth.cc/pointcaster
https://git.matth.cc/pointcaster


6.2. pointcaster 147

Figure 6.1. – System diagram for pointcaster.
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ForCritical Path, pointcaster runsonaLinuxPCwith anAMDRyzen95950x 16-core

processor and an Nvidia RTX 3090 GPU. pointcaster processes data from three

Azure Kinect sensors, and broadcasts a point-cloud stream to six instances of the

pointreceiver library embedded in a Unity application for Android smartphones.

The phones are LG V50 ThinQ devices and are used to drive six sets of XReal

Light AR glasses. An overview of the entire system architecture is shown in

figure 6.1.

Over previously used telepresence systems, pointcaster:
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• integrates high-performance filters and transformation controls desired for cre-

ative manipulation of point-clouds

• provides an approach to point-cloud registration that is more suitable for live

performance environments

• improves upon point-cloud transmission efficiency through optimised codecs

and serialisation

6.2.2. 3D acquisition

The initial stage of a telepresence pipeline involves capturing participants using

some formof 3Dacquisition system. pointcastermakesuseof theMicrosoft Azure

Kinect platform1 in order to obtain 3D data in a point-cloud format.

Acquisition technologies

Various capture technologies are used in comparable pipelines for 3D acquisi-

tion, including stereo cameras, structured-light-based sensors and time-of-flight

sensors. There are pros and cons to each approach, which makes certain techno-

logies more suitable for different ranges of applications.

These 3D capture technologies are packaged into products known as RGB-D cam-

eras — or depth cameras, as indicated by the D in RGB-D. A range of affordable

RGB-D cameras have been made available over the last decade. Stimulated by

the release of the first Kinect sensor from Microsoft in 2010, artists, hackers

and hobbyists, as well as researchers and engineers in a range of fields such as

robotics, human-computer-interaction and mixed reality have all embraced the

commodification of RGB-D cameras.

1 https://azure.microsoft.com/en-au/products/kinect-dk

https://azure.microsoft.com/en-au/products/kinect-dk
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Stereocameras are a formofRGB-Dcamera that canbecombinedwith computer-

vision algorithms to perform real-time 3D scene acquisition for telepresence. Ste-

reo cameras, such as the popular StereoLabs ZED product-line2, make use of two

RGB sensors placed physically apart. Images are acquired from each sensor in

unison and are passed into a software pipeline that uses the disparity between the

left and right images to calculate a depth map of the scene. RGB stereo cameras

— along with setups of more than two RGB sensors that similarly calculate depth

from image disparity — have been used for acquisition in various systems for 3D

telepresence over the years (Gross et al., 2003; Kauff & Schreer, 2002; Kurillo &

Bajcsy, 2013; Sheppard et al., 2007; Vasudevan et al., 2010). However, their use has

become less popular since the proliferation of cheap and accurate solutions that

combine structured-light or time-of-flight technologies with stereo sensor pairs

or even forego them completely.

Though the use of passive RGB stereo cameras for 3D scene acquisition has

become less common, stereo sensors are regularly combined with other depth

sensing technologies (touched on in the following paragraphs) as the stereo pair

provides some benefit over the alternatives. Stereo (or multi-camera) systems for

3D acquisition provide a comparatively high resolution compared to alternatives.

The StereoLabs ZED 2 for instance, boasts full-HD (1920x1080) frames, whereas

topalternativesat the timeofwritinghave farmore limited resolutions. In thecase

of time-of-flight sensors, the Intel RealSense L5153 is limited to XGA resolution

(1024x768) and the Microsoft Azure Kinect is even lower at 512x5124. In theory,

stereo systems have the potential to deteriorate less over longer-distances than

other technologies, which generally work through projecting light into the cap-

tured scene. With alternatives, when a subject moves further from the camera,

projected light on the subject becomes more dim and less visible to the sensor,

2 https://www.stereolabs.com/zed-2
3 https://www.intelrealsense.com/lidar-camera-l515
4 The Azure Kinect can operate depth acquisition at the higher frame resolution of 1024x1024,
although only at lower frame rates unacceptable for telepresence.

https://www.stereolabs.com/zed-2
https://www.intelrealsense.com/lidar-camera-l515
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resulting innoisier depth imagesas thecamera struggles to reconstruct thescene.

As a subject moves further away from a stereo camera, the effective capture-

resolution is lowered, though noise shouldn’t be introduced at the same rate as

systems that rely on projected light, as the subject remains visible to the RGB

sensors as long as it can be seen clearly.

The biggest downside of stereo camera systems that rely on RGB sensors is their

dependence on visible light for depth capture. While not an issue in controlled

settings, unpredictable performance environments, as well as the wide range of

lighting conditions that may be present throughout a live performance, makes

reliance on visible light quality as captured by an RGB sensor a significant concern.

Depth acquisition from these solutions is impacted in both low-light conditions

and sceneswith a high dynamic range of lighting. An RGB stereo-camera is unable

to determine the depth of image components that appear overexposed, or even

simply in areas of the image that lack variety in texture, as there may be no

apparent difference between images acquired from the left and right sensors in

order to calculate disparity information. Though some products on the market

today such as the ZED 2 fail to address this deficiency, other widely-used depth

cameras thatmake use of stereo sensors combat this weakness by combining the

stereo setup with the use of other technologies such as structured-light.

Structured-light cameras work by coupling one or more camera sensors with a

light source that projects an observable pattern of (usually) near-infrared light.

The camera’s sensors, which are either infrared sensors, or are physically filtered

to focus on wavelengths emitted by the projector, capture the projected pattern

andcalculatedepth from its distortion as it appears on the scene (Fofi et al., 2004).

Their advantageoverRGBstereo cameras is that they donot rely on thequality and

intensity of visible light capture in order to produce an accurate depth map. The

depth output from the infrared sensor/projector combo is fusedwith RGB sensors

to produce a full RGB-D image.
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Products like Intel’s RealSense line (particularly the SR and D400 series cameras)

combine structured light projection with a stereo pair of infrared sensors, and are

some of the most widely used solutions for 3D acquisition today. These cameras

utilise similar disparity-based algorithms as RGB stereo cameras to calculate

depth, but can operate accurately in low-light and even complete darkness due

to the on-board projector. They can also operate well through changes in lighting

conditions as theprojected light remains constant. Structured-light cameraswith

a dependency on the infrared or near-infrared spectrum may still be a concern

for some performance environments. Halogen lights — still commonly used in

traditional theatre venues for stage lighting — emit light in the infrared spectrum,

which can interferewith the visibility of structured-light patterns if the projector’s

wavelength overlaps with the light emitted by the stage light. Similar issues may

be caused by use outdoors as the sun’s rays could interfere with the visibility of

structured-light patterns (Gupta et al., 2013). In practice, the amount of degrad-

ation that occurs due to interference from external light sources differs from

camera-to-camera depending on factors such as the amount of power available

for illumination, the typeofpatternemitted, and thewavelengthsof light produced

by the projector. My own experience with the extent of this problem is discussed

further in section 6.2.2.

Along with structured-light based approaches, time-of-flight cameras are the

other most prominently used technology for 3D scene acquisition. This is the

technology used in Microsoft’s Azure Kinect and the Intel RealSense LiDAR range

(such as the L515). A time-of-flight camera projects light from its own projector

onto a scene, but instead of sending out a pattern to observe, the illumination

components in time-of-flight cameras project thousands of separate pulses of

light. Each pulse corresponds to an individual pixel in the image sensor, and the

camera hardwaremeasures the time it takes for each pulse to reflect off a surface

in the scene and return back to the sensor. Using this timing information, a depth

map is generated on the device. This is in contrast to both stereo and structured-

light based approaches where the depth map is generated off the device using
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software, which places a bigger burden on the computer hosting the device. Time-

of-flight cameras therefore save on computing resources compared to other ap-

proaches, though in practice, algorithms used for calculating depth fromdisparity

or structured-light are highly optimised, and are generally burdensome only if the

host device uses a low-powered (e.g. amobile) processor or if there is a large num-

ber of simultaneous cameras connected to the host. The popular time-of-flight

cameras on the market at the time of writing however (including the RealSense

L515 and the Azure Kinect), generally have a lower acquisition rate compared to

the alternative technologies. While other solutions can reach frame-rates of 60

or 90 frames-per-second, it is rare to see (affordable) time-of-flight cameras that

operate over 30 frames-per-second.

Like structured-light, time-of-flight sensors can perform well in low-light and

complete darkness, but are generally susceptible to the same external light-

based deficiencies as structured-light. The pulses of light they produce are

similarly emitted near the infrared spectrum, making them susceptible to other

near-infrared light sources. In addition, due to their reflection-based approach,

some materials are not captured by time-of-flight cameras. If a pulse from

the time-of-flight projector hits an object with a material that scatters light in

unpredictable ways, the pulse can be lost and no depth information is attained,

or it can be bounced multiple times before returning to the sensor resulting in

depth inaccuracies. This kind of inaccuracy can occur when time-of-flight cam-

eras are focused on highly-reflective surfaces, as well as with ”fuzzy” and porous

materials (Tölgyessy et al., 2021). For some, this inconsistency through different

materials may be an fascinating parameter to explore when devising costume or

set-design of live performances that utilise time-of-flight cameras.

I alsomustmention that the pace of advancement in the field ofmachine learning
has been enormous in recent years, and learning-based solutions to awide variety

of computational problems have emerged. 3D scene acquisition has not remained
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untouched, and novel methods for depth estimation using machine learning mod-

els have begun to appear. Some models focus on reconstruction of a 3D scene

using the RGB output from a single camera (Godard et al., 2019), and some fo-

cus on reconstruction using stereo camera images (Laga et al., 2020). Learning-

based solutions to 3D acquisition are exciting because they remove the need

for specialised cameras. With the single camera based approaches, artists and

researchers should be able to produce RGB-D imagery with whatever camera they

already have on hand. While promising, learning-based approaches currently have

a few major drawbacks which make them inappropriate for 3D scene acquisition

in live performance scenarios. The first drawback is the same issue as with RGB

stereo sensors— their relianceon visible light. Secondly,machine learningmodels

require relatively immense GPU resources. So while artists may not need to pur-

chase specialised camera hardware, they do require a high-end (read expensive)

graphics card. The computational weight of learning-based solutions also means

that models need to be ”slimmed down” in order to run at real-time frame-rates,

which in-turn makes them less accurate than the non-learning-based solutions

already discussed. There is still no learning-based solution that can predict depth

with high accuracy using the low computational resources required to run at real-

time frame-rates (Masoumian et al., 2022), although thespace is rapidly improving

and I do not doubt this will be achievable soon.

Thevarious3Dacquisition technologieseachoffer their ownsetofadvantagesand

disadvantages. Summarised briefly, RGB stereo cameras provide high resolution,

though are highly dependent on visible light and may not perform well in low-

light conditions. Structured-light and time-of-flight cameras are less reliant on

visible light, but can be susceptible to infrared interference including sunlight

and halogen stage lighting, and may not accurately capture certain materials.

Machine learning-based solutions although promising, currently require high com-

putational resources and are generally also dependent on visible light. Table

6.1 provides a comparison between these technologies which can help guide the

selection of an appropriate acquisition method.



154 6. System Design

Table 6.1. – Comparison between 3D acquisition technologies.

RGB stereo Structured-light Time-of-flight Machine-learning
Resolution High High Medium Low
Computing requirements Medium Medium Low High
Dependent on visible light Yes No No Mostly yes
Susceptable to IR interference No Yes Yes No
Low-light performance Poor Good Good Poor
Material incompatibilities No Yes Yes No
Conventional frame-rates High High Medium Low

Practical considerations for 3D camera selection

pointcaster’s system for 3D acquisition is based on Azure Kinect cameras. It can

host any number of Kinects placed arbitrarily around the performance area. Azure

Kinect cameras were chosen for this system due to their features and capture

quality. Over the past several years I have explored a range of 3D cameras that

helped to inform this decision.

A fair amount of my work has made use of older Kinect v2 cameras. The Kin-

ect v2 and the Azure Kinect both make use of time-of-flight technology, though

Tölgyessy et al. (2021) concluded the Azure Kinect produces depth frames with

lower noise and higher accuracy than the Kinect v2. The Azure also has a larger

usable range of distance subjects can be from the camera. Depthmaps the Azure

producescontain far lesserroneouspoints than the v2. Dependingon thescenario

however, these improvementsmightnotbeasmuchofan important consideration

for many live performance artists as it would be for those requiring 3D acquisition

for scientific or commercial applications. The accuracy of the depth data and level

of noise acquired from a Kinect v2 was perfectly adequate for use in a few of my

recent performances, andwhile captured depth resolution is lower than the Azure

Kinect, this difference is marginal5. I made use of the Kinect v2 in Trigger Happy

Visualised (section 4.2),and in Computer Storm (4.4), AirStream (5.2), Layer (5.3),

5 At real-time framerates, theAzureKinect hasamaximumdepth resolutionof 512x512—only slightly
better than the 512x424 of the Kinect v2.
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andMyHouse Your House (5.3.6). The Azure Kinect is substantiallymore expensive

than the Kinect v2. When the Kinect v2 was packaged and released for Windows

in 2014, it cost $200 USD, and it can regularly be found for $50 USD on the used

market today. The Azure Kinect is $400 USD — a sizeable premium that might not

be justified if state-of-the-art accuracy and noise reduction is not required.

The Azure Kinect is certainly best-in-class for 3D acquisition accuracy at this

price-point, though the biggest practical improvement for choosing the Azure

Kinect over the v2 is the increased flexibility for deploying multi-camera arrays.

The Kinect v2 is limited to one-camera-per-host-device. Thismeans synthesising

multiple cameras into a dense 3D reconstruction involves dedicating a PC to each

individual camera in the array. 3D acquisition is made far more complicated to

deploy and manage due to the need to create a network to pass frames from

each camera back to a server. Systems like LiveScan3D (Kowalski et al., 2015) are

based around creating a local acquisition network for multiple devices due to this

limitation. Additionally, the camera shutters in an array of Kinect v2 devices have

no way of synchronising the time at which they capture frames, leading to issues

with unaligned point-clouds during fastmotion. My initial experiments attempting

to use amulti-camera 3D acquisition system based on Kinect v2s highlight the im-

portance for frame synchronisation when capturing dancers in motion. Figure 6.2

illustrates the kind of artefacts produced when frame-capture frommultiple cam-

eras on the same subject are not synchronised. Both Azure Kinect cameras and

Intel RealSense cameras provide ways of synchronising shutters during capture

so that this distortion is reduced.

The productions of Computer Storm (section 4.4) and Layer (section 5.3) experi-

mented with two different RGB-D camera alternatives from Intel RealSense: the

D435, a structured-light-based sensorwith a stereo infrared camera, and theL515,

a time-of-flight camera.
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Figure 6.2. – The effect of unsynchronised shutters in a multi-camera array. Notice the artefacts
around the arms and legs as the dancer moves at speed.

Due to its stereo infrared cameras, the D435 is able to capture depth at high rates

up to 90 frames-per-second6, 7, though the limited depth-sensing range of the

camera severely restricts its usability in live performance. If the D435 is placed

any greater than 1.5 metres away from the subject it is attempting to capture,

depth images become unusably noisy8. Figure 6.3 shows the artefacts produced

by the depth sensor in the D435. Notice the camera’s inability to determine the

shape of the participant’s arms and feet at the pictured distance of 2 metres.

Even at distances closer than 2 metres, the D435 still produces a noticeable

”waviness” that changes frame-to-frame. All three of the time-of-flight cameras

I have personal experience with (the L515 and the two models of Kinect) do not

exhibit this distortion, and in general are farmore temporally stable. Adding to the

6 https://www.intelrealsense.com/depth-camera-d435
7 TheD435 isactually able tocapturedepthat ratesup to300 frames-per-second, thoughonlyat very
low resolutions (256x144). 90 frames-per-second is the highest frame-rate the device is capable
of at resolutions useful for telepresence applications.

8 Intel’s marketing for the D435 around its depth-sensing capabilities changed over the course of
their use in my research works. The Internet Archive shows in 2019 the product page claimed this
camera was capable of sensing depth up to 10metres. In 2021 this was updated to under 3metres.

https://www.intelrealsense.com/depth-camera-d435
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Figure 6.3. – The Intel RealSense D435 cannot produce accurate depth at a distance of 2 metres.
Raw RGB and depth frames are pictured on the left and centre. A point-cloud from a seperate frame
is pictured on the right.

laundry-list of downsides to this camera, it is much more susceptible to infrared

interference. If used with halogen stage lighting, it is beneficial to filter the lamp’s

infrared spectrumwith a physical gel.

In comparison, the L515 time-of-flight camera is much less noisy than the D435.

It produces good quality depth images at longer ranges, and was used in Layer at

a distance of up to 5 metres from the performers. Intel have rated this camera

for accurate depth at up to 9 metres. Though at that distance the captured point-

clouds can be very sparse and reasonably noisy, and some brighter lighting can

compromise the depth range evenmore.

The L515 suffers from the same drawback as most time-of-flight cameras in that

it struggles to capture some specificmaterials. Synthetic materials like polyester

behave unpredictably with this camera and are generally missing from the depth

images it produces. The L515 also struggles with capturing hair in a way that
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alternative time-of-flight camerasdonot. Layer exploited this limitation toartistic

effect, but it may not be desirable for some practitioners due to its material

incompatibilities.

In addition to hardware considerations, it is also important to evaluate the soft-

ware that shipswitheachcamera. To incorporate the IntelRealSensecameras into

custom software, developers must make use of librealsense9 — a C++ library

(and SDK) which provides interfaces for frame capture, point-cloud generation

and camera configuration. This library is cross-platform and easy to use, though

it distinctly lacks a solution for body-tracking. The libraries provided for both

the Azure Kinect and the StereoLabs ZED cameras provide simple functions for

detecting bodies and retrieving the skeleton of each tracked body. The pose

of each joint as deduced from a participant’s skeleton is useful in a number of

interactive situations where a developer might want a simple way to provide

participants natural control over aspects of the simulation or visualisation. Body

tracking functionality can also be used to remove unwanted points from a point-

cloud that are determined to not belong to any person. In pointcaster, the body-

tracking component is used as a simple method to determine camera transforms

during registration (discussed more in section 6.2.4). Body tracking may still be

achievablewith theRealSensedevicesusing third-party software libraries, though

this is not necessarily trivial.

The Azure Kinect was chosen as the most appropriate camera to use for point-

caster due to its numerousbenefitsover alternativeoptions. It offers state-of-the-

art accuracy and noise reduction at its price-point, with a good depth resolution

and acquisition frame-rate. It is performant through a wide range of lighting

scenarios, including under halogen stage lighting. Among the depth cameras I

haveworkedwith, it has the largest depth range for capturing subjects effectively,

9 https://github.com/IntelRealSense/librealsense

https://github.com/IntelRealSense/librealsense
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and the SDK provides useful features such as body-tracking. While the benefits of

this camera places it as an optimal choice, it does still haveweaknesses that users

should consider when deploying in a performance setting.

Again, like all time-of-flight sensors, capture quality is sometimes affected by

certain materials. In the case of the Azure Kinect, it has no issue with hair,

but certain clothing is rendered invisible by its captures. Material reflectivity as

determined by a material’s colour is known to be able to influence the accuracy

of time-of-flight technology (Boehler et al., 2003), and we see this in the Azure

Kinect, though this phenomenon is not predictable. Figure 6.4 shows my black

cotton shirt disappearing entirely in the capture by thecamera, thoughother black

shirts and other cotton shirts are captured just fine. Bizarrely, I own another

shirt of the same style by the same brand, which looks and feels identical, yet is

perfectly captured by the camera. Figure 6.5 shows the two seemingly equivalent

t-shirts being captured with different precision. I can’t begin to explain this,

and publications evaluating how certain materials and colours affect the quality

of time-of-flight or Kinect accuracy (Boehler et al., 2003; Tölgyessy et al., 2021) do

not explain the inconsistency either. The unpredictability in materials with this

camera definitely warrants further investigation.

While inconsistent capture behaviour might not be ideal for some applications, it

does open up avenues for creativity when exploring costuming in performance.

The ability to choose what is captured by layering different materials could be a

fascinating course of inquiry when developing a performance. If a practitioner

finds theirmaterial is notworking how they desire, it is simple to just use an article

of clothing that is fully compatible. This is an example of a limitation inherent in

the device that can be ignored if desired, but there are some flaws within Azure

Kinect that cannot be ignored. One downside in particular that might frustrate

practitioners is the Azure Kinect’s inconsistent compatibility with different USB

cables and ports.
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Figure 6.4. –My shirt as visible on the left does not appear in the capture from the Azure Kinect that
appears in themirror on the right.

While the cabling is more convenient than the Kinect v2, which requires multiple

cables and adapters, managing cables for the Azure Kinect can be fickle. The

supplied cable is generally too short for performance scenarios where computers

must be off-stage — necessitating the use of long USB cables or USB extenders,

though compatibility with these is not guaranteed. Even when using high quality

(expensive) USB-C cables that are designed for the highest specifications, some

PCmotherboards have issues transmitting the required power or data tomaintain

steady frame-rates. I have tried several combinations of computers, cables, USB

ports and USB cards with the Azure Kinect, and reliable compatibility beyond

the supplied 1.5m cable is not assured in many system configurations. In cases

where the camera cannot maintain a connection, unplugging, re-plugging and re-

initialising drivers may be necessary. Generally, once a working combination of

motherboard, USB ports and cables is found, and once the driver is successfully

initialised, the cameras are stable. I have not had the devices drop out during
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Figure 6.5. – The difference in quality of capture between the two seemingly equivalent materials is
visible even at a close range of 1 metre.

a running session, but setting up a system based on Azure Kinect cameras can

be finicky, and is something that requires forward-planning and lots of testing to

make sure PCs and cables are compatible.

Volumetric capture formats

Depth cameras generally provide RGB-D data to users as separate 2D colour and

depth frames. To process and visualise the data, it is preferable to convert the

separate frames into a unified representation in 3D space. There are two primary

volumetric formats used to represent acquired 3D camera data: point-clouds and

meshes. A representation of the same scene as both a mesh and a point-cloud is

shown in figure 6.6. The decision to use point-clouds in pointcaster was based

on both technical and aesthetic considerations, which I will elaborate on in the

following paragraphs.
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Figure 6.6. – Amesh is pictured on the left, and a point-cloud on the right.

Most simply, point-clouds are a list of coordinates in 3D space. For each pixel

present in the depth map obtained by the camera, a point is constructed that

describes its position in 3D space. With the addition of a corresponding RGB

frame, each point can be assigned its own colour. Each point in the cloud ends

up containing the X, Y and Z coordinates, as well as the R, G and B values of the

colour to form a structure.

X Y Z

R G B

A point-cloud is just a list of these point structures, which is whatmakes it easy to

store, manipulate and simply comprehend.

X Y Z

R G B

X Y Z

R G B

X Y Z

R G B

Filtering out points is a simple process of removing the undesired entries from

the list, and translating a point’s position in space can be done by simply adding

or subtracting to the point’s coordinate values.

Meshes, on the other hand, are a collection of polygons (usually triangles) connec-

ted to each other in 3D space. These interconnected elements create the appear-

ance of a continuous surface, but come at the cost of increased computational

and mental overhead. Meshes contain not only a list of coordinates, but also lists
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of descriptors that outline how the coordinates are joined together into a polygon.

Unlike point-clouds, which are order-independent, the order of elements in amesh

is crucial formaintaining its structure. Removing undesired components from the

mesh is not as simple as removing a coordinate, since the order of the elements

within the lists must be taken into account. The same goes for merging data from

multiple cameras together. While mesh fusion from multiple depth cameras is

a very active topic of research and development, I am not personally convinced

that creating the appearance of a continuous surface is worth the trade-off in

complexity compared to simply using point-clouds.

Aesthetically, meshes generated from depth cameras can fall into the realm of

the uncanny valley. In the context of capturing performers from a distance on a

stage, and at a resolution that can be rendered efficiently on mobile AR headsets,

coloured meshes created from participants can have the appearance of a ’video

game character’. I feel that it can look more ”fake” than a point-cloud. Even the

highest budget pipelines with dozens (or hundreds) of cameras such as Google’s

Relightables (Guo et al., 2019) or Microsoft’s Mixed Reality Capture Studios10 pro-

duce meshes that may appear less natural because of the way that telepresence

applications tend to strive towards realism. Our brains are trying to pick the flaws

in the imperfect representations that are attempting to be presented to us as

reality.

The quality of point-cloud visualisations hint that their source is sampled from

elsewhere. The cloud of discrete particles is more comparable to a digital photo,

and ironically I feel that the pixelation and the incomplete surfaces that can be

present in some point-clouds feelsmore authentic than the unnaturally smoothed

surface of a mesh. My argument here is not that meshes present poorly, but that

they can look unsettling if they are presented as too close to real. If practitioners

10 https://www.microsoft.com/en-us/mixed-reality/capture-studios

https://www.microsoft.com/en-us/mixed-reality/capture-studios


164 6. System Design

embrace the limitations of their technology some beautiful images can be found.

Figure 6.7 and 6.8 presentmeshes created fromKinect v2 devices. There is plenty

of creative potential in the mesh format.

Figure 6.7. –Meshes with their potential for smooth surfaces can wear infinite different materials.

When using point-clouds in my recent works, I haven’t been trying to hide the

medium of capture as I feel meshes attempt to. I enjoy the aesthetic quality

the point-cloud format brings. It may take some time before volumetric capture

technologies produce photorealistic meshes of humans, or it is possible that

meshes produced by depth cameras may continue to reside within the uncanny

valley. However, dense point-cloud capture produced when standing close to a

camera allows artists to create high-resolution imagery that doesn’t have video

game or uncanny connotations, and sparse point-clouds produced from standing

away from the camera or viewing the cloud close up can produce some poetically

abstract ’pixelised’ imagery. Figure 6.9 shows how viewing the same point-cloud

either from a distance or close-up can completely change its quality from photo-

like to abstract.
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Figure 6.8. – The performer controlled mesh clones of themself in ’Trigger Happy Visualised’.

The abstract qualities that can be brought out by point-clouds allowed for a broad

range of creative expression and interpretation in the works presented in this

thesis. In addition to this, their usage simplifies the technical side of the software

pipeline. Both of these reasons are why pointcaster converts incoming RGB-D

frames into point-clouds instead of meshes.

6.2.3. Transformation pipeline

After acquisition, pointcaster provides auser interface formanipulating the recon-

structed 3D scene once it is acquired fromconnected cameras. This interface can

adjust the position, orientation, scale, colour and density of captured performers,
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Figure 6.9. – Point-clouds captured and layered for a scene in Critical Path appear photo-like when
viewed at a distance (left), and pointillistic when viewed close-up (right).

as well as duplicate their bodies and freeze them in time. Computation of these

transformations on our volumetric data is handled with a GPU-based transforma-

tionpipelineon thepointcaster server. Figures5.20, 5.24, and5.25showexamples

of the transformation pipeline’s capacity for manipulation.

Transforming the large amount of 3D data acquired from the Kinects can be

expensive. Transformation algorithms must run through every point in the point-

cloud individually and apply the desired manipulations. This can be even more

resource-intensive when incorporatingmany cameras and/or many performers in

a development. To allow the transformations to run efficiently enough to operate

at real-time rates, this task is handed off to a pipeline of transformation functions

accelerated throughuseof theCUDAGPU-programmingSDK11. GPU-programming

makes it possible to highly parallelise the task of transforming the whole synthes-

ised point-cloud, though it does introduce dependency on a high-end GPU for the

pointcaster server.

By placing all responsibility over transforming the 3D scene onto the server, we

benefit twofold. Firstly, we allocate less computing load to our lightweight AR

client devices. This system requires each participant to wear an AR headset that

11 https://developer.nvidia.com/cuda-toolkit

https://developer.nvidia.com/cuda-toolkit
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performs resource-intensive tasks like SLAM and stereoscopic-rendering (more

about this in section 6.2.7). The mobile hardware that powers these AR tasks

today is barely efficient enough to compute all this without overheating. This

systemtreats theclientdevicesusedbyaudience-memberssolely aspresentation

devices — not much different to broadcasting images to a projector. The Unity

application that houses pointreceiver — the library that receives a stream from

pointcaster — attempts nothing other than the view-dependent rendering of the

incoming stream.

Secondly, the communications from our server to our AR clients is made simple

by their stateless nature with all point-cloudmanipulation occurring on the server.

Clients simply listen to the broadcasted stream and attempt to render it.

The goal is to reduce the complexity and processing requirements of the smart-

phone application driving the AR headsets by placing as much processing as

possible onto the server. This is especially important at the time of writing, as the

performance of AR using mobile hardware is not yet efficient enough to compute

complex tasks like point-cloud transformation alongside the resource-intensive

SLAM and stereoscopic rendering they must compute.

6.2.4. Point-cloud registration

pointcaster, and pretty much all works presented in this thesis after section 4.4

use more than one depth camera. Using multiple cameras allows 3D acquisition

systems to:

• Expand scene acquisition past the extent of a single camera’s frustrum

• Capture multiple perspectives of a subject to create a more comprehensive 3D

image
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In order to achieve either of these tasks, the incoming data frommultiple cameras

must be stitched together into a single 3D scene. Registration is the process of

finding the transformation required between multiple point-clouds for them to

be merged into one. The matrix transformation required is the inverse of the

camera’s physical position and orientation in space. Some options for estimating

this transformation include image markers, object detection and body tracking.

The state-of-the-art in registration provides many methods of estimation that

do not require physical aids like markers or objects (Huang et al., 2021). These

methods such as the well-known Iterative Closest Point (ICP) algorithm, or newer

machine learning-based approaches are suitable for fine registration, after point-

clouds are already roughly aligned, where methods utilising physical markers are

typically suitable for a coarse registration. Existing 3D acquisition implement-

ations LiveScan3D (Kowalski et al., 2015) and Brekel implement methods for both

coarse and fine registration. pointcaster itself implements a coarse registration

function using body tracking provided by the Azure Kinect SDK.

With my performances with the Electronic Orchestra Charlottenburg in 2019, I

made use ofLiveScan3D in amulti-camera configuration. Although these perform-

ances were a success, the image-marker-based approach to registration used by

LiveScan3D showcased itself as a weak-point when using it to prepare in the live

performance context. For image-marker-based registration, the software takes

the image from each connected camera and tries to locate in it a printed Aruco

marker12 physically placed in the scene. The software then uses the deformation

of the marker in the camera’s image to determine the physical location of the

camera in space. Marker recognition like this is a reasonably trivial problem in the

domainof computer vision, and inLiveScan3D it is handledby theOpenCV software

library13.

12 Aruco markers are a standard fiducial marker used for spatial tracking in computer vision, first
proposed in Garrido-Jurado et al. (2014).

13 https://docs.opencv.org/4.x/d5/dae/tutorial_aruco_detection.html

https://docs.opencv.org/4.x/d5/dae/tutorial_aruco_detection.html
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When a system uses printed markers placed in the capture environment for regis-

tration, at least one marker must be clearly visible and appear evenly lit from all

camera positions. This is not an issue in controlled environments, but in unknown

performance settings (e.g. an unfamiliar venue booked for a performance with

a same-day bump-in), it can be a significant issue. One performance with the

EOC saw us unable to calibrate three cameras in LiveScan3D using the printed

markers for registration. Due to thepropertiesof thevenue, thesystemwasunable

to detect the placed image marker from all cameras at once. A combination of

the lights in the venue, reflections on the marker as picked up by the cameras,

and the distance the cameras needed to be away from the marker itself in this

particular setting, all contributed to the inability toproperly register eachcamera’s

position before the performance. We had to continue with the cameras unaligned

—whichwas admittedly still a successful performance, thoughmore abstract than

initially intended. The image-marker-based approach to coarse registration fails

our system requirement of being reliably usable in environments that offer little

control over lighting and stage conditions.

Because of this experience with image-marker-based registration, an alternative

method was chosen. pointcaster makes use of body tracking in the Azure Kinect

SDK as a method of point-cloud registration that provides robustness through a

wider variety of lighting and unknown stage conditions. The Azure Kinect SDK is

able to determine the position and orientation in world-space of people present in

the camera’s frame. It is able to provide details on the orientation ofmany joints in

the body’s skeleton, and it does this using amachine learningmodel that takes the

camera’s depth frame as its input. When running registration in pointcaster, the

position and orientation of a single user’s hips is acquired from each connected

camera. Using this known position, each point-cloud is transformed so that the

single user’s skeleton is aligned — subsequently merging the point-clouds into

one.
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Unlike image-marker-based registration, which uses colour cameras anddepends

on the quality of light they receive, this approach based on localisation around a

tracked body can operate in a much broader range of lighting conditions, since it

uses the camera’s time-of-flight sensor instead. This method is also much more

flexible in terms of camera placement. Since a printed image in a marker-based

approach must be placed flat on some surface to use for registration, cameras

must always be placed above that surface in order to have line-of-sight with the

marker. With body-tracking-based registration, cameras can be placed in any

position and orientation so long as they can see a single user in the space. This is

much more forgiving for performance areas with limited space or awkward venue

infrastructure.

The enhanced flexibility and adaptability of the body-tracking-based registration

as presented in pointcaster sets it apart from existing alternatives. This system

allows for the extension of telepresent performances into unconventional or chal-

lenging spaces uninhibited bymost physical venue layouts and lighting conditions,

making it a more suitable solution for use in highly-variable performance environ-

ments.

6.2.5. Point-cloud storage and transmission

Once 3D representations of performers are acquired as point-clouds and trans-

formed appropriately, this data needs to be moved onto participant’s AR headset

devices to be rendered into the performance area. This involves the transmission

of large amounts of data, and in order to be used in a live performance this

transmission needs to happen fast. To achieve this speed, point-clouds need to

be:

1. compressed to reduce necessary bandwidth, and

2. transmitted to AR clients using efficient networking
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Raw data taken from Azure Kinect cameras is not optimised for transmission

across a network. When data is captured from the cameras and converted for

use as a point-cloud (it is not natively captured as a point-cloud, though the Azure

Kinect SDKprovides functions for this conversion), depth data is representedwith

2 bytes-per-pixel, and colour is representedwith 4 bytes-per-pixel. At a resolution

of 512x512 pixelswith a frame-rate of 30 frames-per-second, a point-cloud stream

from these cameras has a theoretical maximum bandwidth of 45 megabytes-per-

second, or 360 megabits-per-second . Factoring for acquisition from multiple

cameras, aswell as streaming tomany AR participants, the level of bandwidth this

data requires is capable of fully saturating a wireless (or even a wired) network.

The amount of data sent through a network also directly affects the speed at

which it can be sent; more data means higher latency. So to optimise for the

multiple users and low latency desired, the point-cloud data must be efficiently

compressed before transmission by pointcaster, and decompressed when it is

received by pointreceiver.

The body ofwork relating to teleimmersive streaming of 3Dmedia— also known as

volumetric media — has grown steadily over the past two decades as XR devices

and RGB-D sensors have become more prevalent. As a result of this increased

interest, researchers have begun to tackle the problem-area of efficiently trans-

mitting volumetric media. Many solutions have been proposed to encode 3D data

into efficient formats for transmission such as Draco14 and Corto15, which handle

compression of both meshes and point-clouds, as well as LEPCC16, PCL17, G-PCC

and V-PCC18, which focus specifically on point-cloud compression.

14 https://google.github.io/draco
15 https://vcg.isti.cnr.it/corto
16 Limited Error Point Cloud Compression (LEPCC) — https://github.com/Esri/lepcc
17 Point Cloud Library (PCL) — https://pointclouds.org
18 Geometry-based Point Cloud Compression (G-PCC) and Video-based Point Cloud Compression (V-
PCC)
— Graziosi et al. (2020)

https://google.github.io/draco
https://vcg.isti.cnr.it/corto
https://github.com/Esri/lepcc
https://pointclouds.org
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G-PCC and V-PCC are both standardised by the Moving Picture Expert Group

(MPEG), and are considered best-in-class when it comes to both visual quality

and compression ratio — that is, the amount that the size of a point-cloud can

be reduced by encoding. Publications benchmarking various codecs show that

G-PCC and/or V-PCC outperform the alternatives in terms of these factors with

/dense (i.e. high-resolution) point-clouds (Bui et al., 2021; Wu et al., 2020). Res-

ults are less impressive when point-cloud data is sparse (i.e. low-resolution),

and the relatively long time these algorithms take to both encode and decode

makes themunsuitable for telepresenceapplications that require real-time frame-

rates (van der Hooft et al., 2020). Bui et al. (2021) found that Draco encodes colour

point-clouds anywhere from 8-17 times faster than G-PCC, and 200-400 times

faster than V-PCC. The MPEG algorithms offer an order-of-magnitude higher com-

pression ratio, however Han et al. (2020) found that the Draco codec is still able to

reducebandwidthbya factor of 4.5-6 timesover the sourcedata, andwas thebest-

performing libraryoutof their comparisonwith twootheropen-sourcepoint-cloud

codecs fast enough to be used for real-time applications (PCL and LEPCC).

TheLiveScan3D systempublishedbyKowalski et al. (2015)—which I haveused for a

number of the presented works — utilises the Zstandard (zstd) algorithm19 to com-

press RGB-D frames from Kinect v2 cameras before streaming over the network.

zstd is is a general-purpose compression algorithm, and while encoding and de-

coding speed is fast, it doesnot achievecompression ratios comparable tocodecs

specifically built to target point-clouds. pointcaster initially implemented com-

pression using zstd, though benchmarks performed during development revealed

(unsurprisingly) that Draco was more efficient than zstd in terms of compression

by at least 3x, and up to 10x for denser point-cloud frames. Newer releases of

LiveScan3D targeted for Azure Kinect cameras utilise Zdepth compression20 —

an algorithm that specifically targets the RGB-D frames coming from the Azure

19 https://zstd.net
20 https://github.com/catid/Zdepth

https://zstd.net
https://github.com/catid/Zdepth
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Kinect by integrating a quantisation function based on the inherent properties

of the camera itself. Even though pointcaster makes use of Azure Kinect cam-

eras, the specialisation of this algorithm makes it unsuitable, since pointcaster

performs compression after the Azure Kinect frames have been converted into

a point-cloud, aligned through registration, and arbitrarily transformed through

user-controlled manipulations.

Ultimately, Dracowas chosen as the codec for pointcaster due to its fast encoding

and decoding speeds, satisfactory compression ratios, and suitability for real-

time telepresence applications. In addition to this balance between performance

and compression efficiency, Draco’s easy-to-use C++ library makes it highly ap-

pealing to developers and simple to integrate.

After compression, in order to move point-cloud data off of the server and onto

the AR devices, pointcaster makes use of ZeroMQ21 — an efficient socket commu-

nications library that offers low latency and is designed to handle a large number

of simultaneous clients. It is generally considered to be best-in-class in regards

to message throughput and is used by a wide variety of applications that require

low-latency (Hintjens, 2013). This is the samemessaging system used for network

communication by Sensor Stream Pipe22 (SSP) — the system for RGB-D streaming

I made use of in AirStream (5.2). The flexibility of ZeroMQs messaging patterns

made it an ideal choice to use in pointcaster. In the context of real-time telepres-

ence applications, the priority lies in maintaining low latency rather than ensuring

delivery of every frame. If the application is unable to send a frame within the

desired real-time rate, the frame should be dropped. As such, pointcaster uses

ZeroMQ’s RADIO‑DISH messaging pattern, which establishes the pointcaster

server as a ”radio” that broadcasts tomany ”dish” pointreceiver clients who simply

listen to the point-cloud broadcast and display it. Akin to an analog radio signal,

if one of the AR clients is not ”tuned in”, or for some reason misses a slice of

21 https://zeromq.org
22 https://sensor-stream-pipe.moetsi.com

https://zeromq.org
https://sensor-stream-pipe.moetsi.com
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the broadcast, the behaviour of the server doesn’t change. At the application

level, the server does not care who is listening to the broadcast, and does not

attempt to make any effort to ensure messages are delivered. In contrast, the

implementation of ZeroMQ in SSP utilises the PUSH‑PULL messaging pattern,

which is more suited to an inverse application where mobile clients offload their

own data onto one or many servers for processing. It also guarantees that every

frame is transmitted to every client, which is a behaviour that is detrimental for

telepresence over unstable networks. If frames are unable to be delivered due to a

momentary decline in network conditions, it is preferable to simply discard these

frames and prioritise transmission of the latest data so that we continue as close

to real-time as possible. By optimising the messaging pattern to prioritise the

latest frames and the lowest latencies, pointcaster ensures efficient transmission

of point-cloud data more suited for telepresence.

Despite the efficiency of the combination of Draco and ZeroMQ, pointcaster’s

network transmission system ensures latency is proportional to the amount of

data sent from each individual camera. In essence, the closer a performer is

to a camera, the longer the delay between movement and visualisation due to

the increased point-cloud density that Draco must compress. This is reasonably

predictable behaviour, but adds an extra cognitive burden on the performer as

they must account for shifts in latency dependent on the spatial arrangement

and choreography. Professional performers are generally adept at adapting to

consistent latencies in their performance, such as musicians adapting to the

natural latencies of concert halls. The inconsistent latencies dependent on the

performer’s position in front of the camera though might make their job trickier.

It is possible that having a consistent latency, even if it means an increase in the

minimum latency, might be a more suitable solution for performance scenarios,

although further investigation would be needed to confirm this. None of the

performers commented negatively on the experience of latency, though it would

make for an interesting Quality of Experience study to pursue further.
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6.2.6. pointreceiver and portability

Once point-clouds are acquired, registered, transformed and broadcast by point-

caster, they are received by instances of the pointreceiver library. This library

creates a connection with pointcaster to receive the point-cloud broadcast, de-

codes the incoming data, and passes it onto the application which is responsible

for presentation.

It is important that the reception of the broadcast and decoding of the point-cloud

is handled separately from the software responsible for rendering and presenta-

tion in order to maintain pointreceiver’s utility into the future.

The industry has not yet settled around a standardised solution for augmented

reality presentation compatible across differentmanufacturers and platforms. As

such, it would be amistake to bind the functionality of pointreceiver into the same

software responsible for rendering the point-clouds into the environment.

The augmented reality headsets used for Critical Path are a product called XReal

Light23. This is a first-generation productmanufactured by an emerging company.

Many of the companies producing commercially-available augmented reality head-

sets are new startups. In the case of larger manufacturers, devices are often

marketed as development kits for initial exploration and research purposes.

Given the immaturity of the augmented reality headset market, who can say

whether these specific solutions and the services they rely on will remain relevant

or even operational into the future? The XReal Light headsets run applications

23 https://www.xreal.com/light

https://www.xreal.com/light
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built using Unity24. This offers some degree of portability across hardware plat-

forms, but scenesbuilt inUnity are obviously tied to theproprietaryUnity software

ecosystem, and use with these headsets require an SDK and library tied specific-

ally to XReal.

To port an augmented reality experience to work on a different device, the ap-

plicationmust be re-implemented with the new device-specific SDK. By investing

heavily into a specific vendor’s solution, we risk becoming locked into a technology

that could soon be superseded, deprecated or even abandoned. The rapid rate of

technological change over the course of my PhD candidature has demonstrated

this risk.

Some technologies that have the potential to mitigate this issue are OpenXR25,

which provides a cross-platform application interface for supported devices, and

WebXR26, which goes a step further and aims to offer delivery of applications

throughWebXR-enabled web browsers available on all mixed reality devices.

These technologies will help future-proof and simplify the development process

of new mixed reality experiences by offering simple deployment to a range of

devices, cross-vendor integration with minimal code changes, and wide compat-

ibility across smartphones, desktops, VR and AR headsets. The development of

these technologies is widely-backed by industry, and while momentum is gaining

around these open-standard solutions, both technologies are still relatively imma-

ture and proprietary SDKs such as ARKit27 and SnapAR28, along with proprietary

engines like Unity and Unreal see more widespread usage as of today.

24 https://unity.com
25 https://www.khronos.org/openxr
26 https://immersiveweb.dev
27 https://developer.apple.com/augmented-reality/arkit
28 https://ar.snap.com

https://unity.com
https://www.khronos.org/openxr
https://immersiveweb.dev
https://developer.apple.com/augmented-reality/arkit
https://ar.snap.com
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Given these considerations, pointreceiver and its implementation in Critical Path

on XReal Light devices uses as little platform-specific code as possible. All func-

tionalities unrelated to the concept of presentation and rendering are bundled

into a reusable component library with an API written in C to allow for maximum

portability between platforms.

Aside from implementation of pointreceiver into the Unity-based applications

for XReal headsets in Critical Path, the library has also been ’wrapped’ for use in

TouchDesigner. Similar lightweight wrappers for any desired software rendering

system can be created with relatively minimal effort, reinforcing the strategy of

minimal platform-specific code for maximum portability and longevity.

6.2.7. AR Headsets

Since pointreceiver is portable between platforms, it is usable inside projected

mixed reality productionsandother formsof2Dor 3Ddisplays. Itsfirst andprimary

use case however, is to enable 3D telepresence through display in augmented

reality headsets. This section discusses the use of augmented reality headsets in

the context of live mixed reality performance and explores the requirements and

considerations introduced through their integration.

Synchronisation and network requirements

Presenting mixed reality using projectors usually requires the virtual scene to be

renderedonly once, anddistributed toa small numberof videooutputs. In thecase

of Computer Storm (4.4) the scene is rendered and sent to a single projector. For
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Layer (5.3), the teleimmersive environmentswere rendered into two unique visual-

isations. The use of AR headsets however, bring about an increased complexity to

this process.

The graphics in Critical Path (5.4) for example, is rendered in six headsets unique

to each audience member, necessitating the orchestration of six instances of

the visualisation. To provide audience members with a shared experience, the

virtual scenemust be delivered to and synchronised between each instance on all

headsets.

Multiple users sharing the state of a single virtual scene is a common requirement

in systems for multiplayer gaming, which means multiplayer game engines have

partially solved the problem of virtual scene synchronisation for us. However,

the desire to share 3D camera feeds for telepresence is not commonplace in

applications like gaming, so is not fully realised by existing systems. Compared

to presenting mixed reality performances with a projector, the complexity in the

software and networking infrastructure required when using AR headsets is not-

ably increased.

The transmission of point-cloud data to a network of mobile AR headsets can be

achieved via Wi-Fi, but the use of a wireless link places additional constraints on

the network compared to streaming between a wired network of computers. A

high network throughput is desired to deliver an adequate resolution point-cloud,

and as previously mentioned, a low-latency is desired for increased presence of

participants.

Despite the latest Wi-Fi 6e standard being theoretically capable of operating at

speeds of 9.6 gigabits-per-second (Oughton et al., 2021), the best case scenarios

see speeds less than a tenth of this in practice (Florwick, 2022, July 14). Practical

constraints such as distance of users from access points and the number of

connected devices can dramatically reduceWi-Fi performance.
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The dependence on Wi-Fi in order to provide users unrestricted movement (free

of cables) reinforces the need for efficient compression and transmission of point-

cloud data as elaborated on in section 6.2.5. Depending on the scale of the

performance area, the number of participants, and the number of depth cameras

used, practitioners may need to consider deploying a non-trivial wireless network

consisting of multipleWi-Fi access points in order to deliver acceptable latencies

and throughput to each headset.

Managing physical deployment

In addition to the added network requirements of headsets, management of the

physical devices themselves must be considered. Augmented reality processes

such as SLAM require a relatively large amount of computation for amobile device,

and these tasks are not yet optimised at the hardware level like decoding a video

might be. This high computational requirement results in rapid battery drainage

and can generate a significant amount of heat. Practitioners deploying headsets

in a performance environment must manage these two factors accordingly.

Over time, the chips used to drive the AR headsets respond to the generation of

heat with thermal throttling. This safety feature reduces the speed of a CPU when

it gets too warm, effectively lowering its performance to allow the device to cool

down. This uncontrollable decline in the chip’s performance places a restriction

on the duration of a production, as thermal throttling will negatively affect the

performance of all aspects of the device.

Wearing AR headsets for a sustained period of time can also result in discomfort

for the wearer. These devices have the potential to cause eye-strain, and all of the

people involved in developing this work noted at least minor levels of discomfort

due to eye-strain after prolonged sessions of wearing the headsets for multiple

hours.
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Nausea symptoms and motion sickness typically associated with VR head-

sets — known as simulator sickness — is known to be less pronounced in

AR (Vovk et al., 2018), and we found that none of the development team and no

audiencemembers for Critical Path reported symptoms like this. A certain level of

discomfort can also come from the heat generated by the headsets.

The extent to which these issues affect each wearer can vary significantly. So

while these devices are not likely to cause simulator sickness in the wearer, eye-

strain and the effects of heat on comfort do need to bemanaged.

Compared to scrim projection

Five out of the sevenworks presented in this thesis utilised projections in order to

realise mixed reality spaces for performers and an audience. Out of these, four

were projected onto a transparent theatre scrim to create an illusion similar to

a hologram, suspended in front of the performers on stage. In this body of work,

scrims were used to place virtual audio-visual objects (4.3), augmentations of the

stage (4.2), and remote live participants (5.3.6) into the performance area. The

scrim is a fantastic medium that allows for a range of mixed reality interactions.

However, transitioning toARheadsetsamelioratessomeof theconsiderationsand

drawbacks of scrim projection.

One key issue with scrim projection is the need for well-considered lighting in

the performance area. The performance environment must be lit well behind the

scrim in order for the performer and the stage to appear clearly behind it. This

becomesmore of an issue when lighter coloured scrims are used, so the colour of

the scrim itself is also an important consideration. White scrims, which allow for

bright, clear images on low-powered projectors, are understandably less capable

of being rendered ’invisible’. With enough brightness on stage, lighter coloured

scrims can appear invisible, but with any amount of ambient light in the audience,

these instantly losemuchof their translucency. In general, the brightness of stage
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lighting behind a white scrim needs to be greater than the light coming from in

front of it. This makes the system less portable from venue to venue, as some

venues (such as clubs and pubs) might require ambient light in the audience area

at all times. Even if a convincing invisibility is created with a white scrim by

having the audience in darkness and the stage well lit, this configuration makes

it extremely challenging for a performer to see through to their audience, making

themunsuitable despite their bright imagery. Black scrims are ideal for invisibility,

and are the least intrusive on lighting design as they reflect the least amount of

light — though their use requires very bright (expensive) projectors. Grey scrims

were chosen for use throughoutmywork, as they are a good compromise between

the two extremes, though there were many cases where invisibility of the fabric

was unattainable. The use of AR headsets removes much of the detrimental

effect stage and environment lighting can have on the virtual components in the

scene. They are able tomaintain a full connectionbetween theperformer and their

audience, and do not present an immersion-breaking object at front-of-stage if

lighting is not quite right.

The main difference between scrim and AR however, is perspective. When virtual

images are projected onto the 2D surface of a scrim in front of the performer,

the illusion of co-location between the virtual and physical occurs only if the

audience is positioned directly in-front of the surface where virtual elements are

projected. Viewing the performance at an angle immediately breaks the illusion

if a scrim is used. While this doesn’t completely spoil a performance, it changes

its nature so the audience is more likely to perceive performers interacting with

virtual elements that are clearly two-dimensional. On the contrary, AR headsets

use a variety of techniques to dynamically updatewhat’s presented to eachwearer

in an effort to maintain the semblance of three-dimensions.
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By providing the audience with AR headsets to wear, we can more effectively

craft the illusion that virtual elements in the mixed reality environment share

the same physical space with performers. This allows works utilising headsets

for mixed reality to be presented successfully in less restrictive performance

environments.

Much of the work presented in this thesis was designed for presentation in a

traditional proscenium arch stage setting, which had the by-product of limiting

differences in perspective available between audience members. The use of

AR headsets for Critical Path enabled us to craft an intimate experience where

the audience is free to move and explore the performance environment without

disrupting the illusion of mixed reality.

At the time of writing, AR headsets have only been available to consumers for

half a decade, and have been generally marketed as development-kits targeted to

early adopters. They expand the possibilities of mixed reality performance greatly

by offering views into the virtual scene from any perspective, but the technology

is expensive and immature. It is likely that issues such as power-efficiency and

comfort will improve through the next generations of hardware — we’ll likely also

see a reduction in cost — but the overall added complexity to deployment in

comparison to transparent projection screens shouldn’t be ignored. A comparison

between these presentation technologies is summarised in table 6.2.

Table 6.2. – Comparison between MR presentation technologies for live performance.

Projection on scrims AR headsets
• Limited to a single viewing

perspective
• Works with any viewing perspective

• Limited options for audience
positioning

• Audience can be anywhere in
relation to performer & visuals

• 2D projection provides limited
physical/virtual co-location

• Stereoscopic 3Dmore convincingly
grounds virtual elements in space

• Can lack dimensionality, ’flat’ by
nature

• Strong dimensionality, sculptural
quality

• ’Invisibility’ affected by theatrical
lighting conditions

• Illusion not affected by light, but
SLAM can require even lighting

Continued on next page
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Continued from previous page
Projection on scrims AR headsets

• Simple software requirements • Added software & network
complexity

• No disruption in audience comfort • Comfort dependent on individual
• Unlimited performance duration • Hardware limits performance

duration
• Suitable for large audiences • Suitable for small audiences
• More incorporable in conventional

performance presentation
• Novel mode of presentation opens

up new creative possibilities

Comparison of augmented reality headsets

During my research, I had the opportunity to work with two different augmented

reality headsets: the XReal Light and the Microsoft HoloLens 2 (pictured in figure

6.10). Both devices have unique characteristics and perform differently under

varying circumstances.

Participant’s ability to freelymove and express themselveswithout being hindered

by the weight or bulk of a headset is crucial for the development and presentation

of live performance. The XReal Light is a smartphone-based system, which must

be plugged into a compatible Android device to drive it. One of the key advant-

ages of a system like this in the context of live performance development is its

lightweight nature, weighing in at only 106 grams. However, this physical benefit

was somewhat compromised due to the requirement of tethering the glasses to

a smartphone. With the XReal Light, we often had the smartphone tucked into

pockets or held in a bumbag. The cable between the smartphone and headset

restricted movement to an extent, and during intense movement the smartphone

was prone to falling on the ground. This could definitely be remedied by strapping

the smartphone to a performers body, though a custom pouch might be worth

consideration as we often required access to the device during development to

upload changes to the software or reset it.
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Figure 6.10. – The XReal Light (left) is powered by an Android smartphone, while the Microsoft
HoloLens 2 (right) contains a fully integrated computer.

The HoloLens 2 in comparison, is a fully integrated system that houses all comput-

ing components necessarywithin the device itself at the cost of addedweight and

bulk. It is over five times heavier, weighing in at 566 grams. Despite the mobility

restrictions of the XReal Light, the bulk andweight of the HoloLens 2 proved to be

muchmore limiting.

Another point of divergence between the two systems is in their SLAM perform-

ance, and subsequently their capacity for object stabilisation. In this aspect, the

HoloLens 2 is superior, providing a more immersive mixed reality experience by

stably lockingvirtual objects into thephysical space. TheXRealLight’scapability in

this area is noticeablyweaker, with objects tending to shift and slide around space

more. This is particularly noticeablewhen thewearer ismoving around fast. While

the use of XReal Lights in Critical Path showed that their stabilisation is passable

(no participants evenmentioned this as an issue since they generally had no point

of comparison), they exhibit much lower SLAM performance than the HoloLens

2.

The software development process for each system is more-or-less the same.

Each make use of the Unity game engine for building virtual environments, where

a component library is easily imported into a Unity project, though the HoloLens 2
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can also support Unreal engine. Both software libraries include similarly perform-

ant hand-tracking, which allows for intuitive interaction from participants if it is

desired. Though I havenot implemented this in anyofmyownwork, as interactivity

is provided through depth cameras.

One last important note is the performance of each headset’s displays. On both

headsets (perhaps due to a limitation of the display technology) gradients and

bloomeffects tend to blowout, leading to pronounced colour banding. An intuitive

creative direction for visualisation in these headsets is to add some glow to the

virtual objects — in linewith the classical depiction of a hologram. Thoughwithout

careful adjustment of a glowing or blooming element’s gradient falloff, the effect

can look quite poor. Some bloom effect was used for the visualisations of point-

clouds in Critical Path, but it needed to be subtle.

Both of these devices have their strengths and weaknesses, with the biggest dif-

ferentiator between the twobeing their physical design. For completeness, a table

is presented below summarising the comparison between the two devices.

Table 6.3. – Comparison between the XReal Light and Microsoft HoloLens 2 AR headsets.

XReal Light Microsoft HoloLens 2
• Lightweight (106 grams) • Heavy (566 grams)
• Tethered to smartphone • Fully integrated
• Partial restrictedmobility due to

tethering
• Greater restrictedmobility due to

bulk
• Adequate SLAM performance • Superior SLAM performance
• Supports Unity engine for

development
• Supports Unity and Unreal engine

for development
• Adequate hand tracking • Adequate hand tracking
• Costs around $1500 AUD • Costs around $5000 AUD
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6.3. System design heuristics
Adjacent to the development of the seven new mixed reality performance works

presented in this thesis was the development of seven technological systems

to enable these performances. I have presented key learnings discovered in

the practice-based design and implementation of these systems throughout the

creative portfolio, andelaboratedon themagain in the context of the latest system

design in the previous section on pointcaster.

Though my journey of system design continues to unfold, certain key technolo-

gical considerations have crystallised as important concerns across the range of

possible mixed-reality implementations in the context of live performance. These

considerations, presented in this section, are organised as a set of four system

design heuristics, designed to instruct future developments in this field. These

heuristics — identified and refined through experiences with my artistic collabor-

ators, the practical realities of system deployment, my own personal vision and

the broader global context — encapsulate insights drawn from the evolution of my

system designs over the past five years of performances.

The four system design heuristics identified are: adaptability, resilience,

expandability, and creative control. These criteria, which have emerged as

critical concerns in the creation of mixed reality systems for live performance,

are discussed below. Each heuristic is first explained, and then examples are

presented of their effect on system design in the context of the productions

presented in this thesis.

6.3.1. Adaptability

The context of a live performance is never one-and-the-same. In order for a

system to be useful across multiple performances it must be adaptable. This
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heuristic is concernedwith the breadth of circumstances in which the system can

be successfully used. It refers to a system’s capacity to be deployed in a wide

variety of physical contexts where dance, music and theatre take place. A system

designed from the start to work reliably in both traditional and non-traditional

performance spaces can eliminate hours or days of development time dedicated

to deployment in a specific venue.

Key factors to consider when designing for adaptable mixed reality performance

systems are lighting constraints, venue physicalities and uncontrollable infrastruc-

ture.

• The system design for Computer Storm (4.4) presented challenges due to its

inability to adapt to lighting constraints of the performance environment. The

cameras used in this work were unable to adapt to the low-light conditions

present in the final performance area. As a result, performance of 3D capture

dropped by half as the cameras adjusted their shutter-speed to let in more light.

An ideal systemwould allow for fine-grained control over camera behaviour.

• The use of Aruco markers for multi-camera registration in works utilising

LiveScan3D seemed adaptable to physicalities of many venues at first, but

proved troublesome when depth cameras in some performance environments

refused to identify and track these markers. The physicality of the venue forbid

the placement of cameras in locations that could properly sight a centrally-

positionedmarker. The transition to the use of skeleton-tracking based camera

registration inpointcastermakes thesystemadaptable toawider rangeof venue

physicalities.

• The performance of the Virtual Audio-Visual Instruments on the AirSticks (4.3) at

the Guthman competition presented an unforeseen issue related to the venue-

supplied projector — a delay in the video signal that negatively affected the

temporal integration of virtuality and gesture. This element of the performance
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environment was beyond the influence of myself or the performer, and although

this kind of uncontrollable infrastructure is hard to predict, the performance

would have benefited from a system design compatible with increased video

latencies.

6.3.2. Resilience

When constructing systems for performance, varying (sometimes unexpected)

conditions of the environment must be considered. Where adaptability relates

to deployment across different performance environments, resilience refers to a

system’s technical reliability under changing conditions within a single perform-

ance. This heuristic is concerned with a system’s ability to handle disturbances

and return to a normal functioning state.

A system must be resilient so that it does not fail during use, or otherwise inhibit

the creative expression of a performance’s participants.

• Lighting in a performance will change colour, brightness and position for aes-

thetic and dramatic purposes. In the presentation of Critical Path (5.4), pulling

the lights down low — as the director wanted to naturally do between scenes —

caused the SLAM in the AR glasses to fail. The device’s understandings of the

environment were corrupted and the virtual scene would shift in location until

the application was reset. Even if the technology of a headset is dependent

on visible light, resilience of its system should be programmed in by means of

additional tracking or a robust spatial memory.

• The design of pointcaster (6.2) prioritises resilience. It uses a radio-style broad-

cast to stream point-clouds, which participant AR headsets can simply ’tune in’

to receive. If a headset crashes or runs out of battery during a session, it can

be quickly replaced. Once the headset is loaded, it immediately begins receiving
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the stream, minimising any disruption to the performance. While this approach

doesn’t prevent crashes fromhappening, it doesensure that such incidents have

amanageable impact on the overall performance.

• The use of AR headsets tethered to smartphones is not resilient to the regular

range and speed of motion a dancer might use when performing. In Critical

Path (5.4), this restricted the creative expressionof theperformers somuch that

most choreography was composed with one dancer performing and the other

watching on a headset. A next-generation headset that is as lightweight as the

ones used, but unencumbered by a cable connecting to a smartphone could be

more resilient to a performer’s unaltered practice.

6.3.3. Expandability

Expandability refers to a system’s ability to handle a growing amount of work, and

its potential to be enlarged to accommodate that growth. A systemdesignermight

eventually want to cater to an increasing number of participants, a larger physical

performance environment, a longer performance duration, or larger amounts of

data to process.

It also refers to the ability for the technologies in a system to be expanded in the

future through upgrades. The market for mixed reality products like AR headsets,

depth cameras, and the software to drive MR experiences is immature. If any

longevity is desired in a mixed reality system, it must be developed through the

understanding that current technological approachesmay notmaintain suitability

through the lifespan of the system.

• AirStream (5.2) streamed point-clouds from two depth cameras over a network.

When using this system to deliver point-clouds constructed frommore than two

cameras into a single virtual environment, latency would increase dramatically.
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Pointcaster was designedwith expandability inmind. Networking optimisations

facilitated the addition of more camera streams, allowing the system to be

expanded to more participants and larger environments.

• The multi-camera system used for 3D reconstruction in Computer Storm (4.4)

made use of depth cameras that required their own host computer per device.

To add more of these cameras for wider capture areas and more participants

would demand management of an unsustainable increase in computers. Too

many would become overwhelmingly complex to deploy and relocate, inhibiting

expandability.

• pointreceiver is a small C-language library built to receive point-clouds from

pointcaster and display them in a mixed reality environment. Its format makes

it embeddable in nearly all systems, which simplifies the expansion onto future

devices. As a device made by a startup, the XReal Light glasses used in Critical

Path (5.4) have a reasonable chance of becoming unsupported in the near future,

and the pointreceiver library facilitates an expansion path if they become no

longer available.

6.3.4. Creative control

Thefinal heuristic in the set is creative control, which describes the ability of a sys-

tem to enable diverse creative capacities. Mixed reality systems might offer high

levels of creative control if their technology facilitates variedmodes of interaction

and a wide range of aesthetic possibilities.

Creative control concerns the interaction design of a system by considering how

the technology adapts to and pushes back on an artist’s practice. When approach-

ing this concept, a system designer might ask if the system is both flexible in

its programmability, but also consistent enough to enable repeatable creative

exploration such that an artist can build intuition around its performability.
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• Thesystembuilt forTriggerHappyVisualised (4.2) offersminimal creativecontrol.

Itwasconstructed topresentmixed reality visualisationsof apre-definedcollec-

tion ofmusic. This system is interactive, but its lack of higher-levelmanipulation

limits its capacity for a broad range of creative expression. In contrast, the

Virtual Audio-visual Instruments for theAirSticks (4.3) can change aesthetics and

behaviours at the whim of the user to construct new performance ideas.

• The SLAM tracking on the headsets used in Critical Path (5.4) was not sufficient

to allow for the precise placement of virtualities within the performance envir-

onment. The choreographer’s compositional agency over a virtual performer’s

location on stage was curbed. The lack of definite control over the system as a

result of the unstable technology diminished the user’s creative expression.

6.3.5. Conclusion

Designing a performance system for repeated and extended use that can in-

corporate the diverse artistic practices of multiple collaborators over different

performances is a complex endeavour. Successful systems for computer-aided

performance are not constructed to test an idea once or to function within the

confines of a lab environment. The technical learnings explored in this chapter,

and the resulting system design was informed through a series of real-world de-

ployments and tested under the demanding conditions of live performance and

exhibition. The heuristics of adaptability, resilience, expandability and creative

control have been reduced from this experience, and present criteria that can

serveasbeneficial guidelines fordesigners looking to implement robustanduseful

systems for live performance.

It is worthwhile to acknowledge however, that the task of completely satisfying

heuristics like these is almost Sisyphean in nature. Practitioners like myself that

employ technology as a creative tool are constantly attempting to push such

technology to its limits. With each new performance, and each new iteration of
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design, the desire to expand one particular aspect of a system’s potential often

results in a concurrent reduction in another. This tension however, is not a

deficiency. It is in the essence of our journey as creative practitioners.

While these heuristics offer guidance in the approach to designing systems for

mixed reality performance, they should not be understood as rigid parameters

to fulfil. They represent concepts that can be used to help navigate, negotiate,

describe and evaluate the complex task of system design, and are presented in

this thesis as a contribution to aid in future development of mixed reality systems

for live performance.
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7. Modes of Interaction

7.1. Introduction
Having just discussed criteria aimed at guiding the design of mixed reality per-

formancesystems fromaperspectiveof technical implementation, this chapter in-

stead focuses on the theory of interaction enabled by such systems. Setting aside

technological details, fourmodes of interaction are presented as an exploration of

howmixed reality performance systemsmediate the interaction between physical

and virtual components.

Applying a theoretical lens to the examination of design artefacts can guide

practitioners in creating novel interactive systems. In the context of theoretical

interaction models, Beaudouin-Lafon (2004) claims a methodological view into

interactive systems provides three capabilities: A descriptive capability for de-

fining the interaction of systems, an evaluative capability for comparing different

design alternatives, and a generative capability for promoting the creation of new

designs. In a similar vein, the modes of interaction presented in this chapter

embody the same capabilities. These four modes offer a structured approach to

describingandevaluatinghowphysical andvirtual elementscan interact inamixed

reality performance system, and provide guidance for the generation of future

work.
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7.2. Existingmodels
Before defining my own modes of interaction, it is helpful to discuss where the

artefacts of this thesis are situated alongside existing frameworks and models.

This provides a foundation upon which the proposed modes of interaction are

built, and places the methodological contribution of this chapter within a broader

theoretical context.

The theoretical investigation of human-computer interaction design begins by

categorising interactions into three major paradigms: the computer-as-tool

paradigm, which seeks to extend human capabilities with computer systems; the

computer-as-partner paradigm, which gives computer systems agency to interact

and ’collaborate’ with the user; and the computer-as-medium paradigm, which

focuses on computer systems as platforms for communication and expression

(Beaudouin-Lafon, 2004). These paradigms that categorise interaction sit above

the lower level, operational analyses that can be used directly by designers, such

as interactionmodels, design criteria, and frameworks for interaction design.

At this level, Coutrix and Nigay (2006) define a model of mixed reality interaction

with mixed objects — set apart from physical or digital objects. This model sees

mixed objects transform physical inputs into digital outputs and vice versa, in

processes Coutrix and Nigay define as input linking modalities and output linking

modalities (shown infigure 7.1). Input linking involvescapturingphysical properties

via a device and interpreting them into a digital environment through a language.

Output linking refers to thegenerationofdata froma languageofdigital properties,

which are translated into perceivable physical properties through a device.

In the context of live performance, A. J. Johnston (2009) defines three modes of

interaction with a series of virtual audio-visual instruments. Instrumental inter-

actions provide continuous and predictable links between performer actions and

virtual instrument response, ensuring a performer’s control over the virtuality is
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Figure 7.1. – Coutrix and Nigay’smixed objectmodel.
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consistent enough for nuancedperformance. Ornamental interactionsaccentuate

aspects of a participant’s existing performance gestures, where the virtuality

exists to augment their practice mostly as-is, and operation occurs without a

requirement of direct attention from the performer. Conversational interactions

give some level of agency to a virtuality to shift the balance of control between

performer and instrument, and align more closely with the computer-as-partner

paradigm. These modes of interaction are applied to describe and evaluate ex-

pressive performance systems.

While Coutrix and Nigay’s mixed object model or A. J. Johnston’s modes of in-

teraction have wide-ranging applications in mixed reality and audio-visual HCI

respectively, it is also common for researchers to present frameworks with a

narrower set of applications. For instance, in the context of their system for

geographically-distributed teleimmersion, Kurillo and Bajcsy (2013) propose three

modes of interaction: first-person mode, third-person mode and mirror mode. In

first-person mode, participants view their remote partner in the virtual scene,

without seeing their own representation. Third-person mode lets users observe

the scene from a perspective over a reprojected image of themselves (as in third-

person video games). Mirror mode presents the user and remote participants

front-on and horizontally-flipped, so to resemble a real-life mirror. This work

presents highly-specific modes of interaction to offer insights within the single

context of teleimmersive scene design.
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Presenting these few existing models of interactive system design demonstrates

how its theory is approached at various levels of abstraction. The modes of

interaction I am about to introduce sit within the context of these works and

extend their theory further. Firstly, these modes operate within the computer-as-

tool and computer-as-medium paradigms. They conform to Coutrix and Nigay’s

mixed object interaction model, though are further delineated by exploring the

types of physical properties that translate into the digital representation. They

can be classified under A. J. Johnston’s instrumental and ornamental interactions,

and likewise enable the description and evaluation of expressive audio-visual

performance systems. Additionally, they describe modes of mixed reality and

teleimmersive presentation like Kurillo and Bajcsy, though instead of concentrat-

ingonmodesof viewing, theyshift focus towards theplacementofvirtual elements

in mixed realities. The upcoming modes of interaction build upon this body of

mixed reality systemdesign theory, extending itwith novel perspectiveswithin the

narrow context of live performance.

7.3. The four modes
Each system designed for the performances of the creative portfolio detailed in

chapters 4 and 5 embodies distinct modes of interaction that enable real-time

creative expression in mixed reality. To provide a comprehensive understanding

of these artefacts, this section outlines four significant modes of interaction that

underpin them: introduced virtuality, augmented physicality, embodied virtuality

and displaced physicality.

Eachof thesemodes representauniqueway inwhichphysical andvirtual elements

can interact in a mixed reality performance environment. Some performances

discussed employmore than one of thesemodes — simultaneously even — though

eachmode is discrete. They are defined by:

1. the input methods used to construct and control virtual elements, and
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2. the outputmethods used to place virtual elements in a performanceenviron-

ment

As such, eachmode of interaction explores the question: how is this mixed reality

grounded in the physical?

7.3.1. Introduced virtuality

The first mode — introduced virtuality — refers to the placement of totally virtual

constructions into mixed reality environments. This interaction is defined by a

participant’s engagement with a mixed reality construct that is imagined by the

designer and synthesised by the system. An introduced virtuality can certainly

react to actions from participants — its behaviour can be tied to physical gestures

and other interactions — though its basis for existence is not grounded in the

physicalities of the environment it is placed in. It is by its nature introduced into

the physical environment from the virtual realm. An introduced virtuality could be

taken and placed among any other physicality — any other performer, or any other

performance environment — and it would behave the same way.

A straightforward example of introduced virtuality is in the audio-visual instru-

ments played by the AirSticks as presented in section 4.3. Shown figure in 7.2, the

constitution of virtual instruments is unrelated to the physicality present on stage

behind them. These constructs are highly-interactive — they are manipulated

freely through the use of the AirSticks, and totally controlled by the physical

gestures of the performer — but their existence in a mixed reality is in no way

dependent on the physicality of the performance environment. Moving these

virtual instruments to a different venue, or positioning them in front of a different

performerwill not change their virtual characteristics as their input is not sourced
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Figure 7.2. – The AirSticks’ virtual audio-visual instruments are an example of introduced virtuality.

from either of these physicalities. Their digital forms are introduced into the phys-

ical environment of the stage for each performance in the same way a traditional,

non-digital instrument would be.

Introduced virtualities represent a simple form of mixed reality object. Since the

input modalities of such an object are not inherently grounded in any physical as-

pectsof themixed reality, particular careneeds tobe taken toeffectively integrate

the virtual construct into the mixed reality scene. A basic superimposition of a

virtuality into the physical performance environment may not create a convincing

or engaging mixed reality object. Therefore, in designing for this mode, it is

important to consider how meaningful interaction with the introduced virtuality

canbe facilitated. This could involvedesigninga richarrayof control gestureswith

a device like the AirSticks, or more simply just designing synthesised constructs

so they respond clearly to performance gestures in a manner that feels intuitive

and appears appropriately reactive. In the end, the goal is to design introduced

virtualities that fuse into the physical performance environment despite their

independent nature of construction.

7.3.2. Augmented physicality

The secondmode of interaction exploredwithin this collection — augmented phys-

icality—focuseson theuseof virtualitieson theamplificationofphysically present
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Figure 7.3. – Trigger Happy Visualised extends the performer’s presence on stage through
augmented physicality.

components of the performance environment. Augmented physicality develops

from some aspect of the physical context it is presented in. This interaction

mode presents a virtual extension of a physicality in a performance. It could be

an extension of a performer, their gestures, their tools, or the performance en-

vironment itself. In contrast to introduced virtualities, the virtual components of

an augmented physicality are inherently grounded in the physical world from their

construction. Changing the physical aspect they are tied towill consequently alter

the virtuality. This mode of interaction embodies a dynamic digital augmentation

of the performance.

The production Trigger Happy Visualised, presented in section 4.2, contains mul-

tiple scenes that demonstrate this mode of interaction. In some scenes, the

physical input modality of the performer’s own body is used to construct virtual

elements that work to amplify their performance gestures and presence on stage.

One such scene places multiple real-time ’clones’ of the performer onto the stage

environment thatmimic thephysical gesturesmade— illustrated infigure7.3. They

are distorted andmanipulated into expressive virtual forms beyond reality, though

their shape is sourced from the performer’s physicality in real-time. If another

performer were to stand on stage in front of this scene, the virtuality presents

itself differently for the new physical input form.
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Augmented physicalities can also amplify inanimate parts of the physical perform-

ance environment — such as the drum-kit used in Heifen (discussed in section

4.2.3), that is augmented with bursts of colours when it is struck. In this example,

design of the virtual construct is spatially aware within the context of what’s

on stage. Unlike the AirSticks virtual instruments — established as introduced

virtualities — this mixed reality interaction is foundationally connected with the

physicality of the drum-kit. If the drums are repositioned on stage, the virtual

augmentations shift with them, and if they are totally absent, the virtual construct

ceases to exist.

The mode of augmented physicality therefore, presents a virtuality that is inher-

ently more embedded inside the physical. This grounding makes the integration

of such mixed reality constructs easier for participants to comprehend. As long

as the connection to the source physicality is well represented, there is less

work on the practitioner’s part to explicitly integrate the virtual object into the

mixed reality environment. The object is already a mixed object as soon as it is

constructed.

The captivating function of augmented physicality is its exploration of the equi-

librium between the physical and the virtual in a mixed reality. The goal when

designing for this mode is to strike an effective balance. A virtuality that over-

powers or distracts from the physical source in this mode defeats the purpose

of its grounding in physicality. Likewise, if the augmentation diverges too much

from the physicality, is it still an augmentation? Core to the interaction mode of

augmented physicality — and itsmain challenge— is the creation of a virtual object

that is both a coherent extension of its physical origin, and a distinct entity that

offers new capacities for creativity in performance.
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7.3.3. Embodied virtuality

The previous two modes of interaction explore methods that display virtualities

superimposed into a physical performance environment. Embodied virtuality, on

the other hand, is not concerned with an output modality that is integrated within

the physical environment. In this mode, the participant uses their physicality to

embody constructs inside a separate virtual environment, where presentation

occurs detached from the physical environment itself — not superimposed among

it, and not used to augment it. Participants engage with embodied virtuality by

observing a separate screen or projection, which displays a viewport into the

virtual environment that contains a reconstructed representation of their physic-

ality. Participants interact with other entities within the virtual scene through the

movements of their virtual embodiments. This mode of interaction extends the

concept of teleimmersion within the context of live performance.

Themode of embodied virtuality was explored through several of the productions

presented in the creative portfolio. In Computer Storm, the participants — both

performer and audience — are virtually reconstructed and placed within a distinct

virtual environment projected onto a scrim. Even though the scrim is located

within the performance area, this presentation medium itself does not contribute

to the construction of themixed reality. It is not used to embed virtualities into the

performance area. Instead it displays the separate virtual environment, initially

constructed by the physicality of the participants. The users embody their virtual

reconstructions, which are further manipulated by the performer’s gestures to

control virtual elements transforming the scene.

Additionally, the geographically-disparate mixed reality performances presented

in this thesis suchasAirStream (5.2),Layer (5.3), andMyHouseYourHouse (5.3.6) all

make use of embodied virtualities. Shown for Layer in figure 7.4, each production

captures remote participants and places them together into virtual environments

as a means of facilitating internet-connected performance. The tertiary, virtual
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Figure 7.4. –Multiple scenes in Layer enable embodied virtuality. The Groningen table scene places
virtualised versions of all three performers inside a virtual environment that is projected seperate
from the physical input environments.

performance environment contains the constructs that become the central focus

of the performance for all participants. In AirStream, the performers themselves

aren’t visible to the audience—only the embodied virtual constructs—and inLayer

andMy House Your House, the audience see only one of the physical environments

with the other being distant. In all cases, a shift of focus away from the source

performance area and towards the virtual mixed reality environment occurs.

The utility of this mode is in its ability to provide natural interaction within the

virtualised setting. The embodiment of each participant’s physical form within

the virtual environment allows for intuitive action and reaction as they watch

their reconstructed selves engage with other embodied virtual partners, as well

as synthesised virtual elements. The shift in gaze required to properly engage

with the virtual environment can however be restraining. In Layer, the performers

developed an instinctual idea of where they may be positioned inside the virtual
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environment, though initially the dancers strained their necks to keep their di-

gital selves in sight, and needed to be guided by off-stage direction. Multiple

monitors and projections of the embodied virtual space can be placed around

the physical area so participants can see themselves and their partners, but the

fact remains that any connection created through embodied virtualities must be

achieved though this physically-distanced view into themixed reality. Unlike other

modes of mixed reality interaction where virtualities are situated in a position

inside the physical performance environment, embodied virtuality requires an ad-

ditional layer of practical and conceptual consideration. Interaction is not simply

an extension of the physical space, but is mediated through a tertiary, separate,

virtual environment.

7.3.4. Displaced physicality

The final mode of interaction — displaced physicality — describes a modality

whereby a participant’s presence is transferred from one physical performance

environment toanother throughmixed reality. Thismode involvesfirst thecapture

of a performer’s physicality into the virtual domain, then the reintegration of the

resulting virtuality back into the physical world. In displaced physicality, virtuality

serves as both a conduit and a canvas: the virtual environment is a transient

medium that facilitates the relocation of one physicality into another, while also

offering potential for transformative, creative reinterpretation.

Displaced physicality was explored in both Layer (5.3) and Critical Path (5.4), where

distant participants were integrated into a remote physical performance area. In

the case of Layer, the performer in the Netherlandswas embedded onto the stage

in Sydney by way of 2D projection. In Critical Path (5.4), performers were shifted

from an off-stage location to on-stage with other performers — as illustrated in

figure 7.5.
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Figure 7.5. – Critical Path showcases displaced physicality through its transferrence of a remote
performer into a distant physical environment.

In contrast to embodied virtuality, where connection betweenparticipants and vir-

tual constructs are established through an abstracted virtual environment presen-

ted in a separate viewport, displaced physicality allows these connections to form

within the performance environment itself. The virtual reconstruction of a parti-

cipant’s presence coexists with the in-situ physicality of the stage environment

for a higher level of integration between the virtual and the physical.

7.4. Conclusion
The modes of interaction presented in this chapter — introduced virtuality, aug-

mented physicality, embodied virtuality and displaced physicality — do not attempt

to encompass all possible configurations of mixed reality performance. In fact,

they articulate the opposite. Derived from my specific experiences developing

the creative portfolio of this thesis, these four modes of interaction serve as a

lens to help explain key concepts that emerged through development of new live

performance with mixed reality technology.
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The distinct relationships described between physical and virtual span the width

of the virtuality continuum, and are presentedwith the intention of broadening our

understanding and providing guidance on what mixed reality is able to offer to live

performance. This theoretical contribution can be used to frame the description,

evaluation, and ideation of future mixed reality performances.
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This thesis has explored the integration of mixed reality technologies in live per-

formance. A practice-based exploration was conducted that centred on the cre-

ation and presentation of several new productions which fused the physicalities

of live music and dance performance with the possibilities of integrated virtual-

ities. The seven performance works presented as this thesis’ creative portfolio

throughout chapters 4 and 5 form a body of work that highlights a variety of

opportunities and challenges presented by the burgeoning technologies of mixed

reality. Across these productions, the task of designing systems to accommodate

themultifaceted needs of artists, audiences, venues and the technology itselfwas

consistently at the forefront. The variety in scope explored within this collection

of work is testament to the vast possibilities that mixed reality technologies have

to offer to the world of performing arts. As the expanding mediums offered to us

through the development of mixed reality become increasingly ubiquitous, their

potential as a canvas for creative expressionwill only continue to grow. This thesis

aims to promote this growth and aid fellow researchers and practitioners in their

ambitions to do the same.

The three objectives of the research (stated in 1.2) were:

1. Investigate the potential of mixed reality technology in music and dance

performances through a series of experimental productions
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2. Gain insight through these productions into the challenges, successes and

opportunities presented when integrating mixed reality with live perform-

ance

3. Develop and refine a performance-focused mixed reality system based on

these discoveries

The following key contributions of the thesis realised these objectives:

1. A creative portfolio of novel mixed reality performances

Significant creative artefacts were presented as the primary output of this thesis

in chapters 4 and 5. These works serve as demonstrations of the artistic pos-

sibilities offered by mixed reality technologies, highlighting new and meaningful

approaches to the construction of technologically-mediated music and dance

performance. This collection of creative research artefacts span a wide range on

Milgram and Kishino’s virtuality continuum. The concepts of augmented reality,

augmented virtuality, teleimmersion, and telepresence are all represented — and

the application of several modes of interaction between virtualities and physic-

alities within diverse performance configurations offer valuable discourse and

direction for future production in this field.

2. Performance-focusedmixed reality system implementations

The underlying designs of the systems that enabled the mixed reality perform-

ances of this thesis were discussed in their respective sections within chapters

4 and 5. The elaboration on the practical implementations of these systems

provides useful strategies and considerations for practitioners seeking to imple-

ment similar productions. The synthesis of this knowledge was presented in

chapter 6 — first as an exploration into key learnings relating to software and

hardware implications, and second as the presentation of the new system for

mixed reality telepresence, pointcaster, designed specifically for live performance

with augmented reality headsets. These outputs — grounded in practice — offer
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valuable insight on mixed reality system design in the context of live perform-

ance, and provide guidance on technical considerations in the areas of depth

sensor technology, point-clouds, mixed reality presentation methods, networked

performance, interaction design andmore.

3. A framework for the development of mixed reality performances

Theoretical artefacts were presented in the form of a framework for evaluating

and guiding the development ofmixed reality performanceworks. This framework

was split into two components: a set of system design heuristics relating to the

technical development of systems for mixed reality performance, and a collection

of modes of interaction that guide discussion and development of such systems

through a purely theoretical lens. The system design heuristics, presented in

section 6.3, emphasise four critical criteria that promote successful system imple-

mentation: adaptability, resilience, expandability, and creative control. Themodes

of interaction, presented in chapter 7, identify four distinct composition models

of virtual and physical entities in mixed reality performance: introduced virtuality,

augmented physicality, embodied virtuality and displaced physicality. This frame-

work provides approachable and structuredmethods for the ideation, design, and

analysis of mixed reality performance — positioning itself as a resource for re-

searchers and practitioners looking to push the boundaries of this medium.

It is my hope that the contributions of this thesis ultimately provide inspiration for

others interested in the integration ofmixed reality into live performance practice.

This domain is fascinating, and the continuedgrowthofmixed reality technologies

is visibly turningwhatwasonce limited to thepagesof science-fiction intoa reality

that literally surrounds us. The world is primed for virtual, screen-based media

to break free of its two-dimensional confines and embed itself in our physical

environment. I cannot wait to see how practitioners will push this medium into

the next generation.





A. Interview

Initial discussion
Me: can you tell me about your experience at the residency?

Choreographer: I think what was good is that we kind of had a through line but at
the same time we didn’t have any expectations, which felt great in terms of being
able to really research and figure out what it was that we wanted to do.

I think we had these parameters which were really important for me about the
ghost dancer which is something that I think we kept all the way through and I was
really happy about that.

It was a very different — how can I explain this — it was a real gymnastic ofmy brain
to figure out…my right frommy left when I was in the other space… in the glasses
space.

This confusing thing about the real, the augmented reality and kind of the virtual
as well because I think there’s still the virtual too within that even though it’s not
you know virtual [reality] headset I guess.

So really loved thatandalsogot I guesssometimes frustratedwith it because ”what
do you do with it?”.

I think there’s a huge potential with the glasses to really push the technology but
push choreographic writing or how you anticipate movement or how you develop
movement.
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Yeah, how you construct a piece as well because it’s already hard enough to con-
struct a piece in one space, but when you also have to think about the augmented
reality space … I had to think about what people were seeing with and without the
glasses.

I think forme it’s that interplay between the real and the augmented and the virtual
and you know ifwewere to continuewith this it would not be just a show for people
wearing the glasses— I think there’s also a show for the peoplewho are notwearing
the glasses, and that is something that I got from the feedback — especially from
the less technologypeople—more thedancepeople— they’ve really likedwatching
both and see how it affected perhaps the narrative, or how they think or their
critical mind.

It was really useful to have another body there like Imogen because it takes so
long.

I mean in choreography to create you know 30 seconds it may take days but with
add that with the technology I feel like you need like three months to make 20
minutes really because it’s, yeah, it’s a slower process because our brain is not yet
wired to think that way, maybe or at least mine.

Perhapsmaybe in the futurewedevelop an extra little bit in our brain I don’t know…
or you know the brain rewires itself to to think yeah I don’t know it can be it’s
confusing and at the same time it makes a lot of sense too…

I really also like that you as the techguy— let’s call you the tech artist, I prefer that—
you really became involved in the choreographic making, and also because I think
you used to now also work with choreography so you understand it to an extent
just like I understand the technology to an extent. Very limited, but it’s important.
I think it’s this interplay between the two it’s a real collaboration. You need that I
think you need someone like you can understand the choreography or the spacing.
I think it was a good collaboration in that sense.

M: jumping on that, you have worked with other collaborators before in differ-
ent technologies right? was the relationship between choreography and techno-
logy different to the other times you’ve choreographed using different technolo-
gies?

C: I think that as soon as this technology there isn’t there’s a pressure to make the
technology you know ’Wow’, and like, the focus goeswhether you’re conscious of it
or unconscious of it — the focus goes to the technology somehow.



213

I think maybe because it’s still fairly new and there’s still so much to discover with
it and it’s almost like suddenly the choreography becomes a safe bet. Or enough
to complete the digital. I’m not saying all the time, but I feel sometimes we think
toomuch about how high is it gonna look with the digital instead of thinking about
how can the digital support the choreography, we’re seeing it as how can the
choreography support the digital.

Because I am a choreographer and sometimes I just want to concentrate on the
dance. Sometimes with the digital set — how can we make it look nice — I’m really
simplifying here — it needs to look nice well then I’m interested in more maybe
the ugliness or the beauty of the ugly or making something that is not as beautiful
shapes andmore emotional.

So I think in the future maybe it’s like how can the digital complete that, because
I feel sometimes with the digital it’s so far removed from it and it’s just ”look
nice”.

There’s also something for me very scary about the digital taking over.

For this—andalsobecauseof theparametersof the residency— it needed tocome
we have the choreography or we develop the choreography and the digital is there
as a response or completing, but it’s not like the technology does ”this” so we’re
gonna do ”that” choreographically.

I wanted to go the other way around to see if it’s possible. Maybe it was gonna fail
but I don’t think it failed. And if anything, nowwe can find the balance between the
two a bit more because there’s that as well.

Sometimes I feel like the digital takes over and that’s you know the fault of our
phoneswe’re always on it andwith such a visual…we like colors aswell I think that I
attracted to colors so sometimesmaybewe forget the dance and you just look the
same when you have the dancers and the digital.

But with the glasses actually I think it’s less like that. You’re more immersed, so
it’s more like watching a live performance. the digital is within. It’s better than the
screen definitely, or a projection. There’s something that is more immersive in it,
which I really I really enjoyed.
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You can and you can feel the presence aswell, whichwas another thing that I really
like. Andwhen you get used to it and you understand how it works the right the left
and the directions, and you remove the glasses but you know your choreography
it’s funny how you can feel the hologram in a way. You can sense this augmented
partner that you can’t see when you remove the glasses.

Once you’ve establishedandworkedwith theglasses, you knowwhere theaugmen-
ted body is, and then you remove the glasses and you repeat the same thing. You
have that connection, that ghost, which is incredible…

when I was dancing with Immie and she was behind a mirror, I couldn’t see her but
I could sense her so we had an obstacle there between two real bodies.

And then the obstacle is like, not having the glasses between the real and the
projected image. And it’s like ”oh I can feel that too”.

M:Well you’ve kindof started touchingon another question I had,whichwasdo you
have any thoughts on how the three dimensions of this technology compares to
some of the two-dimensional stuff that we’ve done before, like Layer and MiCasa.
Where those were projects in a 2d space. How did it change your experience in
terms of as a dancer, as a choreographer, just being in 3d space now?

C: I think for me, when I make something without technology there’s always that
audience participation that I seek because I don’t particularly like making some-
thing for people to just watch. I like them to feel involved in the piece so it’s like
breaking this fourth wall. I think the glasses to a certain extent do that without
the performer having to do too much. Really it’s more about you as a programmer
like you create that breakage of the fourth wall, which aesthetically or narratively,
creatively, is kind of my taste.

Also there’s this idea when it’s 2d and it’s flat, it’s all linear so the choreography
becomes linear. With the glasses it becomes circular — or like I like to imagine it
like a little globe like the earth — it’s just you, surrounded.

You know, in the future we touched on, having furniture and augmenting that
furniture, and I think there’s somethingwecanpush there in termsof thesetdesign.
Like in the architecture, we’ve talked about that so I think there is a huge potential
there again which you wouldn’t really get the same way in a live performance it
would be flat or in 2d.
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I thinkwith the glasses there is just this illusion that you can grab. The illusion that
your body is actually involved.

I don’t know… I should research that — or maybe look at phenomenology… It’s like
it’s missing for dance as well, and you know when you see a body, there’s this link,
but it’s created emotionally and there’s all this phenomenon. That’s kind of what I
seek when I make, and I think with the glasses there’s a different phenomenology
happening.

I don’t know if anyone has written about it actually it would be interesting…

I think it’s definitely in there with the glasses. It’s your body. You become like a
child. You just want to touch it — everything — and you know you can’t touch it but,
somehow your brain doesn’t quite comprehend it.

It has amagic, it’s verymagical. What I like about these [AR] glasses as opposed to
a virtual reality headset is you don’t get lost asmuch. Reality is still present, which
I think philosophically you can push so much … A virtual reality scares me. I just
feel like you can really get lost and never come back in that one. Within the [AR]
glasses, I’m still present, and I like that sensation.

… the 2d — now that I’ve tried the glasses — feels a bit obsolete to a certain extent,
and I don’t really want to go back to that. Just having flat projection is nice, but I
think now it’s not enough. Maybe for where we’re at.

M: You said you get that presence of Imogen as a dancer, performing the choreo-
graphy, and I just wanted to ask, did you ever get any kind of similar feeling when
you were working with the team in the Netherlands? Was there ever any kind of
presence as a dancer? could you feel Olympia? could you feel where shewas in the
space or anything similar?

C: I guess yes—because for a very long time aswell the other physical dancer I was
working with, Katina, wasn’t present. So I think I developed this dependence with
Olympia, because we’re trying to create a duet. I think the presence was more the
image. It was a creative, the connection with an image was always someone that
was not me.

With the glasses, we also tried another image that was me. So again, you know,
philosophically it’s aweird thing. It’s like an alter ego there or another bit of you. So
inherently you’re always connected to that, but then it’s projected, so it’s a weird
thing. It’s like a mirror, but not quite.
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So with Olympia, I realise doing the performances, of course we were connected,
we had to be together, but I wouldn’t say it was a magical experience. Sorry to use
this word, maybe it’s a bit silly, but I really think it’s like magic.

With the [AR]glasses I could feel thepresence through the layersof theskin. There
was a tactile sense. Where with Olympia it was more my brain was connected. So
and I knew my movement of course, we had connection, and I connected to her
image. My brain knew that she was in the opposite side of the world, so I was like
that’s where themagic was. We are dancing together but you’re somewhere so far
awayalthoughwecannowdo thatwith theglasses. I’m surewecould. Maybe that’s
thenext step to seewhat is thedifference, but yeah theconnection is not as strong
as with the glasses. It really feels like it’s another body in the space.

I also think like the level of precision with the 3d glasses — I mean I know you had
to be very precise knowing that it could never exactly be the same towell you know
millimetre of the image that was projected — but what I loved is that, you know, if
we rehearsed it withmy arm being like this, I had to really know inmy space where
I needed to putmy arm again and again and again. And of course in dance we have
that, but I think it was amplified because of the glasses.

With the 2d you can be a bit less precise and it still works. There’s still a sense,
but it’s more about I the proximity or — how can I explain it — it’s not about the
subtleties with a 2d it’s more about the general look. With 3d glasses it’s all about
the subtleties because you can make it really fit well. With 2d the audience won’t
see the difference really. It’s more ”okay the bodies are here”, it’s more about the
angles, so in terms of a choreographic tool I think the [AR] glasses are a hundred
timesbetter—andahundred timesmoredifficult sure—but that’s thebeautyabout
it. The precision and attention to details.

M: Did the technology allow you to explore anything novel choreographically?

C: Yes of course because working with glasses in itself is already a new thing. It’s
me thinking how to guide the dancer. It’s how I guide her spatially and have towork
in absolute real-time with her.

Also you know the frustration, I guess one of the negatives—but also I still think it’s
a positive in many ways — is this precision that we had to have. Like the fact that
sometimes we really need to use that tape to almost like a cameraman with their
angles is verymuchmore like a cinematographywayofworking in a sensebecause
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asadancer…wedon’t use tapes thatmuch— like forcentre, and theremightbeone
or two for one hour show and the less tape you’ve got the better. But for this one
there was quite a lot of tape on the floor and I really enjoyed that too.

We had the front and the back, and the back was the tech side and it’s also I think
really for me acknowledging it’s technical — it’s technical for you, it’s technical for
us, it’s also a bit technical for the audience.

I think the dream is also to choreograph the audience. That’s also something that
the glasses give is anticipating what you want the audience to see. So we could
have really also choreographed them even more, but that takes so long. I think
that’s a dream. I lovedoing that, because I likemanipulating the audiencebrain and
I thinkwith that I can reallymanipulate themphysically, without being too heavy on
telling themwhat to do.

Iwonder if there’s away to tomake it sosmoothly that theydon’t realise that they’ve
been manipulated. I think that’s what technology does to us, it manipulates us, so
yeah I think as a narrative or a thread for further research, that’s really something
to explore. The power of those glasses is huge.

M: What are you trying to get them to experience?

C: So, one of my interest is the gaze. Manipulating the gaze. It’s as simple as that.
Youknow,wedo that in a live show. Youdo thatwith lighting, youmanipulatewhere
you want the focus to be, but it’s just the eyes that are working. I think with the
glasses there’s a potential of where their body is in space instead of having them
static. If youhave themstatic thensuddenly yougoback into that fourthwallwhere
the audience is just an audience. I think forme technology is about interaction, but
also art is about interaction.

I don’t like a lazy audience andwith technology you can become lazy, so it’s fighting
against what the technology is or can and can’t be. So you make them active, but
still keeping that. I think themanipulation ismaybeoneofmyvices. I just I don’t like
it as a humanbeing, but as a creator… I think if youwrite youmanipulate the reader.
As a creative you manipulate, let’s face it. You want them to see a particular thing
even if you don’t tell them when you want them to react. You want to provoke. I
think I like provoking. Somyprovocation, because there’s voyeurism in the glasses,
the way we worked was very intimate we know what we get ourselves into. It’s a
technology world but there’s two human bodies in there. It was two female. So
that has an impact on the narrative even if you don’t set the narrative yourself, and
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tell them this is what it is about. The audience, you knowwith the phenomenology,
is going to react in a certain way just to that setting. Then you put the glasses on
top of that and you can just create your own narrative.

As a maker I want them to see that beat because then I can jump from what I
think they may feel in that moment. We’re not all that unique. At some point,
our emotions just happen. You know, if you give us an image, we all react pretty
much the same way. I think more or less, so yeah I think it’s like ”how far can
we manipulate an audience without them realizing it?” To show the danger of
technology. That’s something that would interest me.

M: Could you elaborate on some some of the audience reactions that you noticed?
Did your provocations work? Did they react in unexpected ways or expected
ways?

I loved on the Saturday one of your friends I forgot his name. He was wearing
white pants and very fancy Converse. Elie? Yes! I really liked how he wanted to
discover the back — the other side of the mirror — because that was something I
really wanted to put in, but we didn’t manage.

I think we pushed back on how much we wanted to manipulate the audience for
that particular showing as well but seeing him going — and Julia as well a bit —
exploring that back it’s like the hidden side, the forbidden sidemaybe, or the thing
we often try to hide. I guess in my mind I started to imagine ”okay what can we do
with that?”, like by looking at what the audience wants. In a way it’s not really me
that manipulated them, in a way they manipulated me, or manipulated, you know,
the idea where could we go with it.

.. I guess it will be for a next step. How we can manipulate the audience to really
want to seewhat’s behindbutmaybe forbid them fromgoing there until we’re ready
to showwhat we want to show at the back.

”What is it that is so special about that back space?” I realized the peoplewhowork
with technology had a different reaction. Therewas another person… I really liked
that he wanted to be closer, which I think to a certain extent we talked about, and
I think David expected people to go closer to the holograms, but in my experience
I feel like people tend to be polite especially in that setting they stay a bit more
back.
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So again, we had a lot of failed manipulation of the audience I guess which we
can learn from. And it was okay, so next stage: how can we get people to go
closer? how can we force them to go closer without it feeling like they’re forced?
There’s something that’s in those images from close-up that is amazing. I mean
the manipulation was at the beginning what I wanted them to see as opposed to
the expectation of you know I’ll put the glasses on now I’m gonna see something
that I haven’t seen before. It’s like no! You’re expecting that so I’m not gonna give
you that! That was the firstmanipulation I think and then telling them now you can
move a bit the other manipulation.

On Saturday when we had too many people — which I thought was great because
then itwas ”well you’regonnawear theglasses”, ”you’renotgonnawear theglasses”,
”you can do whatever you want”, but wemanipulated the experience.

I don’t know if I can say more about this because I think in a way the manipulation
failed in many on many levels but because we didn’t spend that much time on it, it
was kind of like an accidental manipulation to draw from for next time. It’s just so
somuch to consider with a work like that.

I don’t think don’t think I’ve got more on this.

M: That’s fine. I think we’ve kind of gone through a few of these questions that I
wanted to ask. Okay well maybe we just look through some videos now.

C: Okay

Video prompts
M: So we’ll watch the video and then I’m just gonna ask you to explain what’s
happening or elaborate on anything that comes up. Also if we’re in the middle of
the video and you feel like saying something we can pause it.

C: (in reference to watching herself in the mirror of the video)…That was funny. I’d
forgot I was wearing the glasses. I think at some point you can tell because when
you choreograph you lookwith different angles and I can see this clearlywhat Iwas
looking for.
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So I guess going back towards the manipulation of the audience — that’s exactly
what I was doing. I think when I was making it, I was trying to manipulate them
— creating that illusion — going through the mirror or being two bodies or leaning
against. So actually it was not such a failed manipulation, because a lot of things
happen and succeeded.

I really remember actually when we filmed this now. So there was the mirror and I
wanted this hand to look like it was on the mirror. It really looked like that the first
time we did it — that she was placing her hand on the mirror from my corner. So
[here] I get really obsessed about placing the audience in the right angle, which is
impossible because you have a perimeter that can make them see that moment.
Which is really hard to to direct.

When youmakechoreography you justmakewhat you like, butwith the glasses the
whole time I was really thinking about the audience. I realized it was all about the
audience.

M: Is it not what you usually would do?

C: Well, I always think about the audience, and you always have to think about the
audience, but I think in this development itwas reallymorehighlighted. A showcan
still exist without an audience I think, or even if you have just one person, but with
the glasses you really need to have them in a particular point otherwise it becomes
completely flat and there’s no point themwearing the glasses.

So I think that’s where we discovered that the diagonals were so important. So
when you work in 2Ds diagonal is not good but in a 3d context diagonals are so
important… I mean of course flat from the front works too, but I think there’s a
very good hot spots in the diagonals. If you work with an obstacle in the middle
— like we had the mirrors in our case — I think that creates very nice imagery. I
think it’s really much a work of imagery with the glasses because it has that filmic
component.

Also it’s nice to watch Imogen trying to orientate herself as well. You know precise
we had to be, when we were pressing these buttons as well, and for her to under-
stand where she is in space. She’s used to working with technology and also is a
tech person I guess, but it took her awhile to understand this. Probably faster than
any other dancer — she was the perfect person for this.
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Then you can hearme guiding her ”go back”, like I think I knewwhat I wanted to see
or I let it happen in real time, so I let my own desires of this is the illusion I want to
see. So it’s subjective but as I said, I don’t think we’re that unique, so I’m sure that
people think ”ohwow it looks like she’s going through themirror”, ”oh she looks like
she’s behind themirror”.

I know that behind the mirror I was bit annoying with that because I really knew
where I wanted her exactly to give that illusion. And the millimeter forward it was
just not the same effect.

I guess now a wish for the future … with a hand for example going through the
mirror, you had the frame of the mirror and you could see the the arm on top of
that frame. So I guess the wish for the future is that you really create that illusion
that she’s going through. You have the frame at the front instead of at the back
…

M: when first the video opens, you’re making some remarks about the
clothes…

C: Yeah, I really I remember I loved the particular black t-shirt. It didn’t workwith all
black t-shirts, but the one you were wearing disappeared, so it was just your head
and your legs …

I wanted to look at that and just having body parts segmenting the body to create
abstracted shapes… so the real was dictating the digital in a way again. Instead of
the digital doing its work, it was coming from the choreography imposing on the
digital, if thatmakes sense… removing body parts because of the clothing, I really
wanted to do that …

M:Wehaven’t really talked about the phone andphysical constraints. Immiewasn’t
wearing the glasses in the performance but she is in this video. Can you elaborate
a little more on any of the physical constraints imposed by this tech?

C: Well to develop the work we had to both (choreographer and performer) wear
the glasses … to knowwhat she was doing roughly, to get a sense of what was the
image that we were creating. The limitation was that the headset, well the phone
itself was getting so hot. Also to attach it to the body…we put it in the pocket and
we clipped it so it wouldn’t fall, but it was getting too hot in the pants so we had to
take breaks. The headsets themselves were getting hot too.
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I think for Immie to reallymove freely andnot look like ”oh, it’s awork of technology”.
Those glasses give a Matrix look, so it gives a narrative to an audience and I didn’t
want that type of narrative. So that’s whywedeveloped the choreography thatway.
For her to knowexactly in spacewhere sheneeded to be, so then she could remove
theglassesbut it embeddedwithin. Shewouldprogramherbody tosomethingvery
accurate. I mean I think that’s why there’s that link between the projected image
and the actual body. You can almost feel it it’s because you’ve worked with it, and
it’s embedded in your brain. You can sense where it is.

I remember with the hands, I could really sense the hands up there and I felt I was
really playing with the hands, but I didn’t know in real time what it was looking like,
I could only imagine. It’s a scored imagination. We have scored choreography,
scored improv, and I think this is a scored imagination … or scored augmented
reality I don’t know, we should name that actually.

You can’t stay in headset for too long, neither for the audience nor for the for the
dancers because you fatigue. I mean we had to get used to it … by the end of it we
could actually stay in it for much longer than we could at the beginning, but your
eyes get a bit tired.

I didn’t move that much during the residency but I think the thought process was
intense —more so than in other developments. You always think a lot when you’re
making, but with this you have to ”double make” in a way. You had the glasses on,
so you think about two realities — three if you include the audience.

We were pretty much doing nine-to-four, but I thought by four o’clock I was a bit
done.

M: Do you think it was because of the way the glasses made you physically feel? it
was a draining experience?

C: Yeah, it was draining — in a good way — because we didn’t know what we were
doing. I mean we still kind of don’t know. We know something interesting is
happening. I mean it’s always great when you start a choreographic process. It’s
so freeing when we don’t knowwhere we’re going, but we’re gonna try that.

I think the glasses create expectations, especially in the audience — more than
if there was not any glasses. There’s the technology and people expect to see
certain things through those glasses. I totally think the audience expectation is
enhanced.
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For me, when I was wearing the glasses, I had expectations of Imogen’s hand
being a certain way, and when it wasn’t I was so frustrated … Trying to repeat
the experience was frustrating because it was never quite happening the same
again.

I think when we developed the three holograms later on, that was also an act of
precision and it was such a beautiful image and wemanaged to make it When you
wanted to create that type of precision you also had to have a looseness to know
that it will never exactly be the same. It wasmore about giving the dancer a range.
So this is the area you can operate in and if you operate within this, something will
happen. We knew that. So it was a part of chance, and sometimes it worked better
than others. But again it also depends onwhere your audiencewas standing.

So I think frustration is kind of part of the development. … although not for the
audience. I guess the audience might not know what the other person is seeing.
So it’s like you win you lose, and I really like that. It’s an individual experience in a
way and everyone has a slightly have a different experience. I said we’re not that
unique but we still have a slightly different experience, and that’s the richness of
it. Somore than a showwhere you just sit andwatch, where prettymuch everyone
has a similar experience, I think with the glasses there is that ”you choose your
own adventure” a bit more. Which is empowering for the audience. It can be a
manipulation and an empowerment, it depends how you want to see it. Maybe you
can trick them into thinking that they’re empowering themselves.

… I think forme themagic for that image iswhenyouhad the threeholograms there
touching, they were interacting, but because it was a frozen image as well, it was
kind of leaving, departing from the virtual. And because of the lighting, Imogen
looked like shewas not quite real, not quite virtual but in this in between state. And
thenwhenshewascomingback into it tomorph into somethingelse. So itwas that
interplay — becoming one and becoming separate — leaving behind an imprint in a
way. I love this idea of imprints in general, leaving a trace … the ghost again … I
think we were really playing with the ghost there, but who who was the ghost. At
first when we entered this in my mind I always thought that the digital would be
the ghost, but once we did this, I realized it changes depending on the framing of
the image. The real body can definitely become the ghost and that opens upwhole
sets of different narratives. I really think it’s a work of on philosophy I’d need to do
more research around the image, the double, the ghost, but I think there’s a lot in.
It’s a whole philosophical paper about it. We never really had just the virtual. There
was always a physical that we had …
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M: I think depending on where you’re standing when she’s creating the sculpture
might feel like just virtual, but you obviously have a sense that [Immie is] there
anyway.

It’s not like the source was ever not present in the space. Not like if we were to
combine this with Layer they were actually in a different physical space.

C:… the virtual is kind of doing a duetwith them, even if you don’t have the glasses,
it’s interplay between the two. With that through the ground image I think I push
this one. I really wanted to separate the audience fromwhat was happening in the
real. For themto ignore it. I thinksomepeople thought, on theSaturday, thepeople
whowere not wearing the glasses but witnessing that scene, it was actually a very
strong scene for them because they could see the body … a bit in distress, and
then the people with the glasses ignoring that body because there was something
happening on the ground. That’s when the digital took over for them. They didn’t
care about the real body. But for the personwhowaswatching this scene [without
glasses] it was very impactful. They really felt that the people consumed with the
digital didn’t care [about the physical], and there was something a bit strange …
so that’s why it was great in that Saturday session … That feedback was really
important … So I think we need two audiences. Two distinct audiences because
it creates another layer.

For the people watching, they did say they could still feel the other body behind.
It was interesting to them to really feel they had that connection. We established
that connection with a physical. Because you wear the glasses you’re just drawn
to the technology, so that’s what took over, but it’s nice for the technology to take
over in a seamless way without the dance, but it was still generated by the dance.
Andbecauseyouseparated thegapbetween thephysical andvirtual such that they
need to stay just with the image … I think we it was quite rich. I think we had a lot
of different frames and possibilities.

C: (talking about video instructing Immie) … I wanted her to kind of like slide …
being tactile, how can you bring in tactility?

Often [this image] goes through [the mirror]. I loved that. I wanted to do more of
that, but it’s so hard to recreate, and again it depends on where your viewer is. So
in away if this happened exactly during a showing, it was accidental. Imean I had it
in mymind this was a possibility, but I had to stay frustrated and let go of the wish
for them to be precise.



225

… Maybe in the future you could put a filter to make it look like she’s step-
ping through the mirror … keeping them inside the frame and then she get’s
through.

I think with the technology, you don’t want to move too fast. You don’t want to do
things that are too complicated, because less is more. It needs to be clear, and at
least for now you can’t do toomuch, otherwise it gets lost — themeaning.

M: What do youmean toomuch?

C: Well, in terms of the movement …What I’m interested in with the glasses is not
so much just a dance work. It’s a choreographic work, which is different for me.
Dancewould bemore putting dance steps in there, while this is amovement piece.
A true exploration of choreography. Choreography of the space, choreography of
the technology, choreography of themovement. It’s muchmore complete in a way.
You have to think about everything.

M: Is that were you expecting when you came in?

C: I knew it was I knewwas going to be tricky. I knew about the trickiness of it, but
it really expandedmymind. More so than anything else. I think now if I go back into
a normal, without glasses, choreographic process, I consider the space differently.
Looking from all the angles … it developedme as a choreographer.

As a tool it makes you understand a lot of things about your habits, or your maybe
your choreographic signature. You’re much more aware. Sometimes with choreo-
graphy if something doesn’t work, you don’t know straight away, but with this I feel
like you know straight away … There’s a certain amount of editing you’re doing in
choreography … but I like to take my time. Sometimes you just go ”it’s too soon
to cut”, but for this I felt like I was much less attached to things. It was more like
scientific work, like ”this idea is a fail”, or ”this is going to take too long, we don’t
have the time”. I had to be more pragmatic in a way and more efficient. In the
end I the showing was a 15-minute piece. 15 minutes took two weeks using the
technology. It’s actually quite a lot of work and it’s quite complex, so at first I was
like ”oh, it’s not going fast enough, we’re not gonnamakemuch”, and then I realized
howmuch we actually did. It’s a lot.

Through our discussions you were telling me ”no, I can’t do that”. It was great
because in choreography sometimeswe talk for hours andwewaste time. At least
you were like ”Cloe just forget about it”, and it was good to put back on track, but I
think it grewme I grew as a choreographer through this definitely.
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It’s very different from other things I’ve made too, but not so much. I’ve always
wanted to work with mirrors — it’s a good excuse to work with a mirror — but also
this double image. I always have a bit of a double thing in the works. I understand
my patterns. I think through this it’s just like ”oh yeah, that’s how I see things”,
”that’s how I look”, and looking at the film through the glasse also makes me now
understand his is how I look at things …

M: Let’s move onto the next video. The next one is a little bit longer so if you feel
like saying something, just hit pause.

C: How it started here was just the particles and then it transformed into the body.
I find that so beautiful.

What I particularly like here is the hologram really looks like it’s her… I think for the
future, depending on how the technology grows, we could push that illusion even
further … shifting between the reality and artwork. … because of the mirrors we
were playing with a segmentation of the body. I think this idea came up because
sometimes [the camera image] is segmented. Like what I saw with your t-shirt …
I think if wewere to do a list of things to explore, segmentation would definitely be
important formeto lookat. That’s something that thedigital gave tome. It inspired.
It’s not justmeputtingout ideas, but it’s like thedigital givingmea feedback togrow
the idea. So it’s a good tool.

M: Are you talking about using the bounds of the cameras? Is this what you mean
by segmentation and playing with the bounds is what inspired that initially?

C: Maybe it was in the very beginning, sometimes we were out of frame or in one
camera but not in the other, and you can see just one bit. So you appear and you
disappear … as opposed to having the full complete body, it’s just the face…

it’s very linear ormaybe an angular idea of the choreography, or the frame…Doing
these things which I think sometimes happen when we were just workshopping —
not so much in this final thing. I think in a way we lost the segmentation within
the hologram but we put it in here within the framing as an echo of what I had
experienced through the glasses …

I use the music at the beginning. The reset of that song that was cut, reset, cut,
reset… itwasonpurpose. I know itwas repetitive, but therewas the ideawealways
had to reset the phone, and I just wanted to acknowledge that.
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(gesturing towards the triplet sculpture scene) … this looked like it was all distinct-
ive bodies, but ten seconds ago shewasmorphingout of it. There’s also something
interesting in thatwhichwedidn’t have time to choreograph for. I think sometimes
themorphing creates this horror or this alien body.

(talking on Cloe giving Immie specific direction) … so here for Imogen … because
of the orientation of the cameras, we had very different directions. In a way, our
north was not the same… I was so focusing on [the hologram] that I forgot to look
atwhat shewas actually doing. So Iwas guiding her throughwhat I was seeing, but
she didn’t know what I was seeing. So I guess there’s a lot to learn about how you
communicate with the dancer, and obviously I failed.

M: How could you havemade Immie’s job easier?

C: Well, again it’s a work of imagination, and I should have imaginedmyself, projec-
tedmyself into her direction. You know sometimes I work with a numbering of the
space… so I should have told her about the numbering instead of telling her ”right”,
”left”, I should have gone ”towards three”, or ”towards four” …

…maybe there’s something about filming certain sections and potentially project-
ing them in a 2d as part of the bigger work … maybe it’s a backstage moment or
maybe there’s a screen with just one seat. Where a person sits down and just
watches that after having the experience with the glasses …

(talking about the triplet scultpure) You know I say it depends on where people will
be, but we actually managed to have this scene pretty tight every single time. So
that’s a win. From wherever you were standing it was interesting … I also like with
the projection, it wasn’t in the reflection of themirror here …

…Something for the future to think about is also the costumes. Because see here
the black is not see-through at all. It’s a different type of black, and I quite like
the red because I mean I always put a bit of red in every show … but because it’s
not too red with the color treatment in the in the glasses … it’s important because
there was some some colors we tried which actually didn’t work at all because
they disappear. They are too close to black, even a green that looks nice real …
also seeing the skin is very nice because you get the definition and you need the
definition…Soyeah there’s something about the the fabric of theclothing andalso
the colors to consider.

M: Could you elaborate a little bit more on how the quality of the cameras influ-
enced your decisions?
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C: I think maybe when the glasses get developed further I might not use the red
pants because the red might just pop too much … With the Netherlands we were
in there with those Adidas pants … suddenly you just see the brand, and it’s so
intimate with the glasses you don’t want that to happen here.

I think we really need to consider what we wear. Especially the material that it’s
made of because your black t-shirt disappearing… I think David was wearing blue
pants and it tended to disappear as well which is why he removed his t-shirt and
then we realized our skin is nice. You can see the muscle definition, so even
more muscle definition is nice because that makes the person … or non muscle
definition depending on the body … but just to see the body is nice.

I think the glasses weremaking everything lighter. Blander, maybe… like Imogen’s
hair here looks very light. So I think the color grading [is] a thing to think about …
It could be the glasses is … can you change it within the software … you still want
it to look natural unless you’re trying to go for something unnatural.

Like when we were working towards the camera and it was creating those weird
legs … ”the beast”.

C:… the fact thatwekept theprojector at theback, even thoughwedidn’t use it for
the showing … for me was important to keep it because we used it to understand
the technologybriefly…Forme itwasaboutnothidingwhatwehadused todevelop
the work… it [was] a definite creative decision. It’s not like we do this because we
can’tdealwith it anyotherway…I think theaudience then reallyhavean insight into
a creative process…maybe because we know it’s developed from a research but I
don’twant to shy away from that because I think technology is a constant research,
choreography is a constant research and why not actually embrace that.

… and you know you are also a performerwithin this. You’re not just someone from
the shadows. I think with technology we tend to just show the results. I like seeing
your table on the side. . You are a performer in it…and all this technology are other
performers. It becomes the partners we play with.

When we do harness work, you see the harness … so here you see the technology,
the brain behind it.

Maybe this is not for every project, but with this it brings a bit of fragility to it … it’s
a trial and error … we create less expectation as well. It’s like it doesn’t have to be
perfect because it actually can’t be at this stage, and that’s okay. That’s what we’re
playing with.
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M: Do you think that makes it less magical?

C: Tome it makes it moremagical. Maybe because I’m not technology person. And
alsowehaven’t really revealed theback space. It’s justwhenpeoplewerecoming in
they could see all that, but the dreamwould be to reveal that back space or having
them… go wherever.

I went to see a show for Sydney fest … it was about Antarctica … and then at the
end you could look at— Imean somepeoplewere very nerdy I guess andwere really
interested in the technology of this … I wasn’t particularly … though I still looked
— it was like ”oh wow all these little circuits”. That was the magic because I didn’t
understand it, but I really enjoyed looking at it. But other peoplewere really looking
at it because they were trying to understand. So if anything it just makes it more
real.

C: I feel like also because with the digital for me — again, subjective — there is a
lot of humanity within it. I find it becomes really sanitised and perfect … Part of
me wanted to fight against the digital a little bit and find the humanity within it.
So seeing the cables, seeing the projection that we always tried to hide, I think for
me was good to show it. It’s like showing a body part, showing, you know, a dancer
that can’t do a move perfectly because it’s just human. Well, the digital is just a
machine. And in away, the humanbody is amachine aswell. It can break, it can fail.
And that’s okay. … if we were to continue that and have like a composer as well or
musician orwhatever, I think itwould need to be seenwith all whatever technology,
instruments he’s using … all the cables.

C:(̃ref:erencing the triplets) So yeah, here … we’d have breath … to make it more
human instead of statuesque …The statuesque works when the dancer’s body is
actually not moving as well. So that’s where you can create the illusion …

C:(̃ref:erencing changing the viewing angle of triplets) … So, here is when I manip-
ulated the audience and I really ask them ”Can you please come to this diagonal?”.
I’mon it because sometimes I see things and I’m like ”Am I theonly one seeing this?”
… Maybe it’s just interesting for me.

But that idea of as she comes towards the glasses, the real body (because of the
filter or the glasses) … she becomes quite hologram like. And that was nice for me
because it was the ending as well. So she disappears and it’s like the fragility of
human existence in a way, or like the body is just an envelope, whatever you want
to see in it. And a few people went there. How can you work in a way that this real
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body would treat that reality and it looks like it’s a hologram? How can we do that?
… thats a good challenge for you … it would be the digital taking over. A switch of
power.

C: I did tend to stay away from the hologram a lot, I realize now… I don’t know why.
Because it was creating such beautiful modern art from clothes….

M: Did it have anything to do with the limited field of view?

C:Maybe. And I think alsobecause itwasalmost going further than theparameters
that we had, and I think it was a next step type of thing. But realizing that through
… thecombination of choreography, dance, technology, creating these sculptures,
these ephemeral sculptures … or long-term, as long as you have the glasses, you
know. Like a fake, ephemeral … or exotic moment, which then switches your role
as a choreographer. I felt like a bit like a sculptor as well, actually … it’s a switch
of power within my own role. Maybe for you as well, when you were changing the
texture, you become a sculptor aswell. So it… becomes very interdisciplinary, in a
way, thanks to the technology. The technology … gives you another job in a way …
which is interesting because that wouldn’t happen in the real world somuch.

C: So, going closer, you could see the piece. But it was so abstract and I felt for
now,wewerenot ready for suchabstraction…Because then Iwas taking thewhole
narrative or images that we had from the beginning into something else. So it was
nice for people at the end because at the end they come close and experience the
closeness and what it can do as well … It was good that we didn’t go further than
that. But there is another step … I think that was extremely difficult because you
just you disappear [into abstract] very quickly.

C: … So then what I’d say is that we go back to this manipulation of the audience
… How do wemake themwant to come closer without having to actually tell them.
You can go close.

C:(̃ref:erencing the triplets frozen)… It’s likeadrawingaswell. Because, throughall
this digital you know, there’s a lot of things that we experience like oil and paper, in
away. So I think it just combinessomanydisciplines inone. It’s quiteextraordinary,
what it does with just one pair of glasses and just … four people working on it. … it
combines architecture, it combines the design. We did everything without those
people … so it’s a huge potential for performance.

M: The technology failed quite a lot. Like, things floated around and shifted around
and. But we kind of made it work as it was. …
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C: Itwould bebetter in the future if the trackingwas solid, but I think someof these
things that didn’t work opened up possibilities or made us think.

C:… thedigital alwayswant it to beperfect, but it’s also something I’m interested in
is the imperfection. It’s the same in dance. I like the imperfection. Or when people
make a mistake, I think that’s when it’s interesting. Because I think the mistake or
the imperfection is what creates the provocation.

M: … that is what I feel I would like to do as a technologist … we have this imper-
fection which has now inspired some idea. What we really want is to get rid of the
imperfection but have control over it entirely now. So say, you know, the pixelation
at thebackwould beawesome ifwecould just control it. So they’re never pixelated
ever, unlesswewant themtobe. Butnowthatweunderstood that that’s something
that we want, we can improve the quality and then just take back control because
we had limited control, which is what resulted…

M: The idea of using new technologies, like a lot of the frustrations that come out
of it through lack of control. Yeah, but this it’s also been beneficial. Like you say,
human beings. Yeah.

C: Lack of control. But yeah, and as opposed to the first residency, I guess where
we use all those shapes as well which. Sure. Yeah. I really like them too. And we
went in different tangent, but I think maybe we could have a cue here and there
added to it. But in a very sporadic minimalist because I think it’s still fit as well. So
there’s the cube thing was very nice, but yeah, in a way also because we discussed
about the interaction with David. And then I think it’s a different way of thinking
of interaction as well. Maybe for me, because I think David likes people to really
interact deeply and I feel maybe with this it’s more interacting in a subdued way
because … the interaction is over you through the glasses.

…wealready afford thema lotmore control just by putting the headset on and they

can walk around.
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In the following excerpt, ’Q’ denotes the question-asker, whether an audience mem-
ber or the on-stage MC.

Q: Could you tell us a bit how this project started?

Director 1: Um, it started during COVID. Uh, and it was really interesting. At the
beginning we were all in lockdown. We couldn’t leave our homes … or maybe just
for exercise. And I thought, why don’t I make a work with people who were within
walking distance of my home. And Cloé lives nearby, and we thought to make a
piece under a tree in a park, which is at the end of the show now, of course. And
Matt livedwithinwalkingdistance. Boris, he liveswithinwalkingdistancenow. And
then after that — [after] this idea of something very close [we] thought why don’t
we expand out? And Katina was in lockdown in Queensland and I thought to work
with her. And then of course we went ”oh, we can work in a distance, so why don’t
we work a very long way away?” And then then the idea came to partner with the
Netherlands. That’s the short version.

Q:And thenmaybeaquestion forKatina andCloé. Could you tell us abit aboutwhat
it is like to perform 16,000km away?

Performer 1: Uh, it’s. It feels further away when there’s a delay with the Internet.
But it’s been.

It’s been quite special, actually, to to perform with someone on the other side of
the world. I think especially during these times that’s a pretty special thing. When,
um. Yeah. We can’t travel internationally and yeah, I found that pretty cool.

Performer 2: So it’s interesting because there’s another version Olympia experi-
enced different fromwhat we experienced tonight.
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Everything made sense once Olympia was performing with us.

[Before that], we made choreography, we were exchanging a lot. I was sending
videos to her, she was sending me videos. We were making the work that way…
and when we had our ’runs’ [rehearsals together], that’s when we understood the
relationship that we needed to create between her virtually on the wall and then
us…

And then tonight, we were the ones. I mean, we don’t have lights… we have this
video…and it’s a very different awareness becausewehave to look at themonitors,
we have to be exactly in the same spot every night…

…it’s super interesting. It’s a brain exercise and understanding the relationship.
Um, yeah, I felt like tonight I worked a lot more with my brain… not ”thinking”

Performer 1: That’s true, because in thefirst version [with the audience in Sydney]
we were looking at Olympia on the [projection]. But in this version [with the
audience in Gronengen] we’re … imagining her in this space. It’s kind of imaginary,
but thenwhenwe see themonitor, we can see the interaction and know that that’s
there.

Q: (translated) So they’re asking whether you have a public…

Director 2: …they don’t have public because it’s very late at night. That’s of course
the problemwith working with Australians. There’s ten hours difference.

Q: Technically it would be possible?

Director 2: Well, we did it the other way around two weeks ago. They had the live
performance in Brand X — it’s a grand theatre in Sydney. And then we were in an
office at 8 o’clock in themorning.

Q: So maybe you could tell more about that there are two different perform-
ances?

Director 2: I think wemade two completely different live versions.

Director 1: Yeah, it’s interesting to make … within two weeks … two very different
versions of the same show, and partly that was because we were in a theatre that
couldn’t set up anything in. So that created one problem. But there’s this feeling
that with the digital work, you can change it quite rapidly andmake quite different
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versions quite fast. And so it actually quite a creative platform to work where you
can make many iterations in a very short period of time with just a few building
blocks. I’m really interested to see ”what next?”, where we take it next and how far
we can take this ”fluid” work. I guess you would say it’s very fluid.

Director 2: I had a panic attack the other day when you told me you wanted to add
a third company in Mexico.

Director 1: And then after that I was thinking the Moonmaybe…

Q: I have a question really for the the dancers … I don’t know very much about
dance, but I’m trying to imagine for the dancers… it begins quite prominently, very
specific. It’s marked space, it’s very precise. And the distance that you’re being
put through whith various clever bits of software … it begins very technically … Is
there within this process a way that it becomes intuitive between you in another
way?

Performer 2: When we were on the table, that part for me is very much intuitive. I
didn’t have to look at themonitors at all, because it hadn’t changedmuch from the
previous version we’d done. I could figure out where Olympia was, so then it was
just about adjusting my gaze to where I believed he was. I mean she didn’t move
too much, it was more the angle of her body, or when to turn around, or when to
connect with her. So this was very intuitive. I guess the beginning, because we
follow each other, that was the hardest part … or … it’s kind of intuitive as well, I
guess.

Performer 1: It took some time at the start to find the timing with each other. But
I think after a while we started to feel what really worked. So that was really nice…
finding that timing together when we wanted to be in time and when the choices
were to be in a cannon or something.

Performer 2: Because there’s the music. So once you understand what’s happen-
ing with the graphics … and themusic … it feels like in the room even though she’s
not. It’s really weird but it feels like she’s present.

Director 1: One thing I will say is whenwe do the showorwe do a rehearsal without
Olympia, it feels veryflat. It feels very, veryflat. But as soonas…the threedancer’s
are together, there’s a magic that happens. And that’s really interesting because
they’re 12,000km apart or whatever it is … but you feel the presence of the third
person.
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Performer 3: I think it was very different because they are two dancers , so they
made material together, whereas I was by myself. And because we didn’t make
movements together, it was not a trio in that sense where we made material
together it was actually very different material [we each brought].

I think the intuitive part was the energy, because actually in the box I don’t ”dance”
much. It’smore angles of the body…Howyou send focus into this blank space that
then gets transferred to them. That’s I think, the intuitive part. So yeah, it’s, it’s
more listening than anything because I can do amovement and it looks nice on the
screen, but it can reallyeasilybedisconnected…I’malso lookingat themonitorand
I’m looking at that because I’m also there … so it’s just more energy than anything
else …

Director 2: Let’s make a transition to Boris and Matt because they’re also part of
the choreography. Maybe you should say something. Say something… nerds don’t
talk.

Tech 1: Is there a question?

Director 2: Just say something! What did you do in this project?

Tech 1: Oh, very good. What did I do? WellMatt and Iwereworking in our respective
software packages attempting to get the point-clouds distributed throughout this
network of cameras and control systems to get something that’s usable for the
project essentially as well as develop aesthetic looks that were, you know.

Tech 2: Yeah I think a lot of the main challenges were with getting the cameras
to pick up something that’s usable and able to be put in this virtual space that
can be shared. And then making these virtual environments that surround the
dancers.

Tech 1: I think it’s great working with with theWERC team as well.

Q: How do you work together? How does that work?

Tech 1: Frantically … attempting to ensure that things don’t crash. There’s a lot
of troubleshooting that’s going on most of the time in terms of getting all this
information around and distributed and connected between us just within our
own computer systems and also then between our computer systems and their
computer systems, while also trying to be creative at the same time.
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Q: Yes exactly — because we’re talking now much about the technical side, but
there must be also the artistic side that you exchange?

Tech 1: Because of our really limited time that we had that we got to spend to
connect together, a lot of the time was spent troubleshooting technical stuff, to
be honest, because there was just so much to overcome.

So I think when we’re talking about intuitive collaboration, I think it was mainly to
do with us being intuitive off of what they were presenting to us and reacting to
that and hopefully — I think probably — vice versa. So there wasn’t really a lot of, a
lot of direct creative time that we got to spend. I think we just sort of went and ran
withwith ideas that that people offered up. You know, thework offered up and and
we kind of came together.

Tech 2: And I think…working around the time zones. Wewould spend eight hours
working and developing … we would come up with a whole set of fresh stuff and
then go to sleep and then comeback the next day and have a response to that. And
wekindofwent through2or 3weeksdevelopment of just doing that back and forth
daily.

Tech 3: I think what’s good to mention too is while the dancers communicate
visually (they see the video streams), we have multiple chat windows open where
we talk about cues, what’s going wrong, which server went down, where to pick
it up. So that’s what we’re doing constantly there on a chat window. And at the
same time we have two technical setups that are well, not identical but that are
comparable. So the same stuff is running on the two sides of the world and then
they are being exchanged. So all of the manipulations you see of the point-clouds
dissolvingorchanging…onthegauzeandonthescreen, that’s somethingJoachim
and Jelle are doing there, but that’s something they are also doing at the same
time in Australia. So we have a chat with technical troubleshooting stuff, like ”how
stuff works” and ”do they hear the sound that we just sent them” and stuff like that.
And at the same time they are seeing what we’re doing and trying to have a visual
response to this and trying to match up the visual worlds together.

Q:Me as audience. I didn’t get that.

Tech 3: You’re supposed to not get that, right!

Q: It’s really like you are the ones who control the whole video department. We
don’t see video on their side. So it’s you to control. And what is the purpose then
that they also have control?
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Tech 3: What they need to do the local manipulations of the two dancers there
because we cannot send … it’s too much information to send over the Internet, so
they’re doing some of the manipulations there already, and then sending it … so
they’re like pre-setting stuff so we can incorporate it. And then what we do is we
decide what we put to the projectors. But actually the weird thing is, and this I
totally agree with you, there is a big world you don’t see, which is what happening
in in the middle of these two places where the the streams collide and where two
computers on the other side of theworld are calculating similar things so they can
transmit together.

Tech 3: The first showwas us giving to Australia. This one is Australia giving to us.
And the next step would be to have the real one.

Q: Yeah, that would be better.

Q2: I think we should wrap up because we have to send you guys to sleep. I mean,
it’s past midnight.

Director 1: Yeah, we have to do our bump-out now .. we have to break our set down.
So yes, late night for us. It’s a pleasure working, a real pleasure working with you
all. Really, really grateful.

Tech 3: Same here.



C. Publications

During the course of this PhD, I co-authored the following publications. These

may discuss works or concepts in this thesis and some of their text may appear

verbatim in this work, despite not being explicitly referenced.
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