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Abstract—Multistream classification aims to predict the target
stream by transferring knowledge from labeled source streams
amid non-stationary processes with concept drifts. While existing
methods address label scarcity, covariate shift and asynchronous
concept drift, they focus solely on the original feature space,
neglecting the influence of redundant or low-quality features
with uncertainties. Therefore, the advancement of this task is
still challenged by how to: 1) ensure guaranteed joint repre-
sentations of different streams, 2) grapple with uncertainty and
interpretability during knowledge transfer, and 3) track and
adapt the asynchronous drifts in each stream. To address these
challenges, we propose an interpretable Fuzzy Shared Represen-
tation Learning (FSRL) method based on the Takagi-Sugeno-
Kang (TSK) fuzzy system. Specifically, FSRL accomplishes the
non-linear transformation of individual streams by learning the
fuzzy mapping with the antecedents of the TSK fuzzy system,
thereby effectively preserving discriminative information for each
original stream in an interpretable way. Then, a multistream joint
distribution adaptation algorithm is proposed to optimize the
consequent part of the TSK fuzzy system, which learns the final
fuzzy shared representations for different streams. Hence, this
method concurrently investigates both the commonalities across
streams and the distinctive information within each stream.
Following that, window-based and GMM-based online adaptation
strategies are designed to address the asynchronous drifts over
time. The former can directly demonstrate the effectiveness of
FSRL in knowledge transfer across multiple streams, while the
GMM-based method offers an informed way to overcome the
asynchronous drift problem by integrating drift detection and
adaptation. Finally, extensive experiments on several synthetic
and real-world benchmarks with concept drift demonstrate the
proposed method’s effectiveness and efficiency.

Index Terms—Concept Drift, Multistream Classification,
Transfer Learning, Fuzzy Systems

I. INTRODUCTION

IN machine learning, there is a common assumption that
optimal model performance is contingent upon the training

and test datasets adhering to identical distributions, thereby
enabling the model to generalize effectively. However, in
real-world applications, various data are always generated
continuously and sequentially with unpredictable changes in
their underlying distribution. The phenomenon is referred to as
concept drift [1], which results in a decline in the performance

The work was supported by the Australian Research Council (ARC) under
Laureate project FL190100149 and discovery project DP200100700.

En Yu, Jie Lu, and Guangquan Zhang are with the Decision
Systems and e-Service Intelligence Laboratory, Australian Artificial
Intelligence Institute (AAII), Faculty of Engineering and Informa-
tion Technology, University of Technology Sydney, Ultimo, NSW
2007, Australia (e-mail: En.Yu@student.uts.edu.au; Jie.Lu@uts.edu.au;
Guangquan.Zhang@uts.edu.au.)

Corresponding author: Jie Lu

of models trained on historical data once drift occurs. Conse-
quently, researchers have shown significant interest in devising
effective learning techniques to analyze streaming data in non-
stationary environments. The objective of this research is to
address the challenges posed by concept drift and enhance
the model’s adaptability to the continuously evolving data
distributions in dynamic real-world environments.

Existing studies have provided empirical evidence regarding
the efficacy of concept drift adaptation methods for handling
dynamic distributions in data streams [2]–[5]. Research in
this domain predominantly falls into two categories: informed
and blind. Informed methods typically leverage supervised or
unsupervised drift detection strategies to dynamically monitor
data streams. Upon detecting a drift, an adaptation mechanism
will be triggered, enabling the model to quickly adapt to the
new concept [6], [7]. In contrast, blind methods continuously
update the model with new incoming data without explicitly
employing drift detection mechanisms [8], [9]. It’s important
to note, however, that a considerable number of these ap-
proaches are specifically designed for single-stream scenarios
with delayed labels.

In the realm of advanced intelligent systems, it is quite
typical to encounter the concurrent generation of multiple
data streams simultaneously. For example, in a healthcare
monitoring system, multiple data streams like patient vital
signs, electronic health records, and wearable device data vary
over time but interact to facilitate critical medical decisions.
These various data streams enable personalized patient care
and real-time health assessments, despite exhibiting distinct
distributions due to varying data sources [10], [11]. In addition,
the labeling of this multifaceted data, essential for facilitating
critical medical decisions and enabling personalized patient
care, presents significant challenges in terms of time and
labor costs. This has led to the emergence of hybrid data
environments, where voluminous streams of both labeled and
unlabeled data are processed concurrently [12].

To address this situation, multistream classification has been
introduced, involving both labeled and unlabeled data streams
with concept drifts [13]–[15]. This task aims to predict the
labels of the target stream by transferring knowledge from
one or multiple labeled source streams, while also handling
the concept drift problem. Generally, there are three common
challenges in this task [16]: 1) Label scarcity, which refers
to the lack of labels for the target data stream, unlike the
source streams that have labeled data; 2) Covariate shift, which
indicates that each data stream exhibits a unique distribution,
differing from others and 3) Asynchronous concept drift,
which occurs when source and target streams independently
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Fig. 1: The high-level illustration of FSRL. It first collects data batches from all data streams and constructs a fuzzy mapping
with the antecedent part of the TSK fuzzy system individually to realize nonlinear transformation. Then, the consequent
components are optimized by aligning the conditional and marginal distributions simultaneously.

experience concept drift at different times, uniquely impacting
the model’s performance. In recent years, some methods have
been proposed to address these challenges by integrating
online domain adaptation and drift-handling techniques. Most
of them predominantly concentrate on single-source streams,
which can hamper model performance due to the constraints
in source data quality. Additionally, these approaches, being
reliant on a single source, often face the risk of overfitting.
To address these issues, a multi-source configuration has been
introduced, which taps into diverse source streams to gather
supplementary data, thereby enriching the model’s accuracy
and robustness [8], [17].

However, transferring knowledge among multiple non-
stationary data streams presents additional challenges that
are not considered in current works. Firstly, most current
methodologies construct classifiers based on information from
the original feature space, overlooking the impact of redun-
dant or low-quality features, which can detrimentally affect
the final decision-making process [12]. Therefore, a method
to exploit guaranteed joint representations of different
streams becomes particularly crucial during knowledge trans-
fer. Secondly, various data streams with asynchronous drifts
inevitably contain inherent uncertainties and dynamic relation-
ships. Consequently, a method to address these uncertainties
and provide a reasonable interpretability analysis is also a
crucial focus of this task.

Since fuzzy systems have shown robust learning capabilities
and transparent interpretability for various applications [18]–
[20], we propose a novel Fuzzy Shared Representation Learn-
ing (FSRL) method based on TSK fuzzy system to address
the newly exposed challenges. TSK fuzzy system is a data-
driven system comprised of multiple IF-THEN fuzzy rules,
offering high interpretability. It can learn model parameters
in a data-driven manner similar to other machine learning
methods. The output of a TSK fuzzy system is based on
linear functions of the inputs, providing a more flexible way to
learn shared representations. This flexibility allows for better
adaptation to various tasks and data types. Many methods

based on TSK fuzzy systems have been proposed to enhance
interpretability and address uncertainty in transfer learning,
which also provides a guaranteed foundation for the design of
my model [21]–[23]. Therefore, FSRL employs a multioutput
TSK fuzzy system as a transformation method to learn a
shared fuzzy space. Specifically, as shown in Figure 1, we
collect a data batch from each data stream and construct a
fuzzy mapping with the antecedent part of the TSK fuzzy
system individually to realize nonlinear transformation. It
preserves discriminative information for each original stream
in an interpretable way. Then, an advanced method is proposed
to learn the consequent parameters of the TSK fuzzy system
by considering all data streams simultaneously. Following
that, blind window-based (BFSRL) and informed GMM-based
(IFSRL) adaptation strategies are designed to address the
various drifting situations over time. Specifically, BFSRL
utilizes a fixed-size sliding window to aggregate incoming
data, implementing FSRL at each step. This method not
only effectively demonstrates FSRL’s capability in facilitating
knowledge transfer across multiple streams but also provides a
direct solution to the challenges in multistream classification.
However, the continuous variation in the frequency and types
of data drifting in different datasets makes it sensitive to
window size.

To enhance the robustness and generalization, we further
introduce the IFSRL, which integrates drift detection and
adaptation mechanisms, providing a more nuanced response to
the concept drift problem. As shown in Figure 2, we initially
train a Gaussian Mixture Model (GMM) [24], [25] using
collected data, which is employed to estimate the conditional
distributional relationship between new data and current data.
Additionally, we employ the Drift Detection Method (DDM)
[26] to detect the drift in each labeled source stream, as it of-
fers a stable and accurate detection approach. Simultaneously,
we utilize the weighted ensemble strategy for asynchronous
drift adaptation leveraging the conditional distributions derived
from the GMM. For the unlabeled target stream, we design two
sliding windows and continuously monitor their distribution
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Fig. 2: The IFSRL framework involves using DDM for drift
detection in source streams. New samples are mapped to the
learned fuzzy shared space for incremental base classifier
training when there is no drift. If drift occurs, the GMM-
based adaptation module adjusts the data and retrains a new
base classifier, while preserving old base classifiers in a pool
for retaining previous knowledge. Drift in the target stream
is monitored using two sliding windows based on the mean
conditional distribution, triggering data re-collection and new
fuzzy shared space learning once target drift is detected.

changes to detect drift based on the mean conditional distri-
bution effectively. When drift is detected in the target stream,
it indicates that the previously established fuzzy shared space,
learned through FSRL, is no longer valid. This necessitates the
re-collection of data and the learning of a new fuzzy shared
space, ensuring our model’s adaptability and relevance in the
face of evolving data characteristics. The main contributions
of this work are summarized as follows,
• This paper firstly introduces the TSK-FS into multistream

classification under concept drift and proposes a novel
FSRL method to learn a shared fuzzy feature space. It not
only addresses uncertainties and interpretability during
knowledge transfer, but also enhances model adaptability
and robustness in the shared fuzzy space.

• An advanced optimization method for multistream joint
distribution adaptation is proposed to learn the conse-
quent parameters of the TSK fuzzy system. This ad-
dresses inter-stream shifts, simultaneously mitigating the
impact of redundant features.

• We design an online blind window-based adaptation
method that utilizes a fixed-size sliding window to ag-
gregate incoming data, implementing FSRL at each step.
This approach provides a straightforward demonstration
of FSRL’s effectiveness in facilitating knowledge transfer
across multiple streams.

• A novel informed online adaptation method is proposed,
integrating drift detection and GMM-based adaptation
mechanisms to solve the asynchronous drift problem,
thus providing a more general and robust solution to
multistream classification.

II. RELATED WORK

This section offers a comprehensive survey of the literature
related to our research. We first delve into the fundamental

definition of concept drift and popular concept drift adap-
tation methods designed for single-stream scenarios. Subse-
quently, we provide an overview of existing research on the
multistream classification task, highlighting the shortcomings
of current approaches. Finally, we introduce the definitions,
preliminaries, and prevalent optimization methods associated
with TSK fuzzy systems.

A. Concept drift

The field of data stream classification has garnered sig-
nificant attention in research, primarily due to the dynamic
nature of real-world data streams characterized by the phe-
nomenon of concept drift. Concept drift is delineated as a
shift in the data distribution over time, observable when the
joint distribution at time t + 1, Pt+1(X, y) 6= Pt(X, y)
[1]. This shift poses formidable challenges to maintaining
classifier accuracy and ensuring rapid adaptability. In response
to these challenges, various strategies have been developed
to enhance model effectiveness and reliability by employ-
ing concept drift adaptation strategies [27]. For example,
Window-based approaches stand out prominently, such as
DDM [26], Adaptive Windowing (ADWIN) [28], Dynamic
Extreme Learning Machine (DELM) [29] and so on. These
methods operate by monitoring changes in data statistics
or prediction errors across different data windows, adapting
to new concepts upon detecting drift. Additionaly, Instance-
based lazy learning methodologies, including Just-In-Time
adaptive classification (JIT) [30] and Stepwise Redundancy
Removal (SRR) [31], have found extensive application. In
addition, ensemble learning mechanisms have been integrated
into this domain, such as Adaptive Random Forest (ARF)
[27], Dynamic Weighted Majority (DWM) [32], Learn++NES
[33]. These diverse approaches collectively contribute to the
arsenal of techniques available for handling concept drift in
dynamic data stream scenarios. However, these approaches are
specifically designed for single stream with delayed labels,
which can not be used for multistream scenarios.

B. Multistream classification

To address the multistream problem, Chandra et al. [13]
introduced a multistream classification framework using en-
semble classifiers, enhanced by Kernel Mean Matching. The
FUSION algorithm [16] further improves this approach with
effective density ratio estimation. Neural network-based mod-
els like Autonomous Transfer Learning (ATL) [34] and meta-
learning frameworks [35], [36] provide additional solutions for
handling drifting data streams. However, only depending on
one single stream may degrade the model performance due to
the constraints in source data quality.

To bolster robustness, multisource stream classification
seeks to leverage synergistic information from diverse source
streams. Du et al. [37] introduced Melanie, a notable approach
that utilizes a weighted ensemble classifier for knowledge
transfer across multiple sources, pioneering the handling of
concept drift from various streams simultaneously. However,
it is essential to note that Melanie is constrained to su-
pervised scenarios and is not applicable to unlabeled data.
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This highlights the need for further advancements in accom-
modating diverse data types and scenarios in multi-source
stream classification. Furthermore, AutOmatic Multi-Source
Domain Adaptation (AOMSDA) [9] introduces a central mo-
ment discrepancy-based regularizer, facilitating information
integration across multi-source streams and addressing covari-
ate shifts through a node weighting strategy in an unsuper-
vised way. Despite its efficacy on a chunk basis, AOMSDA
lacks dynamic stream change detection. In response to this
limitation, Jiao et al. [12] propose a reduced-space Multi-
stream Classification based on Multi-objective Optimization
(MCMO). This approach aims to identify common feature
subsets for minimizing distribution shifts and incorporates a
GMM for drift adaptation. However, these methods still fail to
leverage guaranteed joint representations of different streams
and address uncertainties. Moreover, they do not provide a
reasonable interpretability analysis for knowledge transfering
in a dynamic environment. Further research is warranted
to enhance the understanding and interpretability of model
decisions in evolving multistream scenarios.

C. Takagi-Sugeno-Kang fuzzy system

The TSK fuzzy system [38], an advanced model within the
realm of fuzzy logic, stands out for its data-driven method-
ology and application of IF-THEN fuzzy rules [23]. This
approach facilitates the construction of models that are not
only robust in learning from complex data patterns but also
excel in providing transparent and interpretable results. The
versatility of the TSK fuzzy system is evidenced by its suc-
cessful deployment across a wide range of fields, from control
systems to pattern recognition and beyond. Specifically, it can
be can be formulated based on “IF-THEN” rules as follows:

IF : x1 isAk1 ∧ x2 isAk2 ∧ · · · ∧ xd isAkd
THEN : fk(x) = pk0 + pk1x1 + · · ·+ pkdxd,

(1)

where k ∈ {1, 2, . . . ,K} denotes the index of the k-th rule.
Let x ∈ Rd×1 represent the sample vector, where d is the
dimensionality of the samples. The function fk(x) signifies
the output of the k-th rule. Additionally, Aki denotes the fuzzy
set associated with the i-th feature under the k-th rule, and ∧
symbolizes a fuzzy conjunction operator.

In contrast to crisp sets where membership values are
strictly confined to either 0 or 1, fuzzy sets allow for member-
ship degrees ranging continuously from 0 to 1. A frequently
employed representation of fuzzy membership is through the
Gaussian function, which is formulated as:

µAk
i
(xi) = exp

(
−(xi − cki )/2δki

)2
, (2)

where parameters cki and δki represent the center and width
of the Gaussian function and they are also the antecedent
parameters of the TSK fuzzy system. The estimation of
these parameters can be effectively achieved through various
methodologies, such as the Fuzzy C-Means Clustering (FCM)
[21] and Var-Part [39].

Once the antecedent parameters are established, it becomes
feasible to compute the membership value for each feature
in the specific fuzzy set Aki , as delineated in Eq.(2). When

multiplication serves as the conjunction operator, the firing
level of each sample’s k-th rule can be determined via Eq.(3a).
Eq.(3b) presents the normalized version of this calculation.
Further, the output of the TSK fuzzy system is represented as
the weighted mean of fk(x), as elucidated in Eq.(3c).

µk(x) =

d∏
i=1

µAk
i
(xi), (3a)

µ̃k(x) = µk(x)

/
K∑
k′=1

µk
′
(x) , (3b)

f(x) =

K∑
k=1

µ̃k(x)fk(x). (3c)

Upon acquiring the antecedent parameters, the expression
of the TSK fuzzy system’s output, as indicated in Eq.(3c), can
be represented as linear regression, as delineated in Eq.(4).

y = f(x) = pT
g xg, (4)

where

xe = [1,xT]T ∈ R(d+1)×1, (5a)

x̃k = µ̃k(x)xe ∈ R(d+1)×1, (5b)

xg = [(x̃1)T, (x̃2)T, . . . , (x̃K)T]T ∈ RK(d+1)×1, (5c)

pk = [pk0 , p
k
1 , · · · , pkd]T ∈ R(d+1)×1, (5d)

and

pg = [(p1)T, (p2)T, . . . , (pK)T]T ∈ RK(d+1)×1. (6)

III. PROPOSED METHOD

In this section, we first define the multisource stream clas-
sification problem and analyze the challenges inherent in this
task, as well as its objectives. Then, we provide an overview of
our proposed Fuzzy Shared Representation Learning (FSRL)
method. Subsequently, we delve into the detailed description
of the FSRL algorithm and the optimization strategy. Further-
more, we discuss in depth two online adaptation strategies
designed to handle different drifting scenarios over time, i.e.,
blind window-based and informed GMM-based approaches.

A. Problem definition and overall framework

Multisource stream classification is an online process in-
volving V distinct labeled source streams Sv, v ∈ [1, V ] and
a single target stream T with scarcity of labels. Denoting
PSv and PT as the distributions from Sv and T . Each arrived
data sample from source streams at time i is represented by
xSvi

∈ Dd with true label ySvi
, while only d-dimensional

features xTi
of target stream can be obtained. All streams at

the same time step i are related but with joint domain shift,
i.e., 1) marginal shift PSv(xSvi) 6= PSv∗(xSv∗i) 6= PT (xTi)
and 2) conditional shift QSv(ySvi | xSvi) 6= QSv∗(ySv∗i |
xSv∗i) 6= QT (yTi

| xTi
) and . In addition, another challenging

issue of this setup is the asynchronous concept drift over time,
which can manifest in three primary scenarios:
• Source Drift: ∃ i if PSv(xSvi

) 6= PSv(xSv(i+1)
), v ∈

[1, V ] but PT (xTi) = PT (xT(i+1)
), the drift only occurs

in the source stream.
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Algorithm 1 The learning process of FSRL

Input: Input data {(xSvi , ySvi)}ni=1, {xTi}ni=1; the number of fuzzy
rules K; hyperparameters λ

Output: Antecedent parameters of the TSK fuzzy systems; conse-
quent transformation matrix P.

1: Estimate the antecedent parameters of the TSK fuzzy systems by
using the Var-Part clustering algorithm for each stream.

2: Construct the new fuzzy representations {gSvi
}ni=1 and

{gTi}ni=1 generated by fuzzy rules for each stream by Eq. (5a)-
(5c).

3: Construct MMD matrix M0 by Eq.(12)
4: repeat
5: Solve the generalized eigendecomposition problem in Eq.(17)

and select the m smallest eigenvectors to construct P.
6: Train a classifier f using new fuzzy representations

{(zSvi
, ySvi)}Ni=1 to update pseudo target labels.

7: Construct MMD matrices Mc by Eq.(14).
8: until Convergence

• Target Drift: ∃ i if PSv(xSvi
) = PSv(xSv(i+1)

), v ∈ [1, V ]
but PT (xTi

) 6= PT (xT(i+1)
), the drift only occurs in the

target stream.
• Concurrent Drifts: ∃ i if PSv(xSvi) 6= PSv(xSv(i+1)

), v ∈
[1, V ] and PT (xTi

) 6= PT (xT(i+1)
), it means drift occurs

in both source and target streams.
Our primary goal is to precisely predict the labels of the

target stream by adeptly harnessing the insights gleaned from
the labeled source streams. This entails not only utilizing
the available knowledge from the source streams but also
adeptly navigating and adapting to various drifting scenarios.
Furthermore, our attention is centered on developing methods
to secure more robust and dependable joint representations in
the midst of transferring knowledge across diverse streams.
Simultaneously, we aim to identify and implement strategies
to circumvent potential uncertainties, thereby enhancing the
overall efficacy and reliability of our approach. This focus is
integral to advancing the precision and effectiveness of our
methods within the context of dynamic stream environments.

Therefore, we propose the FSRL method based on the
multioutput TSK fuzzy system. It learns a common feature
subspace for various data streams, in which both the unique
discriminative information of each original stream and the
distribution-adapted common features are simultaneously pre-
served and emphasized. Furthermore, FSRL delves into deci-
phering nonlinear interactions among multiple data streams via
the rule-based TSK fuzzy system. It facilitates the achievement
of promising performance in terms of robustness and inter-
pretability. Following that, blind window-based (BFSRL) and
informed GMM-based (IFSRL) online adaptation strategies are
designed to address the various drifting situations over time
based on the learned common features.

B. Fuzzy Shared Representation Learning

As previously discussed, prevalent approaches in multi-
stream classification predominantly rely on the original feature
space for constructing classifiers. This often leads to the
inadvertent inclusion of redundant or low-quality features,
potentially compromising the efficacy of the decision-making
process [12]. To address this issue, our methodology involves

the creation of a fuzzy shared space, which encompasses a
two-step process for deriving fuzzy shared representations.
This process comprises an initial nonlinear transformation,
followed by a linear dimensionality reduction.

In our proposed method, the nonlinear transformation within
the multioutput TSK fuzzy system is facilitated by its an-
tecedent parameters. For this purpose, the Gaussian function is
employed as the membership function, where the antecedent
parameters are specifically designed to represent the center
and the width of the Gaussian curve. Following this, the Var-
Part clustering method [39] is applied to estimate the clusters
CSv and CT, corresponding to each source and target stream,
respectively. Subsequently, the kernel width matrices DSv and
DT are derived, utilizing a procedure analogous to that used
in the FCM [21] approach as follows:

(DSv)
k
p =

nSv∑
i=1

(
xSvip

− (CSv)
k
p

)2
, v = 1, 2, · · · , V (7a)

(DT )kp =

nT∑
i=1

(
xTip

− (CT )kp
)2
, (7b)

where k = 1, 2, . . . ,K represents the total number of rules,
while p = 1, 2, . . . , d denotes the dimension of samples. nSv
and nT signify the respective numbers of samples within
each source and target stream. Notably, the estimation of
clusters and kernel widths is conducted individually across
different streams. This approach ensures that the discriminative
information pertinent to each original stream is not only
preserved but also rendered in an interpretable manner.

Once all the antecedent parameters of the TSK fuzzy system
are established, any sample (xSvi

or xTi) from either the
source stream or the target stream is first mapped into a stream-
specific fuzzy space via Eq. (5a)–(5c). The new representations
of the source and target samples in the fuzzy space can be
formulated as follows:

gSvi
= [(x̃1

Svi
)T, (x̃2

Svi
)T, . . . , (x̃KSvi

)T]T ∈ RK(d+1)×1,
(8a)

v = 1, 2, · · · , V

gTi
= [(x̃1

Ti
)T, (x̃2

Ti
)T, . . . , (x̃KTi

)T]T ∈ RK(d+1)×1. (8b)

Subsequently, the consequent components of the TSK fuzzy
system are employed as the transformation function φ(∗). This
function is instrumental in facilitating linear dimensionality
reduction within the resultant shared fuzzy feature space,
which is formulated as follows:

φ(xSvi
) = zSvi

= PTgSvi
, v = 1, 2, . . . V, (9a)

φ(xTi) = zTi = PTgTi , (9b)

P = [p1
g,p

2
g, . . . ,p

m
g ] ∈ RK(d+1)×m. (9c)

In this study, distinct from the design for antecedent parame-
ters, we postulate that the consequent parameters across differ-
ent streams are shared. This assumption aids in streamlining
the feature set, thereby enhancing computational efficiency and
improving the overall performance of the model. Additionally,
it facilitates the discovery of common representations among
various data streams.
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Due to the presence of joint domain shifts among different
data streams, it becomes imperative to consider this factor
while learning the consequent parameters. This consideration
aims to minimize the distribution differences: i.e., 1) marginal
distribution PSv(xSvi

) and PT (xTi
), and 2) conditional distri-

bution QSv(ySvi
| xSvi

) and QT (yTi
| xTi

), in the final shared
fuzzy space. Therefore, we further propose a multistream
joint distribution adaptation method in our study. Given the
transformation function φ(∗), it aims at matching the joint
expectations between each source stream and target stream,

min
φ

V∑
v=1

(‖EP [φ(xSvi), ySvi] −EP [φ(xTi), yTi]‖
2
)

≈
V∑
v=1

(‖EPSvi
[φ(xSvi

)] −EPT
[φ(xTi

)]‖2

+ ‖EQSi
[ySvi | φ(xSvi

)] −EQT
[yTi | φ(xTi

)]‖2
)
.

(10)

1) Marginal distribution adaptation: To align marginal
distributions between source streams and target stream, we
regard the Maximum Mean Discrepancy (MMD) [40] as the
distance:

V∑
v=1


∥∥∥∥∥∥ 1

nSv

nSv∑
i=1

PTgSvi
− 1

nT

nT∑
j=1

PTgTj

∥∥∥∥∥∥
2


= tr
(
PTGXM0GT

XP
)
,

(11)

where tr(·) denotes the trace of a matrix. GX =
[GS1

, . . . ,GSV
,GT ] ∈ RK(d+1)×(V×nSv+nT ) and GSv

=
[gSv1

,gSv2
, . . . ,gSvnSv

] ∈ RK(d+1)×nSv and GT =

[gT1
,gT2

, . . . ,gTnT
] ∈ RK(d+1)×nT . M0 ∈ R(V×nSv+nT )2

is the MMD matrix, which is formulated as:

(
M0
)
ij

=


1

nSnS
, i, j ≤ nS

1
nTnT

, i, j > nT
−1
nSnT

, otherwise
(12)

where nS = V ×nSv
is the total number of V source streams.

2) Conditional distribution adaptation: Although minimiz-
ing the discrepancies in the marginal distributions across
domains can be beneficial, this alone doesn’t ensure the
alignment of the conditional distributions QSv(ySvi | xSvi)
and QT (yTi

| xTi
). It is imperative to focus on reducing

the differences between these conditional distributions for
effective and robust distribution adaptation in the context of
domain adaptation [41]. However, due to the scarcity of labels
in the target stream, it is impractical to directly estimate the
conditional distribution QT (yTi | xTi) of the target stream.
Consequently, we propose an assumption: QSv(ySvi

| xSvi
) ≈

QT (yTi
| xTi

). This allows us to apply the classifiers trained
on source streams to predict pseudo labels ŷT for the target
stream [40]. To enhance accuracy, we adopt an iterative
approach to update the classifier and the feature transformation
φ(∗). Since the true labels for source streams and the pseudo
labels for target stream have been obtained, the MMD distance

between class-conditional distributions QSv(xSvi | ySvi = c)
and QT (xTi | yTi = c) can be measured by:

V∑
v=1

C∑
c=1

∥∥∥∥∥∥ 1

n
(c)
Sv

∑
ySvi

=c

PTg(xSvi)−
1

n
(c)
T

∑
ŷTi

=c

PTg(xTi)

∥∥∥∥∥∥
2

= tr

(
PTGX

C∑
c=1

McGT
XP

)
,

(13)
where c = 1, 2, . . . C is the class numbers. n(c)

S and n
(c)
T

represent the number of examples belonging to the c-th class
in all source streams and the target stream, respectively. Mc

is defined as:

(Mc)ij =



1

n
(c)
S n

(c)
S

, i, j ≤ nS ∧ ySi
, ySj

= c

1

n
(c)
T n

(c)
T

, i, j > nS ∧ ŷT(i−nS)
, ŷT(j−nS)

= c

−1

n
(c)
S n

(c)
T ,
,

{
i ≤ nS , j > nS ∧ ŷSi

, ŷT(j−nS)
= c

i > nS , j ≤ ns ∧ ŷT(i−nS)
, ŷSj

= c

0, otherwise
(14)

3) Overall objective function and optimization: The sub-
sequent parameters in P can be derived using the conven-
tional Principal Component Analysis (PCA) methodology by
incorporating both Eq.(11) and Eq.(13). Therefore, the overall
objective function can be formulated as:

min
P

C∑
c=0

tr
(
PTGXMcGT

XP
)

+ λ‖P‖2F ,

s.t. PTGXHGT
XP = I

(15)

where ‖P‖2F is a constraint term to avoid overfitting and λ is
the corresponding regularization parameter and it is set as 1
in this paper. H = I− 1

n1 represents the centering matrix and
n = V ×nSv

+nT . I ∈ RK(d+1)×K(d+1) is a identity matrix.
According to the constrained optimization theory, we denote

Φ = diag(φ1, . . . , φm) ∈ Rm×m as the Lagrange multiplier.
Consequently, the Lagrangian function related to Eq.(15) can
be derived as:

L = tr

(
PT

(
GX

C∑
c=0

McGT
X + λI

)
P

)
+ tr

((
I−PTGXHGT

XP
)
Φ
)
.

(16)

By setting ∂L
∂P = 0, we obtain generalized eigendecompo-

sition form:(
GX

C∑
c=0

McGT
X + λI

)
P = GXHGT

XPΦ. (17)

Ultimately, the task of identifying the optimal transforma-
tion matrix P simplifies to resolving Eq.(17), specifically tar-
geting the m smallest eigenvectors. In this context, φ1, . . . , φm
represent the minimal eigenvalues, with the corresponding
eigenvectors denoted as P = [p1

g,p
2
g, . . . ,p

m
g ]. Once the

consequent parameters P are acquired, it becomes feasible
to derive new representations for each source stream and the
target stream in the final fuzzy shared representation space.
The detailed learning process is summarized in Algorithm 1.
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Algorithm 2 The online learning process of IFSRL

Input: Input data {(xSvi , ySvi)}Ni=1, {xTi}Ni=1; Window size n.
Output: Predicted target labels.

1: Read first n instances from each stream.
2: Obtain the Antecedent parameters of the TSK fuzzy systems and

consequent transformation matrix P via Algorithm 1.
3: Create the source drift detectors DDMSv and GMM models for

each source and target stream.
4: while there is incoming data do
5: for v = 1 : V do
6: if Source drift is detected then
7: GMM-based adaptation by Eq.(24).
8: Construct the fuzzy shared representation zSvi

by Eq.
(8a) and Eq.(9a).

9: Move the current classifier to the classifier pool Cp and
retrain a new classifier fSv using (zSvi

, ySvi).
10: else
11: Construct the fuzzy shared representation zSvi

by Eq.
(8a) and Eq.(9a).

12: Incrementally training using (zSvi
, ySvi).

13: end if
14: end for
15: Move detection window and calculate µdet, µref
16: if Target drift is detected then
17: Remove all base classifiers and return to line 1.
18: else
19: Construct the fuzzy shared representation zTi by Eq. (8b)

and Eq.(9b).
20: Predict the target label.
21: end if
22: end while

In Algorithm 1, it is assumed that each stream comprises
n samples, resulting in a total of N = (V + 1)n samples.
The computational complexity of step 1 and step 2 is denoted
as O(2dNK) and O((1+d)NK), respectively. Subsequently,
assuming I iterations for multistream joint distribution adap-
tation and a final data dimensionality of d̂ in the fuzzy
shared representation space, the computational complexities
in steps 5, 6, and 7 are denoted as d̂m2d2, Nd̂d, and CN2,
respectively. Therefore, the overall complexity of the proposed
FSRL is expressed as O(NK(3d+1)+d̂m2d2+Nd̂d+CN2).

C. Blind window-based adaptation (BFSRL)

The proposed BFSRL is a straightforward yet highly effec-
tive approach. In this strategy, a set of sliding windows WSv

and WT with size n are crafted to collect the incoming data
from source and target streams, respectively. This framework
facilitates the joint representation learning of the collected data
via FSRL, paving the way for subsequent label prediction tasks
for the target stream. Specifically, within any given sliding
window, the source data WSv

= [xSv1
,xSv2

, . . . ,xSvn
], v =

[1, V ] and target data WT = [xT1 ,xT2 , . . . ,xTn ] are pro-
cured. Subsequently, stream-specific fuzzy representations are
derived using Eq.(3a) and Eq. (3b) as follows:

GWSv
= [gSv1

,gSv2
, . . . ,gSvn

], v = [1, V ] (18a)

GWT
= [gT1 ,gT2 , . . . ,gTn ]. (18b)

Subsequently, the consequent parameters P are optimized
by employing the optimization criteria defined in Equation

(15). Therefore, the final fuzzy shared representations can be
calculated by:

ZWSv
= PTGWSv

, v = 1, 2, . . . V (19a)

ZWT
= PTGWT

. (19b)

Ultimately, classifiers fSv
are trained on the entirety of the

fuzzy shared representations derived from the source streams.
The aggregate predictive probability is then obtained by an
ensemble, where each classifier’s contribution is weighted and
averaged, formalized as:

fE(ZWT
) =

1

V

V∑
v=1

fSv
(ZWT

). (20)

This approach not only efficaciously showcases the potential
of the proposed FSRL in enabling knowledge transfer across
various streams but also offers a direct resolution to the
complexities inherent in multistream classification.

D. Informed GMM-based adaptation (IFSRL)

Although BFSRL offers a straightforward and effective
approach, it is highly sensitive to the window size due to
the varying frequencies and types of concept drift in different
datasets. This variability can lead to challenges in consistently
applying this method across diverse drifting conditions. To
enhance the generalization and robustness of the proposed
method, we introduce the IFSRL, which integrates drift de-
tection and fuzzy shared representation learning, providing a
more nuanced response to the concept drift problem.

In this process, similar to window-based approaches, sliding
windows WSv

and WT with size n are crafted to collect the
incoming data from source and target streams, respectively.
Subsequently, we obtain an initial set of antecedent parameters
and the shared consequent parameters P as well as base
classifiers fSv via FSRL. Then, we conduct online detection
and adaptation based on different asynchronous drift scenarios.

1) Drift detection: The selection of appropriate drift detec-
tion methods hinges on the availability of labels. For labeled
source streams, we use the DDM [26] to detect the drift due
to its accuracy and stability. When a new source sample xSvi

arrives, its predicted label updates the drift detector based on
prediction error. Drift is detected if the error rate exceeds a
set warning threshold. This provides a reliable and efficient
mechanism for monitoring drift in dynamic data streams.

However, due to the absence of labels in the target data,
we are constrained to employing unsupervised methods for
drift detection. Our strategy for identifying drift in the target
stream involves vigilantly tracking alterations in its probability
distribution. Recognizing the efficacy of GMM in accurately
representing data probability distributions, we leverage the
archived target data to initialize a GMM model based on the
Expectation-Maximization algorithm. The underlying premise
of GMM is its capacity to approximate real-world data through
a finite number of mixture components, and it is formulated
as follows:

P (x) =

K∑
k=1

P (x | Ci) · wk, (21)
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where K signifies the total number of Gaussians or mix-
ture components which is set the same as the number of
fuzzy rules, and x is the observed multivariate. Each mixture
component Ck is associated with a weight wk, which is
determined based on the observations encompassing Ck, and
0 ≤ wk ≤ 1,

∑K
k=1 wk = 1. P (x | Ck) defines the likelihood

of the observation x being allocated to the mixture component
Ck. It can be represented by using the mean µk and the
covariance Σk of each mixture component Ck as follows:

P (x | Ck) = 1(
2πd/2

√
|Σk|

) exp
(
− 1

2 (x− µk)
T

Σ−1
k (x− µk)

)
.

(22)
Then the correlation between target samples can be assessed

by the conditional probability P (xTi
|Ck). If there is a tempo-

ral variation in the conditional probability of target samples,
it may indicate the emergence of a new concept. However,
detection based on a single sample is prone to sensitivity
towards outliers. To mitigate this, we employ two sliding
windows: the Reference Window Wref = [xT1

,xT2
, . . . ,xTn

]
and the Detect Window Wdet = [xT(n+1)

,xT(n+2)
, . . . ,xT(2n)

],
where n represents the number of instances in each window.
The average conditional probability for the reference window
is then determined using point estimation of the mean within
the normal distribution by:

µref =
1

n

n∑
k=1

max
k∈{1,2,...,K}

P (xTi
| Ck) . (23)

The confidence interval estimation of the µref is known to be
[µref − zα(σ/

√
n), µref + zα(σ/

√
n)], where σ is the standard

deviation and zα is the significance level which is set as 3 [42].
When the point estimation by the mean µref in the detection
window satisfies µdet ≥ µref + zα × σ/

√
n, the decision is

made that the change has occurred. Otherwise, Wref and Wdet

move step by step to receive new incoming data. If µdet in
the detection window meets or exceeds µref + zα × σ/

√
n,

it is inferred that a change has taken place. Otherwise, both
Wref and Wdet are incrementally shifted to incorporate new
incoming data.

2) Drift adaptation: As discussed before, there are various
drifting scenarios in multistream classification. Here, we sys-
tematically categorize them into three distinct scenarios for
comprehensive analysis.

• No drift: when no drift is detected in either the source or
target streams, the process advances with the incremental
training of the base classifiers. During the initializa-
tion phase, the implementation of FSRL equips us with
optimal antecedent parameters and shared consequent
parameters P. This allows for the newly arriving data
xSvi to be effectively mapped into the fuzzy shared space.
Subsequently, this mapped data zSvi

is employed to refine
and update the base classifiers fSv

.
• Source-only drifting: once a drift is detected within any

source stream, an adaptation module should be deployed
to handle new concepts. Similarly, we utilize the GMM to
evaluate the distributions of the old and new concepts. For
a newly incoming instance xSvi

, its importance weight

wSvi can be calculated by maximizing the conditional
probability of GMM as follows:

wSvi = max
k∈{1,2,...,K}

P (xSvi | Gi) . (24)

When a new concept emerges in any source stream,
adaptation is achieved by applying a multiplicative factor
wSvi

to the data. This weighted data is then mapped
into the fuzzy shared space. Subsequently, a new base
classifier is created and trained using this mapped data
zSvi

. It is important to note that old base classifiers are
not updated with new samples. Instead, they are preserved
within a classifier pool, denoted as Cp, to maintain the
old knowledge. Finally, the ensemble of joint predictive
probabilities is formulated as follows:

fE(zTi
) =

wSi∑N
n=1 wSi +

∑|Cp|
l=1 wP

fSv (zTi)

+
wP∑N

n=1 wSi +
∑|Cp|
l=1 wP

fP (zTi
),

(25)

where wP is the weight of l-th classifer in Cp, and wSi =
1
N

∑N
i=1 wSvi

.
• Target-inclusive drifting: upon the detection of a target

drift, the antecedent parameters and the shared con-
sequent parameters P, as well as the base classifiers
fSv that were established in the initial phase, become
inadequate for the classification of target samples. As a
result, all base classifiers are removed from the classifier
pool. This necessitates a re-initialization of the model,
enabling it to adapt efficiently to the newly concepts.

The online learning process of IFSRL is detailed in Algo-
rithm 2. During the online process, there are four main mod-
ules: FSRL, GMM, DDM, and the Hoeffding Tree classifier.
The overall complexity of FSRL is given by O(NK(3d+1)+
d̂m2d2 + Nd̂d + CN2). In this method, we employ the EM
algorithm to estimate the GMM parameters, and its complexity
can be regarded as linear, i.e., O(n), where n is the window
size. DDM also exhibits linear complexity, O(n). The time
complexity of each Hoeffding Tree classifier is O(n log(n)).
Assuming there are V source streams and 1 target stream,
the time complexities of GMM, DDM, and Hoeffding Tree
are O((V + 1)n), O(V n), and O(V n log(n)), respectively.
Consequently, the overall complexity of IFSRL is O(NK(3d+
1)+d̂m2d2+Nd̂d+CN2)+O((2V +1+V log(n))n). In fact,
since N = (V + 1)n, and V and K are quite small compared
to n, the complexity of IFSRL depends on the window size
n. Hence, we can adjust n to strike a balance between the
performance of IFSRL and available resources.

IV. EXPERIMENTS

In the experiment, we first demonstrated that BFSRL and
IFSRL consistently outperform current methods in multistream
classification, highlighting both robustness and superiority.
Second, because IFSRL performs a more comprehensive per-
spective, we validated the effectiveness of each proposed
component when facing different challenges by ablation study.
Finally, we established the scalability of IFSRL across diverse
data streams, corroborating its stable predictive capabilities. In
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TABLE I: Characteristics of all datasets.

Dataset Type Features Class Instance number Drift type

Sythetic

SEA Single stream 3 2 100K Abrupt/Recurring
RBF Single stream 10 2 20K Incremental
Tree Single stream 20 2 20K Abrupt/Gradual

Hyperplane Single stream 4 2 120K Incremental

Real-world

Weather Single stream 8 2 18K Unknown
Electricity Single stream 8 2 45K Unknown

Kitti Single stream 55 8 25K Unknown
CNNIBN Multistream 124 2 120K Unknown

BBC Multistream 124 2 120K Unknown

TABLE II: Classification accuracy (%) with the variance of various methods on all benchmarks. The best results are highlighted
in bold, while the second-best results are marked with an underline.

Synthetic Datasets Real-World Datasets

Methods SEA RBF Tree Hyperplane Weather Electricity Kitti CNNIBN BBC

Fusion

S1 85.04±0.84 82.03±1.41 76.98±1.11 83.29±0.67 71.04±1.50 73.82±2.56 54.21±2.61 66.76±0.74 61.76±0.09

S2 85.78±0.92 83.46±1.20 76.74±1.00 84.05±0.52 70.65±1.32 73.07±3.01 52.36±2.72 67.54±1.11 61.26±0.43

S3 84.31±1.13 81.03±1.73 75.21±1.07 82.17±0.57 72.17±1.17 74.31±2.73 50.38±2.43 65.34±0.92 59.86±0.19

ATL

S1 88.42±1.70 84.53±2.01 76.43±2.17 86.17±1.04 74.57±1.94 75.07±1.81 52.78±3.78 62.78±1.44 62.78±1.16

S2 88.74±1.75 85.21±1.85 76.71±1.86 87.07±1.21 75.03±2.01 75.83±1.77 54.01±3.09 65.74±1.76 62.34±0.83

S3 87.62±1.01 83.16±2.13 76.07±2.42 86.01±1.49 74.62±1.77 73.96±2.13 53.26±3.21 62.65±1.38 60.76±0.77

Melanie 89.18±0.77 86.04±0.39 78.93±0.61 86.38±0.57 77.74±0.89 77.45±2.95 50.29±1.34 68.79±0.31 68.04±0.01

AOMSDA 90.23±1.42 85.26±2.89 76.87±3.47 87.66±1.74 76.55±1.41 78.02±3.32 67.79±3.16 69.07±1.40 63.36±1.07

MCMO 87.46±2.12 86.26±0.77 77.64±1.47 84.04±1.42 76.02±3.43 78.79±2.17 64.82±4.17 68.83±0.89 60.12±1.51

BFSRL (Ours) 87.62±0.01 86.32±0.42 79.42±0.32 87.78±0.14 78.93±0.11 80.27±0.58 62.32±1.21 69.13±1.74 60.15±0.79

IFSRL (Ours) 89.53±2.01 87.94±1.39 79.89±1.06 87.75±1.71 80.04±2.12 79.46±1.62 69.06±1.14 73.4±1.45 63.48±2.07

addition, we also analyzed parameter sensitivity and conver-
gence.

A. Benchmarks

In the experiment, we use four synthetic: SEA [43], RBF
[44], Tree [45], Hyperplane [28], and five real-world datasets:
Weather [46], Electricity [45], Kitti [47], BBC [48] and
CNNIBN [48] to simulate the multistream classification task
and test our proposed method. The detailed characteristics
of all datasets are elaborated in Table I. To simulate the
multistream classification scenario, we first sort all samples in
descending order according to the probability of each sample
P (x) = exp (x−x̄)2

2σ2 in a Gaussian distribution, which induces
the problem of covariate shift. Then the construction of source
streams follows a sequential order, with the first source stream
being built upon the top Ni samples, followed by the second
source stream, the third source stream, and so on up to
(N − 1)-th source stream. The remaining data samples are
then assigned to the target stream. All samples selected in
each stream will be recovered to the original chronological
order to maintain the raw temporal relationship (i.e., asyn-
chronous drift). Only source streams exclusively consist of
labels, whereas the target stream lacks labels, resulting in the
scarcity of labels problem.

In addition, BBC and CNNIBN are constructed based on

the TV News Channel Commercial Detection Dataset1 [48].
It comprises prominent audio-visual features collected from
150 hours of television news broadcasts, including 30 hours
each from five news channels (i.e., BBC, CNNIB, CNN,
NDTV, and TIMESNOW). All the video shots are recorded
consecutively and used for commercial or non-commercial
detection. Specifically, the original dataset is multimodal and
contains five sets of video features (i.e., video shot length,
screen text distribution, motion distribution, frame difference
distribution, and edge change ratio) and seven sets of audio
features (i.e., short-term energy, zero crossing rate, spectral
centroid, spectral flux, spectral roll-off frequency, fundamental
frequency and bag of audio words), for 4125 dimensions in
total. In this experiment, we remove the bag of audio words
feature and just use the other 11 sets of features. In addition, to
retain as much of the original data as possible, we re-sampled
all data streams to 30,000 samples. We designate CNNIBN and
BCC as the target streams while treating the remaining streams
as source streams to simulate a multistream classification task.

B. Baselines and experiment settings

To validate the effectiveness of our proposed approach, we
conducted experiments comparing it with five state-of-the-
art methods. Specifically, FUSION [16] and ATL [34] are

1https://archive.ics.uci.edu/dataset/326/tv+news+channel
+commercial+detection+dataset
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single-source stream-based algorithms, whereas Melanie [37],
AOMSDA [9], and MCMO [12] are designed for multi-source
classification scenarios. For FUSION and ATL, we formed
three distinct groups by pairing each source stream with
the target stream: FUSIONs1, FUSIONs2, and FUSIONs3
and ATLs1, ATLs2, and ATLs3, respectively. To keep a fair
comparison, we referenced their respective papers for optimal
parameter selection or adjusted parameters to ensure optimal
performance on each dataset.

In this study, we implemented the framework using the
scikit-multiflow learning library [49] in Python. All experi-
mental evaluations were conducted on a server equipped with
187GB of memory and powered by an Intel(R) Xeon(R) Gold
6226R CPU @ 2.90GHz.

C. Overall performance

Our main experiments used a 3-source and 1-target setup,
and Table II compares the classification accuracy of our pro-
posed methods, i.e., BFSRL and IFSRL, against all baselines
on three synthetic and four real-world datasets.

First, in comparison to single-source-based techniques, such
as Fusion and ATL, the multi-source-based methods con-
sistently exhibit substantial advancements. This observation
underscores the efficacy of leveraging multiple labeled source
streams, as they contribute more discriminative and comple-
mentary information. Consequently, it emphasizes the signif-
icance of incorporating diverse data sources for achieving
superior performance.

Secondly, compared to multi-source-based methods, our
approach consistently achieves top-tier performance on most
datasets. Specifically, BFSRL outperforms the MCMO algo-
rithm across all datasets, and even when compared to the
supervised method (Melanie), it demonstrates superior results
on seven out of nine datasets. This directly attests to the
effectiveness of our proposed FSRL algorithm. However, when
contrasted with another blind adaptation method, AOMSDA,
BFSRL exhibits weaker performance on the SEA and Kitti
datasets. This discrepancy can be attributed to the fact that
different methods respond differently to various types and fre-
quencies of drift. Despite this, BFSRL outperforms AOMSDA
significantly on the other seven datasets. This highlights the
robust performance of BFSRL across diverse datasets, show-
casing its effectiveness in addressing knowledge transfer.

In addition, our proposed informed adaptation method, IF-
SRL, consistently exhibits superior performance on almost all
datasets. This is attributed to the integration of drift detection,
allowing for a more nuanced response to different types and
frequencies of drift. Moreover, the method employs a GMM-
based ensemble weighting prediction strategy, enabling the
retention of prior knowledge for replay during predictions
of new concepts. This approach proves to be more effective
compared to previous methods, such as direct retraining or
fine-tuning, in mitigating catastrophic forgetting. The incorpo-
ration of drift detection and ensemble weighting enhances the
adaptability and knowledge preservation capabilities of IFSRL,
contributing to its superiority across diverse datasets.

TABLE III: Classification accuracy (%) of variants.

V1 V2 V3 V4 IFSRL

SEA 85.76 87.78 87.04 88.42 89.53
RBF 85.39 85.91 85.03 86.92 87.94
Tree 76.57 77.49 77.91 78.72 79.89

Hyperplane 86.31 87.21 87.04 86.64 87.75
Weather 76.35 78.89 78.04 78.71 80.04

Electricity 75.87 76.72 77.21 78.33 79.46
Kitti 61.76 65.85 67.01 67.78 69.06

CNNIBN 69.47 71.71 70.42 71.84 73.40
BBC 60.41 62.05 62.57 63.04 63.48

Fig. 3: The influence of the different number of sources.

D. Ablation study

To validate the rationality of each component and its impact
on the overall classification results, we designed four variants
of IFSRL. As shown in Table III, the baseline (V1) directly
removes the FSRL component, providing a reference point
for comparison. Subsequent variants explore the effects of
individual modifications. V2 disregards the shared consequent
parameters and independently considers each stream. V3 omits
the use of GMM to address asynchronous concept drift in
source streams. V4 eliminates the classifier pool, i.e., it
employs only one specific classifier for each stream without
considering prior knowledge.

The classification accuracy results across multiple datasets
provide several insights. Concretely, IFSRL consistently out-
performs all variants across all datasets, demonstrating the
effectiveness of the integrated components, especially the sig-
nificance of fuzzy shared representation during the knowledge
transfer. Specifically, V2 and V3 exhibit competitive accuracy
compared to the baseline V1, suggesting that shared conse-
quent parameters and GMM-based handling of asynchronous
concept drift individually contribute to improved performance.
V4 demonstrates the importance of the classifier pool, show-
casing that considering multiple classifiers for each stream and
preserving prior knowledge through the ensemble approach in
IFSRL significantly enhances adaptability and performance.

These findings underscore the synergistic impact of the
proposed modifications in IFSRL, affirming its robustness in
addressing various challenges in the multistream classification.
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(a) Number of fuzzy rules (b) Window size (c) Feature dimension

Fig. 4: The effect of main parameters on classification accuracy.

The superior performance across all ablation variants reaffirms
the efficacy of our proposed method in handling complex
dynamic correlations.

E. Supplementary experiments

1) Influence of Source Numbers: In this section, we explore
the influence of the number of source streams on the perfor-
mance of IFSRL. Specifically, we assess IFSRL’s performance
using 1, 2, 3, and 5 source streams, respectively. For config-
urations with more than 3 sources, we evenly distribute the
source samples into V streams and re-sample them to ensure
an equivalent number of samples as in the target stream. Our
primary objective is to determine if leveraging multiple source
streams enhances predictive capability compared to a single-
source stream. As depicted in Figure 3, the results indicate
a consistent improvement in performance with multi-source
streams across all datasets, surpassing the performance of a
single-stream setup. It underscores the ability of multi-source
streams to provide supplementary and complementary infor-
mation, thereby enhancing overall predictive performance.

However, it is noteworthy that as the number of source
streams increases, there might be a decline in performance. For
instance, on the Weather and Kitti datasets, the performance
with 3 source streams surpasses that with 5 source streams.
This trend could be attributed to the increased complexity of
the model as the number of source streams grows, potentially
affecting its overall performance. Despite these fluctuations,
the performance of IFSRL remains stable across various
source configurations. This stability suggests that our proposed
method can effectively adapt to different numbers of data
streams, showcasing its versatility and robustness in handling
diverse source stream scenarios.

2) Parameters: In the proposed IFSRL method, three key
parameters significantly influence the classification results:
the number of fuzzy rules K, the window size n, and the
dimensions after feature mapping. To analyze their respective
impacts on the prediction performance, experiments were
conducted on all datasets using different parameter values.
Specifically, we set the fuzzy rules number to be {2, 3, 5,
7}, the window size to be {100, 200, 300, 500}, and the
dimensions after reduction to be {100%, 70%, 50%, 30%,
10%} of the original dimensions, respectively. During the

experiments, each parameter was tuned independently while
keeping the others fixed, and the diverse performances are
depicted in Figure 4.

Different datasets exhibit varying optimal fuzzy rules pri-
marily due to the diverse fuzzy relationships among multiple
data streams. Additionally, each dataset possesses unique drift
frequencies and periods, and the choice of window size signif-
icantly impacts the results. For datasets with higher frequency
drifts, a more flexible window size may be necessary to adapt
to changes in data distribution. Finally, the impact of data
dimensionality on results is paramount, primarily due to the
substantial influence of redundant features. This is why our
approach considers drift adaptation in a low-dimensional fuzzy
shared space, effectively mitigating the influence of redundant
features and thereby enhancing the algorithm’s robustness. The
optimal parameters configured in our experiments are also
listed in Table IV.

3) Convergence Analysis: To further validate the conver-
gence of this algorithm, we conducted experiments on both a
synthetic (SEA) and a real-world (Weather) dataset. We tested
the trend of accuracy with increasing iterations under different
window sizes (i.e., window size ∈ {100, 200, 300, 500}). As
depicted in Figure 5, we observed a increase in accuracy
with the number of iterations, stabilizing within approximately
five iterations for both datasets. These experimental results
demonstrate the guaranteed convergence of our method.

TABLE IV: Parameter settings on different datasets.

Fuzzy rules Window size Feature dimension

SEA 2 200 3
RBF 3 100 10
Tree 3 200 20

Hyperplane 3 500 4
Weather 5 200 8

Electricity 5 300 8
Kitti 2 200 30

CNNIBN 5 400 50
BBC 2 500 50

V. CONCLUSION & FUTURE WORKS

This paper introduces Fuzzy Shared Representation Learn-
ing (FSRL) as an innovative method for multistream classifi-
cation, specifically tailored to address challenges associated
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(a) SEA dataset (b) Weather Dataset

Fig. 5: Convergence analysis on SEA and Weather datasets.

with non-stationary data streams that exhibit concept drift.
FSRL integrates a TSK fuzzy system for non-linear transfor-
mation and introduces a joint distribution adaptation for inter-
stream shift alignment and feature reduction. It enhances the
model’s interpretability and adaptability, and promotes robust
knowledge transfer across multiple streams. Moreover, our
proposed method features two online adaptation strategies: 1)
BFSRL empirically demonstrates the effectiveness of FSRL;
2) IFSRL incorporates a drift detection module and GMM-
based distribution adaptation to handle asynchronous drifts.
These contributions present practical solutions for managing
the dynamic nature of real-world data streams, underscoring
the significance of FSRL in fortifying the robustness and
interpretability of multistream classification.

Although FSRL has demonstrated good performance in the
multistream classification task, it still has some limitations. For
example, 1) The number of fuzzy rules is still pre-defined, and
we need to adjust this parameter to seek optimal performance
on specific data. Our future work will focus on how to auto-
matically estimate the values of fuzzy rules through learning
algorithms; 2) When estimating class-conditional distributions,
we assume that the source stream and target stream share
the same label space. However, in open-world scenarios, new
classes may emerge, which is also one of our concerns.
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