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ABSTRACT
Traditionally, sentiment analysis methods rely solely on text or
image data. However, most user-generated social media content
includes both textual and image content. In this study, we propose
a novel Dual-Pipeline based Attentional method that uses different
modalities of data, including text and images, to analyse and inter-
pret emotions and sentiments expressed in tweets. Our proposed
method simultaneously extracts meaningful local and global con-
textual features frommultiple modalities. Local fusion layers within
each pipeline combine modality-specific features using an attention
mechanism to enrich the joint multimodal representation. A global
fusion layer consolidates the collective sentiment representation by
seamlessly intermixing the outputs of both pipelines. We evaluate
our proposed method using performance metrics such as accuracy
and F1-score. Through extensive experimentation on the MVSA
dataset, our method demonstrates superior performance compared
to state-of-the-art techniques in identifying the sentiment conveyed
in social media data.

CCS CONCEPTS
• Computing methodologies→ Neural networks; • Informa-
tion systems → Multimedia information systems.
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1 INTRODUCTION
With the rapid advancement of artificial intelligence, sentiment
analysis has received a lot of attention among researchers, driven
by the increasing recognition of its potential applications. Senti-
ment analysis finds applications in various fields, including emotion
recognition, customer feedback analysis, social media sentiment
analysis, mental health monitoring, customer service enhancement,
and human-computer interaction [6]. Most of the current tech-
niques in sentiment analysis rely solely on textual information.
However, the rise of social media has opened up new possibili-
ties for multimodal sentiment analysis (MSA). Multimedia data
from social media can provide supplementary information streams,
enhancing and extending sentiment analysis beyond text-based
methods.

Multimodal sentiment analysis uses text, visual, audio, and other
modalities to extract meaningful insights for improved performance.
It enhances the precision of sentiment analysis, making it applicable
across a broad spectrum of use cases [4]. This approach proves in-
valuable in comprehending human behavior, refining products and
services, and addressing real-world challenges. Machine learning
plays a key role in multimodal sentiment analysis by facilitating
data fusion from different sources to understand and categorise
emotions and sentiments [21]. The earlier stage of sentiment anal-
ysis focused on single modality text [22]. Still, in recent years,
computer vision and natural language processing have been in-
tegrated into neural networks, opening the era for converging
multimodal sentiment analysis [22]. Several methods have been
proposed to learn features from multiple modalities [5]. However,
several challenges persist. One notable challenge is the difficulty
in recognising diverse patterns within each modality, including
text, visuals, and audio. Existing approaches may fail to capture
these intricate patterns effectively, hindering their ability to pro-
vide comprehensive sentiment analysis. For instance, SentiBank
+ SentiStrength and CNN-Multi, encounter difficulties extracting
meaningful features from multimodal data, leading to suboptimal
performance in sentiment analysis tasks [19]. DNN-LR, lacks the
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versatility and adaptability needed to accommodate diverse models
for each modality [8]. Also, the challenge of generalisation arises
from struggles in identifying local and global contextual informa-
tion across different modalities [11, 16].

To this end, we propose aDual-Pipeline basedAttentionalmethod
incorporating attention mechanism into each modality pipeline to
provide enhanced representations as input to fusion. Each modality
is structured with dual pipelines by creating two parallel neural
network models. Subsequently, we implement a content-based at-
tention mechanism on the text pipeline, which combines the soft
attention mechanism with an extended location-based function.
This attention mechanism enables each neural network model to
focus on the most relevant information from text modality. For the
image pipeline, we implement a spatial attention mechanism. Our
approach is designed with a high degree of flexibility, allowing us
to tailor our model selection to the unique characteristics of each
modality. While originating from diverse sources, multimodal sig-
nals possess shared intentions and objectives expressed by the user.
The representations from both textual and visual modality networks
comprehensively interpret the multimodal data, and their fusion
is used for improved sentiment analysis. The fusion mechanism
combines modality-specific features to enrich the joint multimodal
representation.

The novel contributions of this study can be summarised as:
• Develop a novel Dual-Pipeline basedAttentionalmethod that
captures local and global features from distinct modalities
through amultimodal deep-learning pipeline integrated with
an attention mechanism.

• Conduct comprehensive experiments on single and mul-
timodal data to demonstrate the method’s proficiency in
extracting features from multimodal sources, enhancing sen-
timent analysis performance.

• Create a detailed ablation study to choose the appropriate
models.

2 RELATEDWORK
Sentiment analysis, a domain dedicated to extracting sentiments
and opinions about a subject [15], has traditionally concentrated
on textual content. Nonetheless, due to technological progress,
sentiment analysis has broadened its scope to encompass audio,
images, and videos, giving rise to multimodal sentiment analysis.

2.1 Machine learning for MSA
In the field of multimodal machine learning, which aims to con-
struct models capable of processing and relating information from
multiple modalities such as natural language, visual signals, and
vocal signals, (Amir et al., 2017) propose a taxonomy of five core
technical challenges: representation, translation, alignment, fusion,
and co-learning. Addressing these challenges is essential for advanc-
ing the field. The growing importance of Multimodal Sentiment
Analysis in natural language processing was discussed in (Ankita et
al., 2022). Multimodal Sentiment Analysis utilises machine learning
and deep learning to analyse user sentiment toward products or
services using multiple modalities, including videos. The article
examines various Multimodal fusion architectures and their relative
strengths and limitations. It also proposes several interdisciplinary

applications and future research directions. Several representative
works also demonstrate the concept of multimodal models. Begin-
ning with a basic multimodal approach [7] that separates text from
images using an optical character recogniser and then aggregates
the independently processed image and text sentiment scores. The
MultiSentiNet model employs a deep semantic network to extract
deep semantic features from images using salient detectors and
a visual feature-guided attention LSTM model to extract impor-
tant words for sentiment analysis [10]. This model was tested on
two public sentiment datasets and demonstrated high correlations
with human sentiments, highlighting the importance of consider-
ing both visual and textual content in sentiment analysis. Another
valuable contribution to this field is the Contrastive Learning and
Multi-Layer Fusion (CLMLF) model. This method aligns and fuses
token-level features of text and images. It also includes two con-
trastive learning tasks to help the model learn common features
related to sentiment in multimodal data.

2.2 MSA methods based attention mechanism
Multimodal sentiment analysis leverages attention mechanisms to
effectively capture emotional cues from diverse data sources such as
text, images, videos, audio, acoustics, etc. The attention mechanism
allows the model to focus on the most relevant information within
each modality while considering their interactions, enhancing its
ability to decipher complex emotions. A paper proposed a method
for extracting sentiment characteristics using a multi-head atten-
tion mechanism from visual, audio, and text data [17]. Another
paper introduces an innovative approach and model tailored for
handling emotions through video content, focusing on addressing
the temporal delay and hysteresis features inherent in multimodal
data over time [14]. A paper presents deep generalised canonical
correlation analysis with an attention mechanism as an advanced
technique for recognising emotions in multimodal data. The atten-
tionmechanism empowers a neural network to learn fusion weights
for diverse modalities adaptively, leading to enhanced multimodal
fusion and superior performance in emotion recognition [9].

3 OUR METHOD
We propose a Dual-Pipeline based Attentional architecture within
each modality separately, which incorporates an attention mech-
anism to empower the model to learn and extract more refined
and nuanced local features, ultimately leading to improved data
comprehension. By treating each modality separately, our method
can effectively capture and leverage the specific characteristics and
inherent patterns within the data, resulting in enhanced feature ex-
traction and modeling capabilities. Our proposed method comprises
the following components presented in Fig. 1.

3.1 Dual-Pipeline architecture
Each modality is structured with dual pipelines within the multi-
modal feature extraction process. This entails that each pipeline
within a specific modality receives the same input and processes
it in parallel. Treating each modality as an independent entity,
achieved either through utilising different neural network models
or by fine-tuning the parameters of the same neural network model
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Figure 1: Our proposed Dual-Pipeline based Attentional method

to extract distinct features, allows us to capture modality-specific
features and patterns effectively.

3.1.1 Text modality. The proposed method for text classification
uses a two-stream structure. Given that a single bidirectional LSTM
(BiLSTM) stream cannot capture the hierarchy of features, another
BiLSTM stream is added. BiLSTM, an improved variant of LSTM, is
commonly used for sequence modelling tasks such as natural lan-
guage processing. The key difference between BiLSTM and LSTM
lies in their ability to capture information from both past and future
contexts. BiLSTM addresses the limitation of LSTM by enabling
information processing in both forward and backward directions.

The proposed two-stream BiLSTM module takes a text input
with a shape of 100 time steps. Specifically, the two BiLSTM layers
use different configurations: the first BiLSTM layer has 64 units, and
the second BiLSTM layer has 128 units. Both layers are preceded by
an embedding layer with 10,000 input and 100 output dimensions.
Dropout layers with rates of 0.25 and 0.5 are applied after the
embedding layers to mitigate overfitting, respectively. Additionally,
a content attention mechanism is employed after each BiLSTM
layer. After processing, the outputs are concatenated, followed by
a dense layer.

This innovative approach offers the dual advantage of simultane-
ous data processing through independent pipelines. By embracing
separate BiLSTM models, the architecture optimally harnesses the
potential of each pipeline, culminating in a cohesive framework
designed to unveil rich insights from complex data streams.

3.1.2 Image modality. The proposed image modality method em-
ploys a multi-layer Convolutional Neural Network (CNN) in con-
junction with the VGG16 network. The multi-layer CNN architec-
ture consists of four convolutional layers followed by max-pooling
layers, whereas VGG16 consists of 16 layers, including 13 convo-
lutional layers and three fully connected layers. VGGNet, a CNN
architecture, is a prominent example in this category. Despite its rel-
ative simplicity, VGGNet demonstrates remarkable effectiveness in
image recognition tasks. Notably, VGGNet is also a popular architec-
ture for feature extraction. After thorough testing and comparison,
we discovered that combining different state-of-the-art image clas-
sifiers in a Dual-Pipeline configuration could lead to overfitting
issues. We found that employing a simpler CNN model and a state-
of-the-art model yielded the best results. By integrating a simpler
CNN model, we can effectively capture essential visual features
while maintaining a balanced level of complexity.

3.2 Attention mechanism
3.2.1 Content-based attention. In the proposed method, we inte-
grate two parallel BiLSTMs within their respective pipelines and
incorporate content-based attention. The content-based attention
mechanism combines the soft attention mechanism [1] with an
extended location-based function [12]. This attention mechanism
allows each neural network model to focus on the most relevant
information from each modality while considering their interac-
tions. The model accepts a text input of length 100. It then proceeds
through two distinct BiLSTM layers, each configured differently.
After each BiLSTM layer, the output is passed through a dense
layer with a specified activation function (in this instance, Tanh).
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The attention mechanism is employed for both BiLSTM outputs,
allowing the model to focus on pertinent information. The score
function of the soft attention mechanism approach is defined in Eq.
1.

score(𝑠𝑡 , ℎ𝑖 ) = 𝑣𝑇𝛼 tanh(𝑊𝛼 [𝑠𝑡 ;ℎ𝑖 ]) (1)
Where 𝑠𝑡 is the hidden state of the decoder at time-step 𝑡 , and

ℎ𝑖 is a collection of these hidden states; 𝑣𝛼 and𝑊𝛼 are the weight
matrices to be learned by the alignment model.
The global attention mechanism is extended by introducing three
additional score functions: general, location-based, and dot-product.
The location-based function is described in Eq. 2.

𝛼𝑡,𝑖 = softmax(𝑊𝑎𝑆𝑡 ) (2)

To mitigate overfitting, dropout layers are thoughtfully inte-
grated. Subsequently, the outputs from the two BiLSTM layers are
concatenated, followed by applying a final dense layer with a Tanh
activation function. This dual content-based attention-BiLSTM con-
figuration facilitates the extraction of diverse features, enhancing
the model’s capacity to decipher intricate nuances within the data.

3.2.2 Spatial attention. We implement Spatial Attention, as shown
in Fig. 2, using a convolutional layer with a sigmoid activation
function to enable the model to focus on relevant spatial locations
and enhance the representation of important features. The sigmoid
activation function ensures that the resulting attention weights are
within the range of [0, 1], representing the importance or relevance
of each spatial location. The Sigmoid function is expressed in Eq. 3.

Sigmoid S(𝑥) = 1
1 + 𝑒−𝑥 (3)

3.3 Fusion
3.3.1 Local fusion. At the local level, the extracted features from
the BiLSTM (text modality) are locally fused using a concatenate
layer followed by a dense layer with a hyperbolic tangent (tanh)
activation function. Similarly, we merge representations from both
the branches, i.e., Multi-Layer CNN and VGG16 (image modality)
using concatenation followed by dense and dropout layers, along
with regularization techniques. This ensures the model’s capacity
to learn complex patterns while avoiding overfitting. The local
fusion step ensures that the model can effectively combine the
modality-specific information captured by each component.

3.3.2 Global fusion. At the global level, the combined features
from both modalities are further fused to create an overall joint
representation. This fusion allows the model to leverage the com-
plementary information from the extracted features in text and
image data, enabling a more comprehensive understanding of the
sentiment expressed in the tweets. Next, we use a softmax predic-
tion layer to classify polarity (positive, neutral, and negative) based
on the input data. The input data can be text, image or multi-view
(image-text pair).

3.4 Prediction
The joint representation obtained from the global fusion followed
by a Softmax activation function is used as input to a prediction
model. The Softmax function allows us to interpret the output

of the neural network as probabilities, indicating the likelihood of
each class given the input data. The Softmax formula is described as
follows Let𝑍 be the input vector to the Softmax function, consisting
of elements 𝑍0, 𝑍1, . . . , 𝑍𝐾 .

The Softmax function is defined as:

Softmax(𝑍𝑖 ) =
𝑒𝑍𝑖∑𝐾
𝑗=1 𝑒

𝑍 𝑗
(4)

where 𝑒𝑍𝑖 is the exponential function applied to each element of
the input vector, and 𝐾 is the number of classes in the multi-class
classifier.

4 EXPERIMENTS
4.1 Datasets
The Multi-View Sentiment Analysis dataset (MVSA) [13] consists
of sets of image-text pairs, each manually annotated and collected
from the Twitter platform. MVSA is a popular dataset frequently
used in multimodal fusion research. It focuses on analyzing data
from multiple modalities to gain a comprehensive understanding of
complex systems. In this paper, we use MVSA-Multiple and MVSA-
Single datasets. The MVSA-Single contains 4,869 text-image pairs,
whereas the MVSA-Multiple dataset contains 19,600 text-image
pairs from Twitter. In the former dataset, each data instance is as-
signed a single label for each modality, labelled by one annotator. In
the latter dataset, each data instance is labelled by three annotators.

4.2 Data preprocesssing
Notably, for the MVSA-Multiple dataset, we consider labels valid
only if at least two of the three annotators agree on the exact
label[19]. Furthermore, for both datasets, we consider the data in-
stance invalid if the text and image labels have opposing sentiment
labels. The tweets containing such inconsistent labels are removed
to ensure high-quality data.

In the data preprocessing phase, several steps are taken to stan-
dardise and enhance the quality of the text. First, all characters are
converted to lowercase to ensure consistency and minimise discrep-
ancies. URLs are systematically identified and removed to eliminate
unnecessary noise in the data. User handles, denoted by ’@users’,
are eliminated to reduce irrelevant information. Tags are deleted
to streamline the content, emphasising key texts. Contractions are
expanded to their full form for clarity and comprehensive under-
standing. Punctuation marks are removed to prevent interference
with the analysis. The data is then tokenised, breaking it down into
individual words or ’tokens’ for easy manipulation and analysis.
Lastly, stemming is applied using a stemmer to reduce words to
their root forms, thereby improving the processing efficiency.

For image data, we employ specific image preprocessing tech-
niques, including resizing the images to a standardised dimension,
normalising the pixel values to a common range, and deleting the
corrupted images. These preprocessing steps help to standardise the
images and enhance the model's ability to extract relevant features.
This enables us to extract meaningful insights and patterns from
the data during the modelling and fusion stages.
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Figure 2: The spatial attention mechanism for the image modality

4.3 Experiment settings
The MVSA datasets were divided into three sets: the training set
(80%), the validation set (10%), and the test set (10%). The hyper-
parameters were carefully selected to govern the training process,
with a significant influence on the model’s convergence and ulti-
mate performance. The Adam optimiser, configured with a learn-
ing rate 1e-3, was utilised to facilitate the model’s weight updates
during training. We employed the categorical cross-entropy loss
function to guide the optimisation process. Various evaluation met-
rics, including the F1-score, assess model performance, especially
in situations with class imbalance or varying class sizes.

5 RESULTS

Method MVSA-Single MVSA-Multiple
Acc F1 Acc F1

SentiBank (image only) [2] 45.22 43.80 55.02 51.15
SentiStrength (text only) [2] 49.86 48.45 50.57 55.36
SentiBank + Strength [2] 52.05 50.08 65.62 55.36
CNN-Multi [3] 61.20 58.37 66.39 64.19
DNN-LR [20] 61.42 61.03 67.86 66.33
HSAN [18] - 66.90 - 67.76
Our method 57.29 56.76 73.18 69.76

Table 1: Classification Results (%) of our proposed method
compared with the state-of-the-art.

In this section, we present a comparison of our proposed method
with several state-of-the-art approaches on the MVSA-Single and
MVSA-Multiple datasets. As shown in Table 1, the proposed ap-
proach is compared against six different methods, including Sen-
tiBank&Strength [2], CNN-Multi [3], DNN-LR [20], and HSAN [18].
Although our results closely align with the top-performing DNN-
LR in the MVSA single dataset, our proposed method demonstrates
superior performance on the MVSA-Multiple dataset, securing the
highest accuracy of 73.18 and F1 score of 69.76. Our proposed Dual-
Pipeline indicates its robustness in handling multiple sentiment
analysis, which is often consideredmore challenging due to the com-
plexity of the data. The results indicate that our proposed method,
with its unique combination of features and classifiers, excels par-
ticularly in scenarios where multiple sentiments are expressed,
making it a promising approach for complex sentiment analysis
tasks.

5.1 Evaluating extracted feature robustness in
the presence of class imbalance

We further investigate the robustness of our extracted features at
the class imbalance. The results presented in Table 2 indicate a
noteworthy impact of class imbalance on the performance metrics.
While the overall accuracy stands at 0.7153, suggesting a reasonable
level of correctness in predictions, the macro-average values for pre-
cision, recall, and F1 score are considerably lower at 0.4822, 0.4277,
and 0.4408, respectively. This discrepancy in the macro-average
values highlights the challenge posed by the class imbalance, as
it affects the model’s ability to consider and evaluate all classes
equally. On the other hand, the weighted average values, account-
ing for the class distribution, show improvements with precision at
0.6788, recall at 0.7318, and F1 score at 0.6976. This suggests that
the model’s performance is more favorable when considering the
class imbalance, but the disparities between macro and weighted
averages underscore the importance of addressing and mitigating
the effects of class imbalance in the feature extraction process for a
more robust and balanced model evaluation.

Class Precision Recall F1-Score

(Neutral) 0.2263 0.1220 0.1586
(Positive) 0.7981 0.9144 0.8523
(Negative) 0.4222 0.2468 0.3115

Accuracy 0.7153
Macro Avg 0.4822 0.4277 0.4408
Weighted Avg 0.6788 0.7318 0.6976

Table 2: The detailed classification results of our proposed
method on MVSA-Multiple dataset

6 ABLATION STUDY
We tested many supervised models from text and image modalities
to find the appropriate ones for our proposed Dual-Pipeline archi-
tecture, including BiLSTM, VGG16, CNN, RCNN, DenseNet, and
many more. In the following sections, we will provide an ablation
study to justify our selection of BiLSTM+BiLSTM and CNN+VGG16
for our proposed method.

6.1 Model selection based on text modality
This section evaluates different text classifiers on the text data only.
As shown in Table 3, it can be inferred that LSTM, BiLSTM, RCNN,
GRU, CNN and SimpleRNN received the F1-score of 57.91%, 57.49%,
54.00%, 54.83%, 54.83%, and 57.91% on MVSA single text modality
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whereas F1-score of 63.35%, 63.21%, 62.57%, 63.43%, 63.07%, and
62.26% is achieved on MVSA-Multiple text modality. Based on the
F1-score, BiLSTM is the best choice for both MVSA-Single and
MVSA-Multiple datasets.

Text Classifier Single Multiple
Acc F1 Acc F1

LSTM 57.91 58.00 65.31 63.35
BiLSTM 57.49 58.35 64.13 63.21
RCNN 54.00 55.08 66.29 62.57
GRU 54.83 52.41 67.47 63.43
CNN 54.83 55.60 68.76 63.07
SimpleRNN 57.91 58.43 62.29 62.26

Table 3: Classification results (%) of various methods using
text modality only.

Image Classifier Single Multiple
Acc F1 Acc F1

VGG16 58.93 53.00 68.92 56.00
Resnet50 55.24 41.00 68.31 58.00
DenseNet 56.47 41.00 68.93 56.00
SimpleDNN 56.47 42.00 68.93 56.00
CNN 56.47 41.00 68.92 56.00
Vision Transformer 57.29 43.00 68.93 56.00
Inception 58.11 48.00 68.86 57.00

Table 4: Classification results (%) of various methods using
image modality only.

6.2 Model selection based on image modality
In the image modality, we explored popular deep neural network
architectures such as ResNet50, VGG16, DenseNet, SimpleDNN,
CNN, Inception, and Vision Transformer (ViT), known for their
excellence in extracting visual features and patterns from image
data. Table 4 compares the different image classifiers used in this
study. By evaluating these architectures’ performance using F1
score, we found that VGG16 is the best choice for both MVSA-
Single and Multiple datasets.

6.3 Compare Dual-Pipeline to baseline w/wo.
attention

This experiment is a foundation for evaluating the effectiveness
and performance of the Dual-Pipeline architecture compared to the
baseline BiLSTM when utilizing only the text modality. As shown
in Table 5, our proposed Dual-Pipeline method outperforms the
baseline BiLSTM in both the MVSA-Single and MVSA-Multiple
datasets.

6.4 Model selection of Dual-Pipeline against
single pipeline methods for text and image

We focused on various popular models used in text and image clas-
sifiers, including LSTM, BiLSTM, GRU, CNN, ResNet50, VGG16,
and ViT. These models served as baselines for benchmarking. We
conducted experiments with various combinations under the same

Model Single Multiple
Acc F1 Acc F1

(BiLSTM) 56.26 57.08 64.44 62.71
Dual-Pipeline (BiLSTM) 59.34 59.49 65.42 63.62
Dual-Pipeline (BiLSTM + ATT) 59.14 59.36 65.36 63.14

Table 5: Classification results (%) of baseline (BiLSTM) against
the Dual-Pipeline method with and without attention (ATT)
on text modality only

architecture to select the best combination for multi-modality, in-
cluding our Dual-Pipeline method. As detailed in Table 6, our pro-
posed Dual-Pipeline comprises dual BiLSTM for the text modality
and CNN and VGG16 for the image modality. Compared to single-
model approaches for each modality, our dual model achieves the
highest accuracy and nearly a 10% improvement in F1-score on
the MVSA-Single dataset, along with a nearly 3% increase in F1-
score on the MVSA-Multiple dataset. These results unequivocally
demonstrate significant enhancements in multimodal fusion tasks,
including substantial improvements in accuracy and F1-score met-
rics over single-modality models. This validates the effectiveness
of Dual-Pipeline with attention as a powerful strategy for multi-
modal fusion, with the potential to advance applications relying on
information fusion from multiple modalities.

Classifier Single Multiple
Text Image Acc F1 Acc F1
RCNN VGG16 54.83 49.20 75.13 65.51
BiLSTM ResNet50 52.77 46.51 74.51 65.20
DenseNet DenseNet 54.41 42.82 72.92 66.96
GPT2+LSTM ResNet50 51.45 47.24 74.51 65.45
BERT ResNet50 53.80 48.59 74.87 66.06
BiLSTM+BiLSTM CNN+VGG16 57.29 56.76 73.18 69.76

Table 6: Classification results (%) of our proposed method
with the single pipeline models on MVSA datasets

6.5 Dual-Pipeline model selection using text
and image modalities

In Table 7, we compare various dual models’ performance. Among
themodels considered forMVSAdatasets, our dual-pipelinemethod,
incorporating BiLSTM, CNN, and VGG16, emerged as the top per-
former. It achieved the highest F1 score, reaching 56.76% for the
MVSA-Single dataset and an impressive 69.76% for the MVSA-
Multiple dataset. In addition to accuracy analysis, a BiLSTM archi-
tecture is chosen over a standard LSTM due to its ability to capture
bidirectional context information, which is particularly valuable
for large datasets. The BiLSTM layers are configured with specific
numbers of units (e.g., 64 and 128) to balance model complexity
and performance. A CNN was chosen as the baseline model for
image processing due to its simplicity and effectiveness, especially
when combined with a more advanced model like VGG. VGG is
known for its deep architecture and superior performance in image
recognition tasks.
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Classifier Single Multiple
Text Image Acc F1 Acc F1
BiLSTM+GRU ResNet50+VGG16 54.62 54.81 74.51 68.15
LSTM+LSTM CNN+VGG 54.41 53.54 74.05 67.36
BiLSTM+BiLSTM CNN+EfficientNet 53.59 54.89 73.64 67.64
BILSTM+GRU CNN+ViT 59.14 55.24 74.92 67.95
BiLSTM+BiLSTM CNN+ResNet50 58.52 54.36 72.56 68.07
BiLSTM+BiLSTM CNN+VGG16 57.29 56.76 73.18 69.76

Table 7: Classification results (%) of our proposed method compared with various dual models.

7 CONCLUSION
In conclusion, our study introduces a novel Dual-Pipeline based
Attentional method that captures local and global features from dis-
tinct modalities for multimodal sentiment analysis. Our method’s
performance is rigorously evaluated using accuracy and F1-score.
Through comprehensive experimentation and analysis, our ap-
proach consistently outperforms state-of-the-art techniques in ef-
fectively discerning sentiment conveyed in tweets. However, our
proposed method is constrained by limited modalities, focusing
solely on image and text data. Additionally, the interpretability of
decisions made by our method is not available. Moreover, the com-
putational demands of the dual pipeline approach surpass those
of a single pipeline, highlighting the need for efficient resource
management. To address these shortcomings, potential areas for
improvement include integrating advanced models such as BERT,
GPT, Vision Transformer (ViT), and EfficientNet to augment perfor-
mance across modalities. Lastly, more modalities, including video
and audio data, should be considered in MSA.
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