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Abstract
Purpose  To identify the optimal statistical approach for predicting the risk of fragility fractures in the presence of compet-
ing event of death.
Methods  We used real-world data from the Dubbo Osteoporosis Epidemiology Study that has monitored 3035 elderly 
participants for bone health and mortality. Fragility fractures were ascertained radiologically. Mortality was confirmed by 
the State Registry. We considered four statistical models for predicting fracture risk: (i) conventional Cox’s proportional 
hazard model, (ii) cause-specific model, (iii) Fine-Gray sub-distribution model, and (iv) multistate model. These models 
were fitted and validated in the development (60% of the original sample) and validation (40%) subsets, respectively. The 
model performance was assessed by discrimination and calibration analyses.
Results  During a median follow-up of 11.3 years (IQR: 7.2, 16.2), 628 individuals (34.5%) in the development cohort 
fractured, and 630 (34.6%) died without a fracture. Neither the discrimination nor the 5-year prediction performance was 
significantly different among the models, though the conventional model tended to overestimate fracture risk (calibra-
tion-in-the-large index =  − 0.24; 95% CI: − 0.43, − 0.06). For 10-year risk prediction, the multistate model (calibration-
in-the-large index =  − 0.05; 95% CI: − 0.20, 0.10) outperformed the cause-specific (− 0.23; − 0.30, − 0.08), Fine-Gray 
(− 0.31; − 0.46, − 0.16), and conventional model (− 0.54; − 0.70, − 0.39) which significantly overestimated fracture risk.
Conclusion  Adjustment for competing risk of death has minimum impact on the short-term prediction of fracture. However, 
the multistate model yields the most accurate prediction of long-term fracture risk and should be considered for predictive 
research in the elderly, who are also at high mortality risk.
Summary  Fracture risk assessment might be compromised by the competing event of death. This study, using real-world 
data found a multistate model was superior to the current competing risk methods in fracture risk assessment. A multistate 
model is considered an optimal statistical method for predictive research in the elderly.
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Introduction

A competing risk presents when an individual is at risk of 
more than one mutually exclusive event and its occurrence 
precludes the occurrence of the primary event of interest [1, 2]. 
Death is a competing event in fracture risk assessment because 
individuals who have died would biologically have no chance 
of sustaining a fracture. Assessing the absolute risk of fracture 
is crucial in the diagnosis and management of osteoporosis 
as fragility fractures pose a significant public health problem 
worldwide [3, 4]. This assessment enables the identification 
of suitable preventive and therapeutic interventions that can 
be implemented to mitigate the risk of fracture and its associ-
ated consequences. Nevertheless, the estimation of the pre-
dicted risk of fracture becomes inaccurate in the presence of a 
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competing risk of death as elderly individuals might die due to 
other reasons before experiencing a fracture [1, 2]. The adjust-
ment for competing risk of death is therefore highly relevant 
for fracture assessment since fractures increase exponentially 
with age and the global population is aging.

At present, non-osteoporotic individuals whose 10-year risk 
of fracture of at least 20% are recommended for anti-fracture 
treatment [5, 6]. However, all existing fracture risk assessment 
tools have inadequate predictive capability [7]. Among the 
tools with the best discrimination ability, the Garvan [8] and 
QFracture Calculators [9] overestimate the risk of fracture in 
the high-risk groups, whereas the FRAX® [10] underestimates 
fracture risk [7]. In addition to differences in predictors, these 
models manage the competing death differently. While the 
Garvan [8] and QFracture Calculators [9] treat death without 
a fracture as a right-censored event, the FRAX® [10] is stated 
to “account for competing death” though it remains unclear 
how the FRAX® accounted for competing risk of death.

The most common methods for competing risk adjustment 
are the cause-specific hazard regression and the Fine-Gray 
sub-distribution hazard regression [11–13]. The cause-spe-
cific hazard regression combines both a model for fracture 
and that for mortality to estimate the risk of fracture [12, 13]. 
The Fine-Gray method assumes that individuals who have 
encountered a competing event are still susceptible to the 
primary event. This assumption, though unnatural in the con-
text of competing death, is technically necessary to establish 
the one-to-one relationship with the cumulative incidence 
function, thus being capable of developing a model that cor-
rectly predicts the absolute risk of the primary event [14]. 
The multistate regression method models the progression 
from one state to another (e.g., from no fracture to mortality, 
from no fracture to fracture, or from fracture to mortality). 
This approach enables the competing risk of death to be natu-
rally taken into account [15], resulting in unbiased estimates 
for each related outcome individually [16]. In this study, we 
sought to test the hypothesis that the multistate model pre-
dicts fracture risk as accurately as the most common compet-
ing risk adjustment methods. The results of this study will 
offer valuable insights into individualized risk assessment, 
thereby aiding in the identification of individuals who are at 
an increased risk of fracture. Using fracture risk assessment 
as an example, the study can inform the more general prob-
lem of predictive research in the presence of competing risks.

Methods

Study design and participants

We used data from the Dubbo Osteoporosis Epidemiol-
ogy Study for which the study design and protocols have 
been described in detail elsewhere [17]. Briefly, through the 

electoral roll and via media campaign, all community-dwell-
ing women and men aged 60 years or older as of 30 June 
1989, living in Dubbo City, New South Wales, Australia, 
were invited to participate in the study. There is only one 
hospital and three radiology services for the entire Dubbo 
region. This centralized healthcare system, in addition to a 
geographically isolated research community, allows a com-
plete ascertainment of all fractures and mortality among 
elderly people aged 60 years or older in the whole Dubbo 
region, making censoring minimal [18]. The study was 
approved by St. Vincent’s Hospital Human Research Ethics 
Committee, New South Wales, Australia (HREC reference 
number: 13/254) and carried out according to the Australian 
National Health and Medical Research Council Guidelines, 
consistent with the Declaration of Helsinki. All participants 
provided written informed consent.

Regular visits were conducted biennially for a detailed 
and ongoing assessment of bone health. At recruitment and 
each visit, a nurse coordinator interviewed participants by 
administering a structured questionnaire to obtain anthro-
pometric data, lifestyle factors, number of falls during the 
previous 12 months, prior fracture after the age of 50 years, 
chronic health disorders and medications prescribed. Bone 
mineral density (BMD) was measured at the lumbar spine 
and femoral neck by dual-energy x-ray absorptiometry 
(Lunar DPX-L; GE-Lunar).

Outcome assessments

The X-ray reports from all three radiology services for 
the entire Dubbo area were reviewed regularly to identify 
incident fractures occurring between recruitment until 
recently. The circumstances surrounding each fracture were 
determined by phone call after each fracture. The analysis 
included only fractures involving minimal trauma less than 
or equivalent to fall from standing height. High-trauma 
fractures, those due to underlying diseases, e.g., cancer or 
Paget disease, or those of digits, skull, or cervical spine 
were excluded. All deaths in the region were obtained from 
funeral lists and obituary review with verification from the 
State Registry of Births, Deaths, and Marriages.

Statistical analysis

As all models included five predefined predictors [8] and 
the study aimed to quantify the predictive performance in 
the validation cohort, the study population was randomly 
split into the development cohort (60%) and the validation 
cohort (40%) [19].

First, we fitted four regression models that apply dif-
ferent statistical methods to account for the competing 
death in the development cohort. They included (i) the 
conventional Cox’s proportional hazard model, (ii) the 
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cause-specific hazard model, (iii) the Fine-Gray sub-dis-
tribution hazard model, and (iv) the multistate model. The 
conventional model estimates the risk of fracture, right 
censoring the competing death (i.e., the death without a 
fracture); whereas the cause-specific hazard, Fine-Gray 
and multistate models apply different methods to account 
for the competing death (Supplemental Methods).

Briefly, the conventional approach models fracture 
risk under the assumption that individuals who remain 
under follow-up have the same fracture risk as those who 
die without a fracture as if the occurrence of fracture is 
independent of the occurrence of death without a frac-
ture (Figure S1A). By contrast, the cause-specific hazard 
approach, as the name implies, models the cause-specific 
hazards for fracture and those for death without a fracture 
separately and then combines these two models’ coef-
ficients to obtain a valid estimation of the cumulative 
hazard for fracture (Figure  S1B) [11, 12]. The Fine-
Gray method treats individuals who have died without a 
fracture as if they are still at risk of fracture, represent-
ing “immortal” time, but assigns a gradual reduction of 
weights for those with the competing death in modeling 
fracture risk (Figure S1C) [14]. Finally, the multistate 
model treats fracture and death without a fracture as two 
separate “states” but takes their complex inter-correla-
tion into account (Figure S1D) [15]. Whereas the other 
approaches compute the cumulative incidence of fracture, 
the multistate model estimates the transition risk from the 
“event-free” state to the “fracture” state at a particular 
time t which is technically the fraction of individuals with 
a fracture at time t.

Follow-up time to fracture was calculated from 
the recruitment date to the date of fracture, while the 
follow-up time was calculated until the date of death 
for individuals who died without a fracture, the date 
of last visit or 30 June 2018, whichever came first for 
those who remained fracture-free. All four models used 
the same fracture predictors, including sex, age, femo-
ral neck BMD, the presence of falls during the last 12 
months and the presence of prior fracture after the age 
of 50 years prior to the study entry [8] to allow cross-
comparison of their predictive performance. These pre-
dictor variables had no missing data. A proportional 
hazard assumption was graphically checked using the 
Schoenfeld residuals [20].

Secondly, we quantified the predictive accuracy of the 
four regression models in the validation cohort using both 
discrimination and calibration analyses that have been 
widely employed to validate the predictive accuracy of the 
existing fracture risk assessment tools for predicting the 
occurrence of fracture at clinically relevant time points [7]. 
Specifically, we examined the predicted absolute risks of 
fracture at 5 and 10 years of follow-up with the primary 

focus on the 10-year risk that is widely used in reality to 
identify high-risk individuals [5, 6, 21].

The discrimination performance was primarily quantified 
using Harrell’s concordance C index [22] with a value closer 
to 1 indicating better discrimination. Harrell’s C index was 
calculated specifically for each of the four models of inter-
est. We used a flexible calibration curve with the addition 
of confidence limits for predicted group categorization [23] 
as the primary calibration measure for the moderate model 
calibration which has been shown to be realistic in epide-
miologic research and considered a pragmatic guarantee that 
decision-making based on the model is not clinically harm-
ful [24]. The calibration curve is constructed for centiles of 
predicted fracture risk with the closer concordance between 
the predicted fracture risks and observed fracture rates to 
the line of perfect prediction indicating better calibration. 
The predicted fracture risks were estimated from the predic-
tion models for each participant in the validation cohort at 
single time point, whereas the observed fracture rates were 
computed as the number of participants who sustained a 
fracture up to the specific time point over a total of partici-
pants in each centile of predicted risk [24]. The calibration 
curve with its corresponding 95% confidence interval (CI) 
is then drawn as the average predicted fracture risk in each 
centile as the x-axis against the observed fracture rate in the 
same centile as the corresponding y-axis [24]. For quantita-
tive comparison of the calibration performance across the 
models, we reported the “calibration-in-the-large” index 
that quantifies the overall difference between the average 
observed event rate and the average predictive risk [25] 
and the estimated calibration index that summarizes a flex-
ible calibration curve into a single value [26]. Ideally, the 
calibration-in-the-large index is zero. The prediction of 
fracture risk was considered accurate if the average predic-
tive values were not significantly different from the average 
observed fracture events (i.e., the 95% CI of the calibration-
in-the-large index includes a reference unity of zero) [25]. 
Similarly, the estimated calibration index, calculated as the 
average squared difference between predicted risk and the 
observed event rate is zero if the flexible calibration curve 
is perfect. The estimated calibration index has been thus 
recommended as a valid measure for easily comparing cali-
bration performance across different prediction models [26]. 
Other secondary measures of model’s discrimination and 
calibration performance were also reported (Table S1).

We conducted a sensitivity analysis that mimicked the 
“standard” data collection in a conventional longitudinal 
study. The sensitivity analysis, therefore, censored the 
follow-up time at the last visit date and included only out-
come events (i.e., fracture or death) occurring at or prior 
to the “hypothetically” last visit that a participant should 
have shown up if he or she had neither died nor been lost to 
follow-up (Figure S2).
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The analyses were performed using the R statistical envi-
ronment on a Windows platform (R-4.0.2) [27]. This study 
followed the Strengthening the Reporting of Observational 
Studies in Epidemiology (STROBE) reporting guideline.

Results

Baseline characteristics

The study involved 3035 participants aged 60 years or older 
at recruitment who were randomly split into the development 
and validation cohorts (Fig. 1). During a median of 11.3 
years of follow-up (IQR: 7.2, 16.2), 628 (34.5%) and 630 
(34.6%) participants in the development cohort fractured or 
died without a fracture, yielding the incidence rate of 3.35 
fractures/100 person-years (95% CI: 3.10, 3.63) and 2.87 
deaths/100 person-years (2.65, 3.10), respectively. Within 
the first 5 years of follow-up, 223 participants (12.3%) frac-
tured and 146 (12.2%) died without a fracture.

As expected, the participants who had sustained a frac-
ture or died without a fracture were older and had more 
chronic health disorders than those who remained event-
free until the end of the study (Table 1). Fracture patients 
also had poorer bone health, more falls during the last 12 
months and a greater number of fractures prior to the study 
entry. We found the incidence of fractures and mortality, 
estimated by the Kaplan–Meier method that ignores a com-
peting risk of death was higher than those estimated by a 

cumulative incidence function accounting for a competing 
death (Figure S3).

In the development cohort, the coefficients associated 
with predictors of fractures were identical between the con-
ventional Cox’s model, cause-specific hazard, and multistate 
models (Table 2). The proportional hazard assumption was 
met for all four fracture risk models.

Comparison of the predictive performance 
between models

In the validation cohort, 418 participants (34.4%) had died 
and 418 participants (34.4%) had fractured within a median 
follow-up time of 11.1 years (IQR: 6.9, 16.6). These fig-
ures were highly comparable with the development group 
(Table 1).

While all prediction models had similar discrimination 
performance, their calibration performance for fracture 
prediction was affected by the prediction time (Figs. 2, 3; 
Table 3). Specifically, we found similar measures of dis-
crimination performance across all prediction models, e.g., 
the C-statistic ~ 0.73 and 0.69, the Somers’ Dxy ~ 0.47 and 
0.38, and the discrimination index ~ 0.07 and 0.07 at 5- and 
10-year risk assessments, respectively. By contrast, all com-
peting risk models predicted fracture risk accurately up to 
5 years, whereas the conventional Cox’s model tended to 
overestimate the 5-year risk of fracture with the calibration-
in-the-large index being − 0.24 (95% CI: − 0.43, − 0.06) 
(Fig. 2; Table 3). The differences in the predicted probability 
of fracture between the models became pronounced when 

Fig. 1   Flowchart of recruitment and follow-up
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death without a fracture became prevalent (Fig. 3; Table 3). 
Specifically, at 10-year risk assessment, the conventional 
Cox’s model overestimated fracture risk significantly (cal-
ibration-in-the-large index: − 0.54; 95% CI: − 0.70, − 0.39). 
By contrast, the multistate model (calibration-in-the-large 
index: − 0.05; 95% CI: − 0.20, 0.10) demonstrated more 
accurate prediction for fracture risk than the cause-spe-
cific hazard (− 0.23; − 0.30, − 0.08) and Fine-Gray model 
(− 0.31; − 0.46, − 0.16). Similar patterns were observed from 
other measures of the predictive performance, such as the 
estimated calibration index (0.236 in the multistate model 
versus 1.151, 0.241, and 0.296 in the conventional, cause-
specific, and Fine-Gray models, respectively) (Table 3).

The sensitivity analysis was conducted to mimic the 
“standard” data collection in which the outcome data of 
the lost-to-follow-up participants are not obtainable. As 
expected, the sensitivity analysis had a shorter follow-up 
time and fewer outcome events than the primary one. Dur-
ing a median follow-up of 9.7 years (IQR: 5.9, 14.5), 505 
(27.7%) and 271 (14.9%) participants in the development 
cohort fractured or died without a fracture, respectively. 
Nonetheless, the outcomes of the sensitivity analysis cor-
roborated those of the main analysis, indicating that the 
multistate model was capable of predicting fracture risk as 

accurately as the cause-specific hazard model, and more 
accurately than both the conventional Cox’s and Fine-Gray 
models (Figure S4).

Discussion

The competing risk of death is an important statistical con-
sideration in prediction research that involves elderly people 
who are also at high risk of death because failure to account 
for the competing death could result in an inaccurate esti-
mation of the primary event risk, probably leading to treat-
ing the wrong patients. In this study, by using real-world 
data with a full assessment of fracture and mortality, we 
demonstrated that without accounting for the competing 
risk of death, there is a risk of overestimating the long-term 
probability of fracture. More importantly, we found that the 
multistate regression outperformed all other methods in 
adjusting for competing risks.

Our results confirmed a previous study which observed 
that an adjustment for competing risk of death, regardless 
of the statistical methodology, has minimum impact on the 
short-term (e.g., 2 years) prediction accuracy [28]. However, 
for long-term prediction (e.g., 10 years), failure to adjust 

Table 1   Baseline characteristics of the participants stratified by fracture and mortality status

Data presented as number (%), unless otherwise indicated
*Participants who were alive and free of fracture until the study end

Development cohort (n = 1821) Validation cohort (n = 1214)

Event-free* Fracture Death without a fracture Event-free* Fracture Death without a fracture

(n = 563) (n = 628) (n = 630) (n = 378) (n = 418) (n = 418)

Women 355 (63.1%) 477 (76.0%) 310 (49.2%) 254 (67.2%) 319 (76.3%) 204 (48.8%)
Age (years), mean (SD) 66.6 (4.3) 70.4 (6.9) 71.5 (6.8) 66.8 (4.8) 70.2 (6.7) 72.1 (7.3)
Femoral neck BMD T-score, 

mean (SD)
 − 0.96 (1.11)  − 1.82 (1.10)  − 1.29 (1.27)  − 1.17 (1.09)  − 1.83 (1.14)  − 1.36 (1.34)

Number of falls in the last 12 months
  0 475 (84.4%) 460 (73.2%) 530 (84.1%) 314 (83.1%) 331 (79.2%) 326 (78.0%)
  1 62 (11.0%) 116 (18.5%) 64 (10.2%) 42 (11.1%) 61 (14.6%) 64 (5.3%)
  2 or more 26 (4.6%) 52 (8.3%) 36 (5.7%) 22 (5.8%) 26 (6.2%) 28 (6.7%)

Prior fracture after the age of 
50 years prior to recruitment

55 (9.8%) 130 (20.7%) 55 (9.8%) 60 (15.9%) 78 (18.7%) 57 (13.6%)

Body mass index (kg/m2), 
mean (SD)

27.5 (4.6) 26.7 (3.7) 27.5 (4.6) 27.1 (4.9) 26.5 (3.8) 26.9 (2.5)

Chronic health conditions
  Hypertension 290 (51.5%) 315 (50.2%) 308 (48.9%) 183 (48.4%) 189 (45.2%) 219 (52.4%)
  Cardiovascular disease 142 (25.2%) 223 (35.5%) 261 (41.4%) 99 (26.2%) 143 (34.2%) 183 (43.8%)
  Diabetes mellitus 76 (13.5%) 58 (9.2%) 88 (14.0%) 44 (11.6%) 27 (6.5%) 60 (14.4%)
  Chronic respiratory disease 53 (9.4%) 79 (12.6%) 72 (11.4%) 35 (9.3%) 62 (14.8%) 38 (9.1%)
  Cancer 47 (8.3%) 61 (9.7%) 51 (8.1%) 37 (9.8%) 38 (9.1%) 34 (8.1%)
  Neurological disease 31 (5.5%) 45 (7.2%) 36 (5.7%) 24 (6.3%) 41 (9.8%) 25 (6.0%)
  Rheumatoid arthritis 15 (2.7%) 29 (4.6%) 19 (3.0%) 7 (1.97%) 19 (4.5%) 16 (3.8%)
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for competing death resulted in an over-estimation of the 
predicted risk of the event of interest [1, 11–13, 29]. We 
also found the multistate model yielded the best calibra-
tion compared with the cause-specific hazard and Fine-Gray 
competing risk models in the presence of a competing event 
of death.

If the basic observation is considered multiple small seg-
ments of follow-up for each individual, rather than a single 
time-to-event or censoring point, there are alternatives to 
Cox’s proportional hazard model. These alternatives include, 
among others, the Poisson regression model and the accel-
erated failure time model, which focus on the rate rather 
than the time to response. In fact, the development of FRAX 
was based on the Poisson regression model [10]. However, 
a notable advantage of the Cox model is its ability to easily 
produce estimates of survival probabilities in clinical studies 
with a well-defined common entry time for all individuals, 
thus utilizing a single timescale. The adjustment for compet-
ing risk of death in the Cox model is methodologically chal-
lenging. For the cause-specific hazard model, it is required 
that the model be fitted to not only the primary event but 
also to all competing risk events to obtain a valid prediction 
[12, 13]. Although the cause-specific coefficients are derived 
from the separate cause-specific models, the mathematical 
formula used to combine all different cause-specific hazard 
models for predicting the primary event is often seen as a 

“black box,” making it difficult to communicate prediction 
rules [13]. Furthermore, the assumption of proportionality is 
not often met for all cause-specific models, and therefore, it 
may be necessary to recognize non-proportionality or incor-
porate a time-interaction term to account for the estimated 
effect size varying over time [12]. By contrast, the Fine-Gray 
model, though recommended for predictive research in the 
presence of a competing death, relies on a counterintuitive 
assumption that individuals who have died are still at risk 
of the primary event [11, 12, 14]. Furthermore, it is not pos-
sible to directly link the effect of the risk factors for fracture 
on the underlying fracture risk in real-world scenarios [30]. 
As argued by Fine and Gray [14], the individuals who have 
experienced the competing risk event might be viewed as a 
“placeholder” for a fraction of the population who cannot 
experience the primary event and, as such, can constrain 
the definition of the sub-distribution hazard function. To 
account for the competing risk, the sub-distribution hazard 
for the primary event (i.e., fracture) among individuals who 
have experienced the competing event is calculated with a 
gradual reduction in weight over time [14].

In view of the above conceptual and methodological 
challenges, the multistate model appears to be superior to 
the cause-specific hazard and Fine-Gray models in fracture 
risk assessment for the elderly who are also at high risk of 
death. It is widely recognized that patients with a history of 

Table 2   Association between baseline risk factors and fracture: com-
pare the regression coefficients between the conventional Cox’s pro-
portional hazard model with no competing risk adjustment, and the 

competing risk models, including the cause-specific model, the Fine-
Gray model, and the multistate model

Data presented as hazard ratios (95% CI), unless otherwise indicated

Model with no 
competing risk 
adjustment

Model with competing risk adjustment

Conventional 
Cox’s propor-
tional hazard 
model

Cause-specific model Fine-Gray model Multistate model

Outcome of interest Fracture Fracture Death Fracture Fracture

Predictors
Sex (women) 1.44

(1.19, 1.74)
1.44
(1.19, 1.74)

0.58
(0.49, 0.68)

1.72
(1.45, 2.04)

1.44
(1.19, 1.74)

Age (+ 1 year) 1.03
(1.02, 1.05)

1.03
(1.02, 1.05)

1.13
(1.11, 1.14)

0.99
(0.98, 1.01)

1.03
(1.02, 1.05)

Femoral neck bone mineral density T-score (− 1) 1.50
(1.38, 1.63)

1.50
(1.38, 1.63)

0.99
(0.91, 1.07)

1.41
(1.32, 1.51)

1.50
(1.38, 1.63)

History of falls in the last 12 months 1.07
(0.94, 1.22)

1.07
(0.94, 1.23)

0.77
(0.66, 0.91)

1.20
(1.07, 1.35)

1.07
(0.94, 1.23)

Prior fracture after the age of 50 years prior to recruitment 1.92
(1.56, 2.37)

1.92
(1.56, 2.37)

1.25
(0.95, 1.63)

1.62
(1.35, 1.95)

1.92
(1.56, 2.37)

Discriminative performance
C-statistic (95% CI) 0.70

(0.68, 0.72)
0.70
(0.68, 0.72)

0.73
(0.71, 0.75)

0.68
(0.66, 0.70)

0.71
(0.70, 0.73)
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fractures are at greater risk of mortality compared to those 
without a fracture. Furthermore, those with a fracture have 
a higher likelihood of sustaining a subsequent fracture, 
which significantly increases their risk of mortality [3]. The 
multistate model enables the estimation of the probability 
of transitioning from one state to another, which is highly 
relevant in osteoporosis research [31, 32]. It is also easy 
to formulate a multistate model to estimate predicted risk 
based on a specific risk profile, making risk prediction rules 
more easily communicated than with the cause-specific haz-
ard model. The assumption of the multistate model is more 
intuitive than the Fine-Gray model as the population at risk 
in the multistate model does not include individuals who 
have died. Most importantly, the multistate model is capa-
ble of estimating the risk of other correlated events within 
a single framework, providing adequate consideration for 
the complex intercorrelations among the events of interest, 

including competing risks [16]. For instance, the multistate 
model can predict not only the risk of fracture, or death 
without a fracture but also the consequences of fracture such 
as a subsequent fracture and post-fracture mortality [31, 32]. 
Therefore, we consider that the multistate model is a method 
of choice for the assessment of fracture risk in the elderly 
who are also at high risk of mortality.

Using fracture as an example, our study shed light on 
the more general issue of prediction of an adverse health 
event in the presence of competing risk of death in pre-
dictive research on aging. The multistate model should be 
considered one of preferred statistical approaches and all 
competing risk models examined in this study should be 
considered and compared for predictive research in the pres-
ence of a competing risk. Specifically, the findings can be 
used to extend the current recommendation [33] that the 
most rigorous scientific approach to analyzing competing 

Fig. 2   Prediction accuracy of the conventional Cox’s proportional hazard model with no competing risk adjustment, and the competing risk 
models, including the cause-specific model, the Fine-Gray model, and the multistate model: 5-year fracture risk
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risk data should require not only the cause-specific hazards 
from the cause-specific model, the cumulative incidence 
function from the Fine-Gray model but also the transition 
risks from the multistate model be analyzed and reported 
side by side. The results from different competing risk mod-
els are expected to complement each other and provide more 
thorough understanding of the event dynamics.

Our findings should be considered within the context of 
their strengths and limitations. This is the first methodol-
ogy study that compared the predictive performance of 
the multistate model against the current competing risk 
models. The analysis was conducted using real-world data 
of more than 3000 elderly people whose health status has 
been monitored for a median of 11 years, providing ample 
time for the majority of participants to experience either 
the primary event of fracture or the competing event of 
death. Another strength of this study is that it is conducted 

in a geographically isolated setting with a centralized 
healthcare system, enabling a comprehensive assessment 
of outcome events and capturing data for participants who 
did not present for subsequent visits and making censoring 
minimal. Additionally, the sensitivity analysis mimicking 
conventional cohort studies yielded consistent findings 
with the primary analysis, further validating the robust-
ness of our results.

A potential limitation of the study is its limited generaliz-
ability since the study population was primarily Caucasian 
and from an industrialized country with a low mortality rate. 
However, as the predictive performance was made between 
different models in the same study context, i.e., the same 
predictors and the same study population, it is unlikely that 
the overall trends observed in our findings would differ sig-
nificantly in other settings with different ethnicities and/or 
higher mortality rates.

Fig. 3   Prediction accuracy of the conventional Cox’s proportional hazard model with no competing risk adjustment, and the competing risk 
models, including the cause-specific model, the Fine-Gray model, and the multistate model: 10-year fracture risk
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In conclusion, our findings suggest that for long-term 
assessment, the adjustment for competing risk of death is 
necessary to produce an unbiased and accurate predicted 
fracture risk, and the multistate model should be consid-
ered one of the preferred statistical methods for adjusting 
competing risk in predictive research in the elderly.

Supplementary Information  The online version contains supplemen-
tary material available at https://​doi.​org/​10.​1007/​s00198-​024-​07224-z.

Funding  Open Access funding enabled and organized by CAUL and 
its Member Institutions. The Dubbo Osteoporosis Epidemiology Study 
was supported by the National Health Medical Research Council Aus-
tralia Projects 1070187, 1008219, and 1073430. Other funding bodies 
were an Osteoporosis Australia-Amgen grant and the Mrs. Gibson and 
Ernst Heine Family Foundation. Dr Tuan V Nguyen is supported by 
a grant from the National Health and Medical Research Council in 
Australia (APP1195305).

Data availability  The datasets used and analyzed during the current 
study are available from the corresponding author upon reasonable 
request. The statistical analysis plan, the sample of datasets (~ 10% of 
the actual dataset) and the R codes utilized to conduct the data analysis 
and generate the corresponding analysis output are publicly accessible 
(https://​github.​com/​Thach​STran/​Multi​state-​model-​and-​compe​ting-​
death.​git).

Declarations 

Conflicts of interest  Thach Tran and Dana Bliuc have no competing 
interests to declare. Robert D. Blank was an advisory member for Am-
gen, has consulted for Bristol Myers Squibb and Guidepoint Advisors, 
has received editorial stipend from Elsevier and the Endocrine Soci-
ety, has had ownership in Abbott Labs, Abbvie, Amgen, Doctorpedia, 
GlaxoSmithKline, JangoBio, Johnson & Johnson, NovoNordisk, Pfiz-
er, Procter & Gamble and ROMTech, and royalties from Wolters Klu-
wer. Jacqueline R. Center has consulted for and/or given educational 
talks for Amgen, Actavis, and Bayer. Tuan V. Nguyen has received 
honoraria for consulting and symposia from Merck Sharp and Dohme, 
Roche, Servier, Sanofi-Aventis, and Novartis.

Open Access  This article is licensed under a Creative Commons Attri-
bution-NonCommercial 4.0 International License, which permits any 
non-commercial use, sharing, adaptation, distribution and reproduction 
in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Com-
mons licence, and indicate if changes were made. The images or other 
third party material in this article are included in the article’s Creative 
Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons 
licence and your intended use is not permitted by statutory regula-
tion or exceeds the permitted use, you will need to obtain permission 
directly from the copyright holder. To view a copy of this licence, visit 
http://creativecommons.org/licenses/by-nc/4.0/.
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Harrell’s C-index (~ discriminative performance to differentiate individuals with and without the outcome), R2 (~ improvement of the model ver-
sus the null model), Somers’ Dxy (~ the rank difference between all predicted probabilities and all observed outcomes): the higher value indicates 
better discrimination
Discrimination index (~ difference in quality between the best constant predictor and the best-calibrated predictor): the closer value to zero indi-
cates better discrimination
Calibration intercept (~ absolute difference between the average rate of observed outcomes and the average predicted risks), estimated calibra-
tion index (~ average squared difference between predicted risk and observed risk), Brier’s core (~ mean squared error between predicted risk and 
observed outcome), unreliability index (~ how far the logit calibration intercept and slope are from (0,1)), Emax (~ maximum absolute difference 
in raw predicted and calibrated probabilities), and Eavg (~ the average difference in raw predicted and calibrated probabilities): the closer value to 
zero indicates better calibration
Calibration slope (~ spread of the predicted risks): the closer value to one indicated better calibration

5-year prediction of fractures 10-year prediction of fractures

Conventional Cause-specific Fine-Gray Multistate Conventional Cause-specific Fine-Gray Multistate

Discriminative performance
  Harrell’s C-index 0.734 0.734 0.713 0.734 0.692 0.692 0.681 0.692
  R2 0.125 0.127 0.104 0.126 0.108 0.113 0.101 0.110
  Somers’ Dxy 0.467 0.468 0.426 0.468 0.384 0.385 0.363 0.384
  Discrimination index 0.065 0.066 0.054 0.065 0.069 0.073 0.065 0.071

Calibration performance
  Calibration intercept  − 0.243  − 0.150  − 0.153  − 0.098  − 0.542  − 0.226  − 0.311  − 0.050
  Estimated calibration 

index (ECI)
0.222 0.108 0.065 0.136 1.151 0.241 0.296 0.236

  Calibration slope 0.879 0.952 1.128 0.897 0.647 0.840 0.919 0.723
  Brier’s score 0.095 0.094 0.096 0.095 0.156 0.147 0.149 0.147
  Unreliability index 0.005 0.0006 0.001 0.00004 0.057 0.008 0.014 0.008
  Emax 0.124 0.061 0.037 0.081 0.280 0.122 0.106 0.154
  Eavg 0.028 0.022 0.023 0.022 0.083 0.037 0.049 0.019
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