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A B S T R A C T

Research on remote assistance in real-world industries is sparse, as most research is conducted in the
laboratory under controlled conditions. Consequently, little is known about how users tailor remote assistance
technologies at work. Therefore, we developed an augmented reality-based remote assistance prototype called
Remote Assist Kit (RAK). RAK is a component-based system, allowing us to study tailoring activities and
the usefulness of tailorable remote assistance technologies. We conducted a user evaluation with employees
from the plastic manufacturing industry. The employees configured the RAK to solve real-world problems in
three collaborative scenarios: (1) troubleshooting a running injection molding machine, (2) tool maintenance,
(3) solving a trigonometry problem. Our results show that the tailorability of RAK was perceived as useful,
and users were able to successfully tailor RAK to the distinct properties of the scenarios. Specific findings
and their implications for the design of tailorable remote assistance technologies are presented. Among other
findings, requirements specific to remote assistance in the manufacturing industry were discussed, such as the
importance of sharing machine sounds between the local operator and the remote helper.
1. Introduction

Employees from the manufacturing and field service industries are
lead users of remote assistance technology [1]. This is because there are
 number of remote assistance working scenarios in these industries.
mployees and their organizations benefit greatly from the imple-
entation and use of such technologies. Remote assistance typically

involves a remote helper guiding a local worker in the performance
of physical tasks [2], such as a remote technician guiding a local
worker to fix a broken machine. Technologies that support remote
assistance promise to save companies the travel expenses of sending
their employees on location and eliminate the need for employees
to spend time away from their families. Yet, little is known about
how real-world users from industry adapt and tailor remote assistance
technology during work, since most research on the topic is conducted
in the laboratory under controlled settings.

The research reported in this paper concerns the topic of tailorable
remote assistance. It is motivated by the lack of research taking place
in an industrial context and informed by a previous study about remote
assistance practices in the manufacturing industry [3]. This user study
indicates that users will benefit from tailorable remote assistance due to
their heterogeneous needs for interface mobility and ways of capturing
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the task space. More specifically, we conducted a user study investi-
gating users’ (remote helpers’ and local workers’) tailoring work with a
component-based remote assistance solution, Remote Assist Kit (RAK).
Users can compose RAK configurations from function-oriented compo-
nents. Helpers can tailor interface mobility (PC or tablet/smartphone)
and guidance format (drawings or hand gestures) dimensions of remote
guidance, while workers can tailor guidance location (on display or
projected into the task space) and task capturing (tablet/smartphone
camera or external camera(s)) dimensions. In the user study, we seek
to understand the following three aspects:

1. whether users in a manufacturing industry context find tai-
lorable remote assistance useful,

2. whether they will tailor a remote assistance solution, such as
RAK, to the distinct properties of problem scenarios, and

3. how they tailor.

Our user study is an experimental simulation [4], with three realistic
scenarios using RAK as the vehicle for experimentation. The study
was conducted at a craftsmen school for toolmakers in the plastic
manufacturing industry, and the participants were students of the
school. Unlike most research on remote assistance, our study took
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place in the field, sacrificing precision and control for realism. Instead
f systematically controlling an independent variable, which is often
he functionality offered by the prototype (e.g. guidance format), we
rovided our participants with all of RAK’s functionalities and allowed
hem to select and use the features they deemed useful in each scenario,

similar to the approach in [5–7].
The results of our user study are divided into two categories:

tailoring of remote assistance and insights from the uncontrolled man-
ufacturing industry context where data was gathered. We found that
participants perceived the tailorability of RAK as useful and frequently
sed the same configurations in similar scenarios. We identified pat-
erns in their tailoring work, primarily concerning guidance format
nd task space capturing. Additionally, we observed unexpected tai-
oring work beyond the designed capabilities of RAK, and discovered
hat awareness of the collaborating partner’s functional composition of

RAK was important. Moreover, we found that sharing machine sounds
between a worker and a remote helper is crucial for effective trou-
bleshooting of running machines in production, highlighting a specific
requirement for remote assistance in the manufacturing industry.

The rest of the paper is structured as follows: First, we discuss
elated work on remote assistance, tailorable systems, and their com-
ination. We then describe the design and implementation of RAK, its
omponents, and the type of tailorability it offers. Next, we outline the
ethodology and procedure for our experimental simulation. Finally,
e present and discuss our results, the limitations of our study, and

uture work.

2. Related work

We intended to implement RAK, a software prototype that is tai-
orable by end-users. First, we describe related work on remote as-
istance, including research on augmented reality, guidance formats,
uidance locations, and task space sharing, as this research inspired the
esign of RAK’s components. Next, we discuss related work on end-
ser tailorability in tailorable computer-supported cooperative work
CSCW) systems and previous studies on remote assistance in industry.
inally, we conclude this section with our hypotheses.

2.1. Guidance techniques and task space sharing for remote assistance

A remote guidance technique allows a remote helper to provide
instructions to a worker in their shared visual view or space. Traditional
remote guidance methods include audio-only or video conference se-
tups [8]. Kraut et al. [9] conducted a study in which different audio
and video configurations were tested and compared. Particularly, in
their video conditions, both the helper and worker sides have a camera
to capture the local scene so that the local view can be shared with
each other for collaboration. A similar study was also conducted by
Fussell [10] showing the value of a shared view of the work en-
ironment, or shared visual space, for remote guidance on physical
asks.

Later with the advancement of emerging technologies including
augmented reality and mobile devices, the instructions provided by the
remote helper were often implemented through augmented reality tech-
niques [2]. Augmented reality is a technology that integrates computer-
generated digital information such as texts, visuals and sounds with
the physical environment in real time providing interactive experience
for end users. For remote assistance, the helping information is often
displayed in the shared visual space and used to augment with the
real-world workspace of the worker. For example, the DOVE system of
Fussell et al. [11] allows the helper to draw sketches on the video of the

orker’s workspace. The combined digital sketches and the real-world
cene information is then displayed to the worker. Huang et al. [12]
xtracted unmediated hand gestures from the helper side video and
ombined them with the video of the worker’s workspace in their
andsInAir mobility system. Further, Huang et al. [13] combined both
 m

2

hand gestures and sketches with the scene of the worker’s workspace
in HandsInTouch for more advanced collaboration.

Guidance techniques have a format (e.g. pointer, drawings, or hand
gestures) and location (e.g. non-stabilized drawings on an external
monitor separate from the task space, or augmented reality drawings
registered to specific locations in the task space). Research on remote
guidance techniques often compares the guidance format [11,13–16] or
he location of the guidance [14,17,18] with respect to how well the

worker–helper pairs collaborate and perform on a given physical task.
For instance, Kirk et al. [14] had worker–helper pairs go through

an assembly task, comparing freehand sketching to unmediated hand
gestures. They found a significant difference in model completion, con-
cluding that there were performance gains from using an unmediated
representations of hands. In the same study, Kirk et al. also compared
the output locations of the helper’s gestures: external monitor vs. pro-
jecting gestures on the table surface of the task space. They did not find
a significant difference in performance between the locations. Benefits
of combining drawings and hand gestures in a shared view have also
been demonstrated [13]. Some researchers have also investigated how
drawings [11,18] or hand gestures [19] are used by categorizing them
n terms of their communicative function.

The setup of cameras in a task space and the camera technology
determine how the worker’s task space is captured and shared with
he helper. An important concept to consider in the design of task
pace sharing is view independency, i.e., the helper’s ability to access a

task space independently of the worker’s movements. Several research
projects have shown that view independency of the helper is beneficial
o collaboration [8,20–25]. This is because the remote helper can
ore easily understand a problem at their own pace and provide

guidance when access to the task space is independent of the worker’s
movements.

Based on the related work discussed above, we have the following
two design requirements for RAK:

1. RAK supports components for changing the guidance format
(drawings or hands) and guidance location (on external display
or projected into the task space).

2. Through the task space capturing components, RAK supports
both view dependence and view independence, with the we-
bcam(s) offering a view independent option and the smart-
phone/tablet offering both a view dependent and independent
option, depending on whether the smartphone/tablet is hand-
held or mounted in the environment.

Further, prior research [5,7] investigated the purposes and sce-
narios in which different remote assistance functionalities were used,
including when and how collaborators employed various guidance
techniques when they could freely choose from all the functionalities
in one solution. Our work is related in that our user study also focuses
on exploring the full functionality of RAK, rather than systematically
omparing guidance techniques or methods of sharing the task space, as

is often the case in remote assistance research. With the tailorability of
RAK, we aim to investigate whether users find different functionalities
useful in different problem scenarios.

2.2. Tailorable CSCW systems

End-user tailoring of software applications has been explored ex-
ensively. Component-based tailoring involves end-users composing
pplications from reusable software components [26]. Mørch [27]

divided end-user tailoring of software applications into three levels:
ustomization, integration, and extension, each with ascending tailor-
ng power. In the context of component-based tailoring, customization
nvolves configuring the infrastructure that contains the components
r making a change that is propagated to all components. Integration
eans composing an application from a set of existing components.
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Extension involves adding new programming code to either the in-
rastructure or developing an entirely new component [26]. Whether

end-users can take advantage of the tailoring power offered by the
three levels depends on their skills, as tailoring techniques with more
tailoring power require proportionally better tailoring skills [28].

The ability of users to tailor CSCW systems has been found to be
mportant due to individual differences among collaborating users, such
s different preferences, experiences, and skills, and because different
ollaborative tasks pose varying requirements for functionality [26,

29,30]. Important design considerations for tailorable CSCW systems
include the ability to tailor the system during run-time, to avoid having
to shut down the system for all users because one user is tailoring parts
of it, tailoring rights, and scoping the tailoring activities to individual
and group scopes [30]. Run-time tailorability of CSCW systems poses a
hallenge if a tailoring step by one user affects other users (depending
n the scope of the activity). To remedy this problem, Herrmann
t al. [31] proposed the design principle of negotiability. Specifically,

they implemented a feature in their tailorable CSCW system that al-
lowed users to reject, accept, or modify a tailoring step made by
another user.

RAK can be perceived as a tailorable CSCW system, where tailoring
(integration) work can happen during run-time. The tailorability of
RAK is an example of pure integration; the remote assistance appli-
cation is composed of a set of components, and no information is
required to specify how the components are connected. For instance, a
elper can choose to replace one guidance format with another during

a remote assistance session. The helper’s choice of guidance format
module naturally affects the worker, who is the receiver of the guid-
ance. Similarly, the worker’s choice of task space sharing component
will affect the helper’s visual access to the task space and may lead the
helper to reconsider which guidance format or mobility components are
best suited for the current task space sharing component. Therefore, we
have implemented negotiability in the design of RAK and study how
RAK supports negotiation during the composition of configurations.

To our knowledge, only one research example of tailorable remote
ssistance exists: the work by Speicher et al. [7]. They evaluated a
omponent-based tailorable remote assistance system which utilized
 non-tailorable rigid core functionality and function-oriented com-
onents. These components could be selected and deselected via a
raphical user interface. The system provided support for multiple col-
aborators, 360-degree cameras, projected guidance into the task space,
rawing on the 360-degree video, session persistence, and video rewind
eatures. Similarly, RAK also supports projected guidance. However,
AK differs by offering various guidance formats such as drawing or
and gestures, and it supports different methods for capturing the task
pace, including tablet/smartphone cameras or one or more external
ameras.

To summarize, we have the following design requirements for RAK
as a tailorable CSCW system:

1. RAK implements negotiability and supports negotiation during
the composition of configurations.

2. RAK supports projected guidance and provides different guid-
ance formats and various camera capturing methods.

2.3. Industrial remote assistance

The majority of research on remote assistance involves laboratory
studies, where a remote helper must guide a worker through a stylized
task, such as the assembly of abstract LEGO models or tangram puzzles.

Comparatively, studies on remote assistance within industry – wheth
hey are short field experiments, experimental simulations, or longi-
udinal field studies – are surprisingly sparse. Several research papers
ave documented case studies where remote assistance solutions were
esigned and sometimes evaluated specifically for industries such as
 g
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manufacturing [6], office environments [32], healthcare [5,33], min-
ing [34], or security [35]. For instance, Alem et al. [34] developed a
remote assistance system tailored for maintenance operators in mines.
Their experimental simulation, however, was conducted in an office
setting rather than in the actual mines. Nonetheless, they evaluated
the system by involving representative end-users in two realistic repair
scenarios: repairing a photocopy machine and removing a card from
a computer motherboard. Domova et al. [6] evaluated their remote
assistance system with real-life technicians and control room operators
in a waste water treatment plant. Their participants were required to
go through simulated maintenance scenarios that had previously been
identified. At the level of realism their user study is similar to ours,
because we also had our study participants, toolmakers from the plas-
tic manufacturing industry, go through simulated realistic scenarios,
which were previously identified by their peers.

2.4. Hypotheses

In this section, we have reviewed related work on augmented
reality based remote assistance systems together with relevant guidance
techniques and tailorable CSCW systems. We also derived some design
requirements to explore tailorability of RAK with the aim of addressing
the following hypotheses:

1. H1: Users will tailor remote assistance to the requirements of a
problem. Therefore, with respect to the preferred configurations
there is little variation within each of the remote assistance
scenarios, but large variation between scenarios due to their
distinct requirements.

2. H2: Users perceive the tailorability of RAK as useful for remote
assistance tasks. That is, they perceive a configuration of RAK
tailored to a scenario as more useful than a standard video
communication solution.

3. Remote Assist Kit (RAK)

Tailorable products offer users the advantage of addressing need-
information-intensive subtasks, while allowing manufacturers to handle
olution-information-intensive subtasks [36]. This approach stems from

the belief that users are best positioned to understand their functional
and aesthetic requirements (need information) and should thus be
responsible for product design. Conversely, in the realm of software,
developers excel in determining technical specifics like programming
languages and network protocols (solution information), making them
responsible for ensuring the technical platform supports the required
end-user tailorability. Empowering users to innovate and customize
products to their needs has been shown to enhance user satisfaction,
as observed in domains such as security software [37]. We argue that
his concept applies to remote assistance solutions as well, supported by
ur review of related work in Section 2 and a previous interview study

in the manufacturing industry, where users expressed diverse needs
related to interface mobility and task space capture [3].

Remote Assist Kit (RAK) is a customizable remote assistance solu-
tion that allows users – comprising a remote helper and a local worker
 to configure interface mobility, guidance format, guidance location,

and task space capturing according to their specific needs and pref-
erences. RAK consists of three JavaScript-based web apps: the Helper
App, Worker App, and Supplementary Worker App, designed to run
seamlessly on both PCs and tablet/smartphone devices. Communication
etween these apps, including two-way video and audio streaming

and one-way guidance, is implemented using WebRTC. The Helper
App enables the helper to tailor the remote assistance experience in
two primary ways. Firstly, they can choose the interface mobility by
selecting to provide guidance via video of the worker’s task space on
either a PC or tablet/smartphone. Secondly, the helper can select the
uidance format, opting between drawings or hand gestures. The choice
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Fig. 1. Interface of the Helper App and Worker App follows the ‘‘What You See Is What I See’’ (WYSIWIS) paradigm. (a) The shared view in the Helper App displays the helper’s
hand gestures overlaid on the video of the worker’s task space. This view is shared with the Worker App (not pictured here). (b) The shared view in the Worker App shows the
elper’s drawings superimposed on the video of the task space. This view is shared with the Helper App (not pictured here).
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of guidance format determines the required input devices: a mouse for
rawing on a PC, touch input for drawing on a tablet/smartphone,
nd an external webcam for capturing hand gestures on a PC, or the
ntegrated back-facing camera on a tablet/smartphone.

The Worker App allows the local worker to customize task space
apturing. This can be achieved using one or more webcams connected
o a PC or the built-in camera of a tablet/smartphone. Multiple web-
ams provide flexibility in covering different areas or perspectives of
he task space. The live video feed from these webcams and audio
rom the PC microphone are shared with the helper, who can select
hich camera view to observe from a list. This setup offers the helper
iew independence, enabling them to monitor various aspects of the
ask space independently of the worker’s location. Alternatively, using
 tablet/smartphone camera for task space capturing allows the worker
ntethered mobility.

Both the Helper App and Worker App interfaces follow the ‘‘What
You See Is What I See’’ (WYSIWIS) paradigm. This means both the
helper and worker see a shared view of the worker’s task space,
overlaid with the helper’s guidance. Specifically, the helper’s drawings
are superimposed on top of the live video of the task space. For hand
gestures, the helper’s hands are extracted from their video feed using
a ‘‘green screen’’ (uniformly colored background) and alpha blending
technique, similar to the method described in Huang et al. [38] (see
Fig. 1).

The Supplementary Worker App allows a worker to optionally cus-
tomize the guidance location by selecting to view a helper’s guidance
on an additional tablet/smartphone display or projected into the task
space using a projector connected to a PC. On a tablet/smartphone, the
interface follows the WYSIWIS paradigm, displaying a shared view of
the worker’s task space with the helper’s guidance overlaid. However,
when guidance is projected into the task space, the helper and worker
view the task space and guidance from different perspectives, thus the
projection interface does not adhere to the WYSIWIS paradigm. The
projected guidance provides a spatial augmented reality experience,
akin to techniques described in [23]. It is important to note that in the
Worker App, the helper’s guidance always appears in a shared view of
he task space, regardless of whether the Supplementary Worker App
s in use or not.

Importantly, these tailoring dimensions – interface mobility, guid-
nce format, task space capturing, and additional guidance location –
re independent of each other. This means a helper’s choices regarding
nterface mobility and guidance format do not affect a worker’s choices
egarding task space capturing and additional guidance location.

Users of RAK have access to a variety of mounts such as gooseneck
ounts, gorillapods, tripods, and magnetic mounts. These mounts offer

customization opportunities within the interface mobility dimension
for the helper: the tablet or external camera of the PC must either be
4

handheld or securely mounted in the workspace. This choice affects
he helper’s ability to use one or two hands for guidance. Similarly,
he mounts provide tailoring options within the task space captur-
ng dimension for the worker: the tablet/smartphone or webcam(s)
onnected to a PC can be handheld or mounted in the workspace.

When using a handheld camera, the worker can only use one
hand to manipulate objects in the task space, resulting in potentially
unstable views for the helper and offering multiple perspectives on task
space objects. In contrast, a mounted camera allows the worker to use
both hands for manipulation, provides a stable view for the helper,
and limits the perspectives available on task space objects. If workers
choose to mount one or more external webcams, they must consider
arious surface mounting options in the environment to ensure effective
overage of task space areas. In both handheld and mounted scenarios,

camera positioning – considered a specialized form of tailoring – is
essential to ensure the helper obtains an appropriate view of the task
space.

The combinatorial landscape of components in RAK – encompass-
ing devices, guidance formats, and mounts – is illustrated in Fig. 2,
resulting in a total of 324 unique RAK configurations. In the in-
erface mobility dimension, a helper selects one device and mount
ption, alongside choosing between drawings or hand gestures for
uidance format. Similarly, in the task space capturing dimension,
 worker selects one device and mount option. Optionally, in the
dditional guidance location dimension, the selection of a device is
vailable. Importantly, the selection of components in one dimension
s independent of selections in another, and these choices are concate-

nated to uniquely describe each configuration. During our experimental
simulation, we examined users’ tailoring processes, including their con-
figuration preferences, camera setups, and choice of guidance formats
(see Section 5).

4. The user study

We conducted a user study with RAK to understand whether users
will tailor remote assistance solutions to the distinct properties of
problem scenarios, and how they tailor remote assistance. The user
tudy was an experimental simulation [4], meaning that RAK was used

by professional toolmakers from the plastic manufacturing industry in
simulated realistic problem scenarios.

4.1. Scenarios

To get the students to explore the tailorability of RAK, we had them
o through three realistic remote assistance scenarios, which we hy-

pothesized would pose varying requirements to remote assistance due
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Fig. 2. Hardware (devices and mounts) and software (guidance formats) component-based tailorability of RAK. Table shows the components in RAK’s tailoring dimensions. A RAK
configuration consists of a component from each column (unless it is optional). The numbers of the components are concatenated and used to uniquely describe the configurations
as demonstrated with the example configuration ‘‘11223’’.
Fig. 3. The three scenarios picked in collaboration with a teacher from the craftsmen school: (a) trigonometry exercise, (b) troubleshooting of running injection molding machine,
(c) tool maintenance.
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to their distinct properties and thus bring the different configurations
f RAK in play. In collaboration with the main responsible teacher,
ho is a specialist in plastic manufacturing, we identified these three

cenarios: (1) Trigonometry exercise, (2) Troubleshooting of running
njection molding machine, (3) Tool maintenance (see Fig. 3). The
eacher crafted the problem–solution space for each scenario and was
herefore responsible for preparing locations, tools and machines. To
ake it easier for the teacher to design scenarios, we made sure that he
ad experience with RAK by conducting a workshop with him and some
ther teachers, where they got to play around with the tailorability of
AK on the school’s machines.

4.1.1. Scenario 1 - Trigonometry exercise
A worker must solve two trigonometry exercises in collaboration

with a remote helper. For the first exercise the worker is provided an
llustration of a right-angled triangle, where one angle and the opposite
ide is given. The worker must find the remaining angles and sides of
he triangle in collaboration with the helper. For the second exercise,
he worker is provided a written description of a triangle, where two
ides and one angle is given. It cannot be assumed that the triangle
s right-angled. Again, the worker must find the remaining angles and
ides of the triangle in collaboration with the helper. For both exercises
nly the helper has access to a sheet with trigonometry formulas. We
enceforth call the scenario by the name ‘‘trigo’’-scenario.

4.1.2. Scenario 2 - Troubleshooting of running injection molding machine
A running injection molding machine produces plastic pieces that

ontain imperfections. A worker therefore needs to troubleshoot the
achine in collaboration with a remote helper. The problem is solved
hen the pieces look as expected without any imperfections. The solu-

ion, not provided to the worker or helper, is to adjust input parameters
n the human–machine interface. We henceforth call the scenario by
he name ‘‘injection’’-scenario.
5

4.1.3. Scenario 3 - Tool maintenance at the workbench
A mold (used inside an injection molding machine) at the work-

ench needs maintenance. A worker needs to disassemble the mold,
ubricate parts inside of the mold, and reassemble the mold. A helper
uides the worker through the disassembly and reassembly process. The
ask is solved, when the mold is correctly reassembled. We henceforth
all the scenario by the name ‘‘tool’’-scenario.

4.2. Participants

We recruited twelve toolmaker students aged between 21 and 43
average was 33 years) from a craftsmen school. They were all from the
ame top-up education, the plastic manufacturing specialist education,

and the same class. These twelve students made up the entire class. All
of the students worked as professionals in the plastic manufacturing in-
dustry and had an average of 11 years of work experience. The students
were grouped in six pairs for the evaluation. The worker–helper pairs
were created by the main responsible teacher, who also helped setting
up the scenarios, and were based on the groups they would normally
use for class work. Thus, the pairs were used to working together.
The participants would rate their prior experience with a scenario
fter its completion. A pairwise comparison of the worker–helper pairs’

experience with the scenarios (see Fig. 4) reveals that workers and
helpers rated themselves as having approximately the same experience
n the ‘‘injection’’ and ‘‘tool’’ scenarios. Half of the workers had lit-

tle perceived experience with the ‘‘trigo’’-scenario compared to their
helper (G2, G3, G4), while both parties in G1 had little experience. Ad-
ditionally, the helper-participants were given a sheet with trigonometry
formulas (but not the exact solution to the trigonometry problems) to
ensure an asymmetrical knowledge-relationship
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Fig. 4. Workers’ and helper’s perceived prior experience with each scenario.
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4.3. Setup and equipment

The experimental simulation with RAK required various equipment,
including smartphones, tablets, web cameras, a laptop, a projector,
nd various smartphone/tablet/camera/projector mounts to support

the different configurations. The worker and remote helper were each
provided a large bag with equipment. The worker’s bag contained one
tablet, one smartphone, one laptop, three webcams, one small portable
projector, two gorillapods for the webcams or projector, one gorillapod
for the tablet, one tripod for the tablet, one gorillapod for the smart-
phone, and one flexible gooseneck mount for the tablet/smartphone.
The helper’s bag contained one tablet, one laptop, one webcam, one
tripod for the tablet, and one gorillapod for the webcam.

Besides the equipment required to use RAK, the worker and helper
equired pen and paper for writing calculations in the ‘‘trigo’’-scenario,
he ‘‘injection’’-scenario required an injection molding machine, and
he ‘‘tool’’-scenario required a mold and various tools (hammer, screw-
river, Allen key and wrench) for disassembling and reassembling
t.

The setup required the remote helper to sit or stand (depending on
hoice of configuration) in an office space separate from the worker.
hree working areas were created in the office space: green pieces of
arton were placed on the surface of a meeting table and on a TV

and acted as green screens, in case a helper choose hand gestures
as guidance format. Additionally, a whiteboard next to the TV was
sed as is. The setup for the worker depended on the scenario. In the

‘injection’’-scenario he would do work standing at an injection molding
achine. In the ‘‘tool’’-scenario, he would sit at a workbench in the

chool’s workshop space. In the ‘‘trigo’’-scenario he would sit at a table
r stand at a whiteboard in an office space that was similar to the space
ccupied by the remote helper. It was part of the participants’ tailoring
ork to decide on a setup for the task space capturing devices (ex-

ernal webcam(s) / integrated tablet camera) on the worker’s site and
he guidance input devices (touch display/external webcam/integrated
ablet camera) on the helper’s site by using the mounting equipment
efore and during remote assistance.

4.4. Procedure

Students arrived to the meeting point, an office space at the
craftsmen, in pairs. First, they filled out a short pre-study questionnaire
about their age, work experience in the plastic manufacturing industry,
and previous experience with remote assistance in the role of either the
local worker, remote helper or both.

Then, RAK and the three experimental scenarios were explained
to the pairs using a slideshow presentation. The tailorable dimensions
 t

6

of RAK (guidance input, guidance format, task space capturing, and
uidance location) and its different configurations were illustrated with
 system diagram. Special attention was paid to explaining that they
ad two tasks: one was of course to solve the problem in each scenario,
ut an equally important task was to find the most useful configuration
or a given scenario, rather than solving the problem as quickly as
ossible. They were told that they were not timed and they would not
e judged based on whether they solved a problem correctly or not, as
he correct solution was irrelevant to the focus of the study.

Next, some of the configurations of RAK was demonstrated to the
airs by an experimenter, after which the participants could shortly
xplore the configurations to their liking in an open remote assistance
cenario that required assembly of LEGO bricks on a table. In this
mall training session, the helper and worker were still in the same
oom, the helper’s office space The purpose of the training session was
o familiarize students with the functionality of RAK. Afterwards, the
airs assigned themselves roles as helper and worker based on prior
xperience with the first scenario. We explained to them that they had
o assign the helper role to the person, who they perceived to have the
ost experience with the scenario.

Using RAK, they went through the three realistic remote assistance
scenarios presented earlier. The order of the scenarios were randomized
nd counter-balanced. The worker was taken to the workspace involved
n the scenario, while the helper stayed in the office space. The pair
ere no longer able to see or hear each other directly.

For each scenario the pairs were asked to solve a problem and
collaboratively explore configurations to identify the most useful ones.
To aid the exploration, the content of the equipment bags were laid
out on the floor in their respective workspaces. They were allowed to
change configurations as many times as they wanted during a scenario.
This procedure thus differed from that in the evaluation by Speicher
et al. [7] in which study participants (university students) had to
specify one configuration of a remote assistance prototype and the
easons why they believed the particular configuration was useful,
before beginning a remote assistance scenario. A maximum of 30 min

ere provided for each scenario, but the pairs were allowed to opt out
efore the 30 min mark, if they had explored all the configurations they
anted and solved the problem.

After each scenario, the helper and worker filled out a post-scenario
uestionnaire. They would then assign themselves new roles as either
elper or worker based on prior experience with the next scenario.
t the end of all scenarios, they filled out a post-study questionnaire.
inally, we asked participants to think of other scenarios, where they
ould find RAK useful, and how the would configure RAK to support
hese scenarios.
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4.5. Measurements

Video cameras recorded the pairs. The camera at the worker’s
location was placed strategically covering both the task space, the
worker’s manipulations and actions in the space, and the interface of
RAK. The camera at the helper’s location covered his interactions with
the RAK interface. We coded the video recordings to identify common
and outlier usage patterns. Specifically, we looked for patterns in the
helper’s guidance format (drawings, hands, or verbal descriptions), the
helper’s gestures (pointing, kinetic, or iconic [11]), the worker’s camera
work (handheld or mounted scene camera(s), close-up view, overview,
moving camera in relation to object, moving object in relation to
camera), and unexpected occurrences of tailoring work or interface
challenges.

Post-scenario questionnaires were provided to the worker and
helper after each scenario to measure and rank the perceived usefulness
of the RAK configurations. They also wrote additional explanations of
why they preferred one or more configurations. A post-study question-
naire was provided at the end to measure the perceived usefulness of
the tailorability of RAK.

To systematically analyze the number of occurrences of configura-
tions, we gave each configuration a unique number based on its com-
position of components. For example, a helper selecting a tablet on a
ripod and the option to use hand gestures gives a helper-configuration
ith the unique number ‘‘112’’ due to the position of the components in

he lists in Fig. 2. Now, if the worker chooses to share his task space us-
ing a single webcam (connected to a PC) mounted on a gorillapod, then
this worker-configuration has the unique number ‘‘23’’. The combined
configuration has the unique number ‘‘11223’’.

5. Results

In this section we present the results of our experimental simulation.
irst we analyze the participants’ configuration preferences in Sec-
ion 5.1. Then we investigate the perceived usefulness of configurations

in Section 5.2. The tailoring work of participants unfolded beyond the
choice of configurations and included tailoring of guidance formats
nd camera work, some of which was surprising and unexpected (see
ections 5.3 and 5.4). Finally, we discuss some requirements specific

to remote assistance in the manufacturing industry that were identified
from observations during the user study and during an interview with
the main responsible teacher at the craftsmen school.

5.1. Analysis of configurations

A total of 324 configurations were available. We observed worker–
elper pairs used 19 unique configurations (5.9 pct.). However, keeping
he low sample size in mind (6 groups), even if each group had explored
wo unique configurations per scenario, it would only have amounted
o 36 unique configurations (6*2*3 = 18), which is still well below
24 configurations. Consequently, a large portion of the configurations
ere never used, such as configurations with multiple cameras, and

ome were used very rarely, for instance configurations that included
ardware for extra guidance. Groups typically used one configuration
er scenario. They were encouraged to explore the configurations of
AK to identify the one(s) that they perceived as most useful for
ach scenario during a scenario, as described in Section 4.4. We did

observe one helper explore different mounts, first gooseneck then tri-
pod, during a scenario, however none of the helpers ever changed
device during a scenario. Also, contrary to what we expected, the
workers did not explore different camera devices and mounts during a
scenario, however one worker did add a guidance display device during
a scenario. This means that helpers and workers most often settled
on a RAK configuration and completed most tailoring work before
a scenario began. Therefore, iterative ongoing tailoring work during

remote assistance manifested mostly as camera work, where workers p

7

would pick up a camera device with a mount and move it or hold it. We
speculate that a plausible reason for the limited ongoing tailoring work
was that participants tended to highly prioritize and be engaged in the
task of problem solving. This was indicated by the disappointment of
some of the participants when they were not able to solve a problem
within the time frame.

To investigate H1: With respect to the preferred configurations there
s little variation within each of the remote assistance scenarios, but large
ariation between scenarios due to their distinct properties, we visualize
nd look at all configurations that were used two or more times in any
f the scenarios (see Fig. 5). Making use of statistical tests to investigate

H2 makes no sense due to the small sample size (N = 6 groups). Instead,
from the visualization of configuration us (see Fig. 5) we see signs of
support of H2, when we look at the workers’ and helpers’ configura-
tions, but not for the combined configurations. Below, we check for the
support of H2 in all combined configurations of worker–helper pairs,
helpers’ configurations, and workers’ configurations.

Combined configurations: Looking at the worker–helper pairs’
ombined configurations (see Fig. 5, a), there is no clear preference

for a configuration in any of the scenarios, so there is no support for
H2 for the combined configurations.

Helpers’ configurations: The helper’s configurations (see Fig. 5,
b) were concerned with different guidance formats and mounts, since
the interface mobility device, a tablet, remained the same across all
scenarios and participants. In the ‘‘trigo’’-scenario, 3/6 helpers used
the tablet with a tripod and drawings on whiteboard (‘‘111’’), and 4/6
helpers used the tablet on a gooseneck with drawings (‘‘121’’). None of
the groups used verbal guidance only. There was a preference for these
two configurations (‘‘111’’ and ‘‘121’’) only in the ‘‘trigo’’-scenario. In
the ‘‘injection’’-scenario, 3/6 helpers used the tablet on a gooseneck
with verbal guidance only (‘‘123’’), indicating a slight preference. Most
otably, variance within the ‘‘injection’’-scenario came from the choice
f guidance format, because every helper chose to use a tablet on a

gooseneck. Also in the ‘‘tool’’-scenario there was a slight preference
for tablet on a gooseneck with verbal guidance only (‘‘123’’), which
was used by 3/6 helpers. There is no support of H2 for the helpers’
configurations. However, the results indicate that the categorically dif-
ferent tasks and the difference in the participants’ experience with the
‘‘trigo’’-scenario on one side and the ‘‘injection’’ and ‘‘tool’’-scenarios
on the other side led to different preferences for guidance formats,
with drawings dominating the ‘‘trigo’’-scenario and verbal guidance
dominating the other two scenarios.

Workers’ configurations: The worker’s configurations (see Fig. 5,
c) were concerned with devices and mounts for task space captur-
ing and additional guidance location. When we examine the workers’
configurations in the ‘‘trigo’’-scenario, we see no clear preference for
a configuration. 5/6 workers chose tablet on a tripod (‘‘11’’) in the
‘‘injection’’-scenario, while no other configurations were used multiple
times. Moreover, this configuration (‘‘11’’) was not used in any of the
other scenarios, so it was clearly preferred only for the ‘‘injection’’-
scenario. In the ‘‘tool’’-scenario, 5/6 workers used a single webcam on a
gorillapod (‘‘23’’) and no other configurations were used multiple times.
The same configuration was used two times in the ‘‘trigo’’-scenario,
which indicates that it was preferred only for the ‘‘tool’’-scenario. In
conclusion H2 is only supported for the worker’s configurations if we
isolate the ‘‘injection’’ and ‘‘tool’’-scenarios. These two scenarios had
distinct properties, namely the size of the task space which was large
in ‘‘injection’’-scenario and small in the ‘‘tool’’-scenario and therefore
resulted in different preferences for how the task space was captured.

With respect to the preferred configurations, there is more vari-
nce within each scenario for the combined configurations than for
he worker’s and helper’s configurations. This implies that a worker’s
hoice of configuration does not affect a helper’s choice of configura-
ion and vice versa. This is supported by the video observations, where
o evidence was found that participants would negotiate the use of a

articular configuration.
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5.2. Perceived usefulness of configurations

To investigate H2: Users perceive the tailorability of RAK as useful,
he participants answered questions regarding the usefulness of the tai-

lorability of RAK in the post-scenario and post-study questionnaires. In
the post-scenario questionnaires they rated the statement ‘‘RAK had one
or more configurations that supported the scenario well’’, with an aver-
age rating of 5.5 in the ‘‘trigo’’-scenario, 5.8 in the ‘‘injection’’-scenario,
and 5.9 in the ‘‘tool’’-scenario. Thus, the participants perceived one or
more configurations as useful in each scenario. A Mann–Whitney U test
showed no difference between the workers and helpers in how well
they perceived the configurations to support the scenarios. Addition-
ally, a Friedman test showed no difference in ratings between scenarios.
Combined with the previous insight that helpers and workers tailored
onfigurations to the different scenarios, the overall positive rating of

the above statement supports H2. In the post-study questionnaire (see
Fig. 6) they rated statement 1, ‘‘The configurations of RAK support a
variety of scenarios’’, with an average of rating of 5.8. They rated state-
ment 2, ‘‘I used different configurations for the different scenarios’’,
with an average rating of 5.2. 6/12 participants rated statement 2 with
a 6 or 7 (strongly agree), which indicates that the tailorability was per-
ceived as useful and it thus further lends support to H1. However, we
did not only use questionnaire data to measure how well (or ill) suited
the chosen configurations were in the scenarios. Video observations and
participants’ suggestions for improvements show how they coped with
and tailored the chosen configurations, which is the subject of the next
section.

5.3. Tailoring of guidance formats

We observed that helpers tailored their non-verbal guidance formats
drawings and hand gestures) and verbal communication to the distinct
roperties of the scenarios.

Drawings were predominantly used in the ‘‘trigo’’-scenario. Refer-
ential iconic drawings [11] were used a lot by the helper to recreate
the triangle described in the worker’s exercise in her own space or
to annotate shared video of the triangle in the worker’s space with
8

formulas and calculations. Half of the helpers drew on top of video
f the worker’s task space, while the other half drew on a whiteboard.
ointing to the sides of the triangle with either the hand or using an
rrow was done less frequently, likely because the shared video of the
riangle allowed effective communication by just referring to the angles
nd sides with the names A, B and C.

In comparison to the ‘‘trigo’’-scenario, in the ‘‘injection’’ and ‘‘tool’’-
cenarios, the pairs already shared a view of the task space and
herefore did not have to spend the same effort establishing common
round [39] using drawings. Furthermore, the ‘‘tool’’-scenario did not
arrant much use of the non-verbal guidance formats, because the
airs mostly communicated verbally by using technical terms to refer
o the different parts of the mold as they shared the same technical

vocabulary. For this reason, we speculate that in the ‘‘tool’’-scenario
verbal communication required less communicative effort of helpers
than using the non-verbal guidance formats, indicated by the obser-
vation that some helpers would make a conscious attempt at using
drawings or hand gestures, but then quickly either decided to revert
to verbal communication or simply forgot to use non-verbal guidance.
The ‘‘injection’’-scenario led to different cases: half of the helpers used
one of the guidance formats frequently throughout the scenarios, while
the remaining helpers used verbal guidance only. Specifically, the
uidance formats, both drawing and hands, were used more frequently

for pointing in the ‘‘injection’’-scenario than in the ‘‘tool’’-scenario.
We speculate that this has to do with the objects being referred to in
the ‘‘injection’’-scenario, oftentimes similarly looking buttons on the
human–machine interface, being more difficult to describe verbally
than the mold parts, which looked distinct and had technical names.
If this is the case, this observation is related to the finding by Kraut
et al. [40] that a shared view is more useful when users have no precise
ocabulary for describing the task space.

In the ‘‘trigo’’-scenario, a worker–helper pair setup a configuration
ith a projector, which revealed an interesting interface challenge and

requirement to tailorable remote assistance. The helper’s drawings were
rojected onto a whiteboard in the worker’s space. However, the helper
as not aware of how his guidance looked, as he would write formulas

that covered both the whiteboard and the wall behind the whiteboard
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Fig. 7. Helper draws formulas that are partly outside the worker’s whiteboard, but is not aware of how unintelligible it looks to the worker.
Fig. 8. Unexpected tailoring work.
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(see Fig. 7). To the helper the formulas where shown in 2D on top of
ideo of the task space from a fixed perspective and therefore looked
ine. But, unbeknownst to him, the projections on the wall were warped
nd therefore not readable for the worker. This case illustrates well
he importance of having the right mental model of how the projection
omponent visualizes guidance and its limitations, and that the helper
eeds to be made aware of the worker’s selection of additional guidance
ocation component through information in the interface. This problem

also exemplifies the importance of worker–helper pairs negotiating how
to compose their RAK configuration.

Some participants tailored drawings in an unexpected way in the
‘‘trigo’’-scenario. Rather than focusing on a shared view of the worker’s
task space, which RAK supports intentionally, they solved the trigonom-
etry exercises by focusing on a shared view of the helper’s task space, a

hiteboard on which the helper drew the exercises (see Fig. 8, a). Thus,
the camera work was inversed, leading the worker to ask the helper to
make adjustments to the camera view. Participants took advantage of
the hand gesture component’s algorithm for segmenting the helper’s
hands: the algorithm regards everything, which does not fall inside
he range of a user-selected background color, as foreground. Since the
ser-selected background color was green at the time, the whiteboard,
he black drawings on the whiteboard, and the helper’s hands were all
onsidered foreground objects and hence became the shared view. Our
bservations indicated that since the helper was more knowledgeable
bout trigonometry and had access to formulas and a calculator, it was
seful for the worker to observe the helper solve the problem in the
elper’s own space and then replicate the solution. We believe this idea
an be successfully applied to industrial assembly scenarios, like the
‘tool’’-scenario, if the helper is equipped with a 1:1 or miniature model
f the machinery/tool on-site. We leave this as an interesting future
irection of research to investigate the usefulness of manipulating real
hysical objects or replica scale models in comparison to using virtual
bject models [41,42] for remote assistance.
9

5.4. Camera work

We define camera work as the effort by the worker to move and
position the camera with the purpose of communicating with the helper
and regard it as a specialization of tailoring work.

Interestingly, we observed a pattern across scenarios, where workers
ypically used a scene camera most of the time (i.e. it was mounted in
he environment), because it offered hands-free use, but occasionally
icked up the camera in one hand for short periods of time to provide
 close-up view of an object or move the camera to another location.
his pattern was used occasionally with a webcam on a gorillapod

n the ‘‘trigo’’ and ‘‘tool’’-scenarios, but was particularly prevalent in
he ‘‘injection’’-scenario, where workers moved the tablet camera on a
ripod back and forth between human machine interface and window
o machine internals (see Fig. 9, b and c). However, this use of movable
scene cameras led to a challenge in the ‘‘trigo’’-scenario during the use
f a projector in combination with a webcam on a gorillapod. A worker
anted to pick up the webcam and move it closer to the whiteboard to

provide a closer view of some calculations. However, he was prevented
rom doing so, because that would require a re-calibration of the
rojection mapping. He voiced his frustrations to the experimenters
fterwards stating that he preferred another configuration without

the projector because of this issue. We discuss this limitation of the
projection component in Section 6.

Another pattern observed in the ‘‘injection’’-scenario was that work-
ers often needed to show a very detailed view of the manufactured
plastic pieces to helpers so they could evaluate the quality of the pieces.

orkers would therefore move a piece close to the camera – about 5 cm
rom the lens – and rotate it in all directions for their helpers to get
 good view of the imperfections in the piece (see Fig. 9, a). In the

post-study questionnaire, one of the participants explicitly expressed
the need for a high quality video feed for remote quality control.
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Fig. 9. Tailoring patterns in ‘‘injection’’-scenario. (a) Workers provide close-up view of plastic pieces with imperfections. (b) Workers capture human machine interface. (c) Workers
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One of the workers, who used the webcam on a gorillapod in the
‘‘tool’’-scenario, unexpectedly curled the legs of the gorillapod around
his neck and left shoulder, thus providing a shoulder view from his
perspective (see Fig. 8, b). Our observations show that this setup
rovided the helper with a stable view of the worker’s task space in
erms of being able to provide guidance with hands gestures. Another
orker found a cardboard box, placed it on the workbench and put

he camera on top of it to capture an overview of the available tools
nd mold (see Fig. 8, c). These are good examples of how technology
s tailored in unexpected ways by the users.

5.5. Findings specific to the manufacturing context

Sharing of sound: We found evidence during the workshop with
AK that sound is regarded as an important source of information

during remote troubleshooting of a running machine in the production.
The main responsible teacher at the craftsmen school explained how
important it is to listen to the machines to get information about
the injection molding process. More specifically, he listens to process
sounds on two sides of the machine: the ‘‘clamping side’’ with the shape
forming mold that outputs plastic pieces and the ‘‘injection side’’, where
the raw material is input, heated up, plasticized and transported to the
mold. According to him, there is a rhythm to the process and rhythms
that sound off can indicate various problems in the process that need
to be addressed. He further emphasized that ‘‘it will be difficult for a
remote helper to give guidance unless he can hear the process sounds and see
the process at the same time, because you use all senses in troubleshooting
mode’’. He also considered other senses, as he perceived it as useful
to be able to distinguish between the necessary smell of heated plastic
from the production process and the erroneous smell of burned plastic
from a control cabinet. Future research directions for the sharing of task
space sounds are considered in the next section (see Section 6).

Multi-camera setup on machines: As previously mentioned, we
observed how workers moved the camera back and forth between
human machine interface and window to machine internals in the
‘‘injection’’-scenario. A problem occurred, when a worker forgot to do
so, as it was clear from one of the helper’s utterances that she lost
awareness of the worker’s whereabouts, when the worker moved to
another location on the machine without bringing the camera and
verbally articulating his transition. In agreement with this observa-
tion, the same helper expressed the need for simultaneous views of
he human–machine interface and machine internals of the injection
olding machine because the two areas are connected, i.e. changes to
arameters on the interface affects how the machine internals behave,
hich points to the usefulness of using multiple movable scene cameras

o maintain workspace awareness. Machines usually have at least three
istinct areas of interest during troubleshooting, the ‘‘injection side’’,

‘clamping side’’ and human machine interface. Multiple webcams are
lready supported in RAK, but the helper was unfortunately not aware

f this.

10
6. Discussion

6.1. Design implications

We have derived four design requirements based on the discussion
of the related work for our tailorable RAK system. These include:

1. RAK supports components for changing the guidance format
(drawings or hands) and guidance location (on external display
or projected into the task space).

2. Through the task space capturing components, RAK supports
both view dependence and view independence, with the we-
bcam(s) offering a view independent option and the smart-
phone/tablet offering both a view dependent and independent
option, depending on whether the smartphone/tablet is hand-
held or mounted in the environment.

3. RAK implements negotiability and supports negotiation during
the composition of configurations.

4. RAK supports projected guidance and provides different guid-
ance formats and various camera capturing methods.

Our user study with RAK has generated findings that are specific to
remote guidance systems. We discuss their possible design implications
as below.

One design implication for the finding that users tailor remote
assistance, including task space capturing and guidance format, to the
distinct properties of scenarios, is the idea of recommended config-
urations, i.e. based on a given scenario RAK recommends a specific
configuration proven to be useful in the scenario. For instance, given a
scenario that entails troubleshooting a human–machine interface, RAK
could remind the worker that using a configuration with a combination
of overview and detailed cameras is likely to improve a remote helper’s

orkspace awareness.
An implication for the finding that awareness of the collaborating

artner’s composition of components can be important, exemplified by
he importance of the helper’s mental model of guidance location, is the
xplicit design of persistent awareness cues in the remote assistance in-
erface letting users know of their collaborating partner’s configuration
nd notifying them about changes to the configuration during run-time.
n the case of RAK, this means that a helper must be made aware of
he worker’s choices for task space capturing and additional guidance
ocation choices in the Helper App’s interface. Vice versa, the worker
ust be made aware of the helper’s choices for interface mobility and

guidance format in the Worker App and Supplementary Worker App.
The finding that many workers would move a scene camera around

a workspace to cover different areas and sometimes pick it up to
zoom into areas has implications for the design of remote assistance
with augmented reality (AR). Advanced state-of-the-art remote assis-
tance typically uses AR based head-mounted displays [43,44], and
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the workspace is thus captured from the worker’s field of view and
he helper’s guidance is given from this perspective. Alternatively, we

propose to study the combined benefits of movable scene cameras
and head-mounted AR, where the helper’s guidance originates from a
movable scene camera, but is perceived by the worker on an AR-HMD.
We know of two systems that combine movable scene cameras and
head-mounted AR [45,46], but their research focus was not on indus-
trial applications. We propose to study the benefits and drawbacks of
combining movable scene cameras with head-mounted AR in industrial
applications such as remote quality control, where close-up views are
particularly important to a helper.

The finding that machine sounds should be shared in real world
manufacturing factories is surprising and we discuss its implications for
system design in the next subsection.

6.2. Sharing of sounds from the task environment

It was considered important for the remote helper to clearly hear the
ounds from the running injection molding machine, as this enabled
hem to gather critical information about its state. This shows that
he sharing of audio from the worker’s task space, including not only
he voice of the worker but also the sounds from the machinery, is
mportant to the helper’s situational awareness in some cases. How-
ver, most research on remote assistance has predominantly focused
n visual aspects of a task space sharing, such as different methods
f achieving view independence [8,20,22,23,25,47,48] and focus-in-

context views [46,49,50]. Research-based remote assistance systems
typically implement audio communication as an afterthought, because
t is not the focus of the study, and in some lab studies the system
mplementation of audio sharing is not even needed, because the

worker and helper participants are in the same room and can naturally
hear each other.

In remote assistance scenarios in the manufacturing industry, such
as the ‘‘injection’’-scenario, it seems that the concept of machine noise
nhancement can be used to support the collaboration between a worker
nd a helper. Thus, we believe that careful design of how task space
udio is shared and enhanced is an interesting and industrially rele-
ant area for future research. For example, the concepts of interactive
oise cancellation and noise enhancement can be implemented using
emote assistance in mixed reality. Multiple microphones could be
istributed in an industrial environment. A remote helper in virtual

reality points to or approaches a sound-generating task space object in
he environment (this could be the ‘‘closed side’’ or the ‘‘injection side’’
f an injection molding machine), whereby the microphone closest to
he object turns on, while the remaining microphones turn off. When
he helper turns his attention to the worker in augmented reality by

looking at him, the worker’s wearable microphone turns on instead of
he microphones in the environment. As a result, noise from machinery
r clear verbal communication with the worker can be interactively

selected.

6.3. Limitations and future work

We had 12 domain experts (6 pairs, N = 12) participate in our
experimental simulation. This limited number of participants weakens
our analysis of the quantitative data and has prevented us from con-
ducting a more thorough statistical analysis of the results. Therefore,
we cannot obtain good generalizability of the observed patterns in
tailoring work. Instead, we have focused our analysis and discussion
more on qualitative information. On the other hand, the strength of
our data lies in the realism of the scenarios within which data about tai-
lorable remote assistance was gathered and the participants’ average of
11 years of experience with plastic manufacturing. This led to instances
of unexpected tailoring work and revealed some interesting design
requirements for remote assistance in the manufacturing industry.
11
Regarding future improvements of the RAK system, some helpers
found it challenging to draw at the small scale required when work-
ers used projected guidance. This usability problem was caused by a
combination of the limited screen real estate of the helpers’ tablet and
the fixed scene camera view needed for projecting guidance correctly
onto a planar surface in the workers’ space. However, the projector
component can be improved by using the camera, which is normally
sed for task space capturing, to track the pose of the planar surface.
his would cause the homography needed for correctly warping a
elper’s guidance to be continuously recalculated, ensuring correct
rojection of guidance when the camera is moved, as demonstrated by
dcock et al. [51]. With this improvement, a worker will be able to

pick up a camera and move it closer to a planar surface, thus supporting
movable scene cameras, which was a common pattern in camera work,
and making it easier for the helper to draw details on the surface.

As for future evaluation with RAK, the next step is a longitudinal
ield study to observe how its configurations are used in the manufac-
uring industry. In this paper, we collected data on how configurations
ere used after a short period. We expect new insights from a field

tudy, as the use of RAK is likely to evolve with users’ increased mastery
nd understanding of the strengths and drawbacks of its configurations

in different scenarios.

7. Conclusion

We conducted an experimental simulation with a tailorable remote
assistance system, RAK, involving professionals from the plastic man-
facturing industry. Our findings revealed several insights related to
ailorable remote assistance and its requirements in the manufacturing

sector: (1) Users tailor remote assistance to the properties of problem
cenarios and perceive this as useful. (2) Movable scene cameras were

a dominant camera work pattern in the ‘‘injection’’-scenario due to the
need for close-up views of different machine areas. (3) Awareness of the
collaborating partner’s tailoring work is crucial. This was exemplified
by the helper’s lack of awareness of the guidance location component
and its effect on the intelligibility of guidance in the worker’s space. (4)
Sharing machine sounds is important for remote troubleshooting of a
running machine. (5) A multi-camera setup at manufacturing machines
may improve awareness.
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