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Abstract—The increasing prevalence of meteorologi-
cal disasters necessitates advanced spatiotemporal data
analytics to enhance emergency response in smart
cities. Social networks, as real-time crowdsourcing sen-
sors, provide critical data streams that Generative AI
(GenAI) can fuse and summarize to generate compre-
hensive meteorological decision reports for enhanced
emergency response during abrupt weather crises.
This paper introduces a Multiple Knowledge Guided
Summarization (Multi-KGS) model designed to gen-
erate meteorological decision reports by fusing posts
from Sina Weibo. Specifically, the Multi-KGS model
comprises a summary generation module and a multiple
knowledge guidance module. The summary genera-
tion module synthesizes the content of the decision
report, while the multiple knowledge guidance module
steers and constrains the summarization process using
knowledge of meteorological events and geographical
locations, ensuring that the generated report highlights
the core knowledge expressed in the source posts. Com-
pared to baseline models, Multi-KGS achieves superior
performance in content evaluation, as measured by
ROUGE − 1, ROUGE − 2, and ROUGE − L, as well as
in sentiment evaluation, with the best F1 score. This
study provide a generative decision support paradigm
for servicing urban computing.

Index Terms—Smart Cities, Social Sensors, Genera-
tive Decision Support, GenAI-based Emergency Man-
agement, Urban Computing.

I. Introduction
The increasing frequency of meteorological disasters

due to global warming has led to substantial societal
and economic losses worldwide [1]. Integrating Gener-
ative Artificial Intelligence (GenAI) into meteorological
emergency management is essential for enhancing decision
support services in smart cities [2], [3]. Decision reports
serve as a crucial mechanism in this domain, facilitat-
ing the fusion of critical insights from vast amounts of
unstructured data [4], [5]. Social networks, characterized
by user-generated content (UGC), function as real-time
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social sensors that provide timely and intuitive feedback
during extreme meteorological events [6]. The automatic
generation of meteorological decision reports from social
network data is thus pivotal for improving decision-making
efficiency and mitigating disaster impacts.

The distributed nature of social networks makes them
indispensable sensors for fusing information from the so-
cialized perspectives [7]. Users actively contribute social
signals reflecting their real-time perceptions and experi-
ences of meteorological events, offering a valuable data
source for decision support [8]. For instance, during the
catastrophic Henan floods in July 2021 [9], Sina Weibo
emerged as a primary communication channel for affected
individuals, enabling them to report flood conditions,
request assistance, and express their sentiments. These
social signals played a crucial role in mobilizing official
and civilian rescue efforts, underscoring the potential of
social media in meteorological disaster management. Ef-
fectively integrating such signals into urban computing is
imperative for enhancing government decision-making and
improving public services.

Conventional meteorological decision report generation
primarily relies on single-document summarization mod-
els [4]. These models exhibit clear limitations in inte-
grating diverse perspectives and sentiment expressions
from multiple sources. Recent advancements in large lan-
guage models (LLMs) have revolutionized the genera-
tion paradigm [10], [11], their practical deployment still
presents challenges. Specifically, the high computational
costs of LLMs training and inference require users to rely
on third-party API services, which can introduce risks re-
lated to data security in public services [12]. Furthermore,
LLMs may generate inaccurate or incomplete descriptions
of key meteorological events due to a lack of domain-
specific knowledge constraints, potentially affecting the
effectiveness of decision reports [13], [14].

To address the aforementioned limitation, this
paper proposes the Multiple Knowledge Guided
Summarization (Multi-KGS) model. The Multi-KGS
model consists of a summary generation module
and a multiple knowledge guidance module. The
summary generation module is in an unsupervised
structure to summarize the core knowledge in the
source text. The multiple knowledge guidance module
constrains the generation process by incorporating
critical knowledge, including 14 meteorological event
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knowledge1 and 367 geographical location knowledge2,
to produce comprehensive and localized decision reports.
Considering the ubiquitous independent and co-occurrence
characteristics of meteorological events and the wide-area
impact of the same meteorological event on similar
locations, the multiple knowledge guidance module
is based on the multi-label classification structure to
realize the correlation mining by taking into account
the independent and co-occurrence characteristics of the
knowledge carrier words. To introduce prior meteorological
knowledge, we propose the MET-BERT model to initialize
the word embedding of the Multi-KGS model. For the
automated pipeline, this paper presents a framework
for automatically generating meteorological decision
reports, as shown in Fig. 1. The framework includes
a data collection module that gathers meteorological
posts from Sina Weibo, a data processing module that
constructs the corpus and extracts relevant knowledge, a
Multi-KGS model for generating the report content, and
a report overview module that displays and delivers the
report to decision-makers. The framework supports rapid
meteorological decision-making in disaster scenarios.

Fig. 1: The framework for fusing multiple information and
generating the meteorological decision reports.

The key contributions of this paper are as follows:
• We propose a Multiple Knowledge Guided Summa-

rization (Multi-KGS) model to generate meteorologi-
cal decision report content fused with meteorological
event and geographical location knowledge.

1The extreme meteorological events include Hail, Sandstorm, Bliz-
zard, Fog, Drought, Cold Wave, Typhoon, Thunder, Icing, High
Temperature, Gale, Frost, Rainstorm, and Haze. These events are
defined by the China Meteorological Administration (CMA) and are
also recognized as a national standard by the General Administration
of Quality Supervision, Inspection and Quarantine of the People’s
Republic of China and the Standardisation Administration of the
People’s Republic of China (2011).

2Geographical location knowledge is defined as the 367 adminis-
trative regions in China at the prefecture level and above, including
333 prefecture-level administrative regions and 34 provincial-level
administrative regions. These classification criteria are defined by the
Administrative Divisions of the People’s Republic of China.

• We introduce MET-BERT, a domain-specific lan-
guage model fine-tuned on meteorological corpora to
enrich the Multi-KGS model with specialized meteo-
rological knowledge.

• We validate our approach through extensive experi-
ments, demonstrating that the proposed Multi-KGS
model outperforms all baseline models in both quan-
titative metrics and qualitative evaluations.

II. Related Work
The decision report is an effective way for urban com-

puting [15]. Most of the current decision report construc-
tion methods are based on fixed templates [16], [17].
Reiter et al. [17] proposed SUMTIME-MOUSAM, which
groups the words in weather forecasts into fixed categories
and generates grammatical weather forecasts based on
numerical data. The result of manual verification shows
that users prefer the weather forecast text generated by
the model instead of manually written since the model
has better word choices. With the development of GenAI,
the generative decision support services have gradually
become mainstream [4], [5].

To improve the factual accuracy and adaptability of
such generative services, recent studies have introduced
controllable generation mechanisms [18], where external
prior knowledge plays an essential role. Narayan et al. [19]
proposed a summary generation method based on the or-
dered sequence of entities to plan the summary generation
process by taking entity sequences and source texts as
inputs. Chen et al. [20] proposed a relation-aware multi-
document summarization model, which uses the depen-
dencies in the relationship graph to establish associations
between documents and generates multi-documents-based
literature review in a specific domain. The prior knowl-
edge introduced by the keywords always contains specific
attributes, such as topics and emotions [21], [22]. To this
end, Zhu et al. [21] classified the topic from Wikipedia and
generated the topic-centered summary from the sentence’s
topic-aware representations. Focusing on the explicit docu-
ment semantics, Wang et al. [22] integrated the topic mod-
els into the summary generation process by a topic assis-
tant, which improves the performance of the transformer-
based summarization models. The prior knowledge has
also been introduced by the pre-trained language model,
where the BERT [23] model is commonly used. Ma et
al. [24] proposed the T-BERTSum, a summarization model
sensitive to a specific topic. Du et al. [25] proposed the
BioBERTSum model to introduce the biomedical domain’s
prior knowledge for extractive summarization.

III. Methods
A. Method Overview

The proposed multiple knowledge guided summariza-
tion (Multi-KGS) model is illustrated in Fig. 2. The
Multi-KGS model consists of two components: a summary
generation module and a multiple knowledge guidance
module. The former produces decision report content by
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processing a collection of Weibo posts X1:K ∈ RK , where
K represents the total number of Weibo entries to be
synthesized. Meanwhile, the latter component enhances
and regulates the generation process by incorporating me-
teorological event knowledge Eg and geographical location
knowledge Lg as guiding constraints.

Fig. 2: The structure of the multiple knowledge guided
summarization model.

To make the Multi-KGS model more sensitive to the
semantic features of the meteorological domain, we intro-
duce prior meteorological knowledge through the MET-
BERT model. The MET-BERT model is fine-tuned by
the meteorological event classification task with the mete-
orological Weibo posts based on the general ”BERT-Base,
Chinese” [23]3 model. The word embedding of the Multi-
KGS model is initialized by the MET-BERT model and is
fixed during the training process.

The summary generation module is based on an unsu-
pervised auto-encoder structure. The source Weibo posts
X1:K are embedded into word vectors and encoded into
ZX ∈ R2×K×dimϕ by the encoder ϕ. The mean function
combines ZX to ZX̄ ∈ R2×dimϕ that contains the mean
semantic features of X1:K . The decoder φ reconstructs the
ZX to X̃1:K , and calculates the reconstruction loss lrec be-
tween X1:K and X̃1:K , while φ also generates the summary
Y1:T ′ ∈ RT

′

that contains the comprehensive semantic
features of X1:K , where T

′ is the length of the generated
sequence. The Y1:T ′ is encoded into ZY ∈ R2×T

′
×dimϕ by

ϕ, and the semantic similarity is constrained by optimizing
the similarity loss lsim between each Zk ∈ ZX and ZY .

The multiple knowledge guidance module is a convo-
lutional neural network (CNN)-based structure, which
predicts both the meteorological event knowledge Ep and
the geographical location knowledge Lp contained in the
generated summary Y1:T ′ . The knowledge guidance pro-
cess is achieved by optimizing the loss function of lekg and
llkg, which minimize the variance of the Ep and Lp with
the corresponding ground-truth knowledge Eg and Lg. In
the rest of this section, we describe each module in detail.

B. Summary Generation Module
The summary generation module incorporates two in-

terconnected sub-models: a reconstruction model and a
3https://storage.googleapis.com/bert_models/2018_11_03/chinese_L-

12_H-768_A-12.zip

similarity alignment model. Both employ an auto-encoder
architecture wherein the encoder and decoder compo-
nents are implemented as two-layer unidirectional LSTM
networks. To enhance semantic coherence, we establish
parameter sharing between the encoder-decoder weights
across both sub-models. This weight-tying mechanism en-
sures that the generated summary Y1:T ′ maximizes seman-
tic alignment with each individual Weibo post Xk

1:T ={
xk
1 , x

k
2 ,…, xk

T

}
∈ RT , where T denotes the sequence

length of the kth Weibo post.
1) Reconstruction Model: The reconstruction model’s

encoder, denoted as ϕ, is a two-layer unidirectional LSTM
that processes Xk

1:T into Zk = ϕ
(
Xk

1:T

)
=

[
hk
T , ckT

]
∈

R2×dimϕ . Here hk
T and ckT correspond to the hidden and

cell states at time step T , respectively, while dimϕ denotes
the dimensionality of the LSTM states.

The decoder φ is constructed with a two-layer uni-
directional LSTM, which reconstructs Zk into X̃k

1:T ′′ ={
x̃k
1 , x̃

k
2 ,…, x̃k

T ′′

}
= φ

(
Zk

)
∈ RT

′′

. Following Chu et
al [26], we use cross-entropy loss with teacher-forcing
mechanism [27] to train the reconstruction model as Eq. 1:

lrec = −
K∑

k=1

log
(
p
(
Xk

1:T | φ
(
ϕ
(
Xk

1:T

))))
. (1)

We calculate the mean semantic features ZX̄ as Eq. 2,
where ZX̄ contains each of the semantic features of Xk

1:T

and tends to retain the common features in X1:K .

ZX̄ =
1

K

K∑
k=1

Zk. (2)

2) Similarity Alignment Model: The summary Y1:T ′ =

{y1, y2,…, yT ′ } ∈ RT
′

is generated by the similarity align-
ment model’s decoder φ with the input of ZX̄ , Y1:T ′ =

φ
(

ZX̄
)
.

To constrain the semantic similarity between Y1:T ′ and
Xk

1:T , we re-encode the Y1:T ′ into ZY , ZY = ϕ(Y1:T ′ ) =[
hY
T ′ , cYT ′

]
∈ R2×dimϕ , and calculate the cosine similarity

cos (·) between hY
T ′ of ZY and hk

T of Zk as the loss function,
which is shown in Eq. 3. Since each yt ∈ Y1:T ′ are
discrete and the model without the ground-truth summary
corresponding to Y1:T ′ , here we use the straight through
gumbel-softmax [28] to optimize the lsim.

lsim =
1

K

K∑
k=1

cos(hk
T , hY

T ′ ). (3)

Eq. 4 specifies the loss function for the summary gener-
ation module. There is no hyper-parameter to balance the
LSUMM because each sub-model’s encoder and decoder
are weight-tied.

LSUMM = lrec + lsim. (4)
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C. Multiple Knowledge Guidance Module
The multiple knowledge guidance module consists of an

event knowledge guidance model and a location knowledge
guidance model based on the CNN structure. To capture
the distinct features of individual meteorological events or
geographical location knowledge, we employ a convolution
kernel with a size of 1. This design allows the model
to effectively extract co-occurrence relationships between
meteorological events and geographical knowledge while
highlighting the unique contributions of these independent
features in guiding the summary generation.

Let V1:T ′ ∈ RT
′
×dimKG represent the vectorized form

of Y1:T ′ , embedded with the MET-BERT model that
is shared within the summary generation module. The
dimKG denotes the dimensionality of word embeddings
in multiple knowledge guidance module. Additionally, let
m ∈ RT

′
−f+1 be the feature map obtained by convolution

operation ∗, where f ∈ [1, 3, 4, 5] defines the receptive field
size. Each feature mi ∈ m can be calculated as:

mi = R(wf ∗ V1:T ′ )i

= R(wf · V1:T ′ [i−f+1:i])

= R(

i+f−1∑
n=i

wf
nV1:T ′

n),

(5)

where R(·) represents the non-linear activation function
ReLU [29], and wf is the convolution kernel with size of
f . m̂ represents the max-overtime pooling of m, which
captures the most significant features. Let Kp be the
predicted knowledge, Kp ∈ {Ep, Lp}, where Ep ∈ T e and
Lp ∈ T l. The loss function of each multiple knowledge
guidance module can be calculated as follows:

lEKG/LKG = − 1

N

N∑
n=1

log(p(Kg
(n) | Y1:T ′

(n), θKG)), (6)

where Kg ∈ {Eg, Lg} represents the ground-truth knowl-
edge corresponding to Kp, and θKG represents the pa-
rameters in the multiple knowledge guidance module. The
learning process encourages the multiple knowledge guid-
ance module to maximize the probability of the Kp close to
the Kg in Y1:T ′ , thus encouraging the summary generation
module to generate the summary sequence containing the
corresponding knowledgeable words.

The loss function of the entire multiple knowledge guid-
ance module is as follows:

LKG = λEKG · lEKG + λLKG · lLKG. (7)
Since the event and location knowledge guidance models

are independent of one another, with each focusing on
distinct features, here we introduce the hyper-parameters
λEKG and λLKG to balance the overall loss function of
the multiple knowledge guidance module to prevent LKG

dominated by a single task due to the different model
scale. The hyper-parameters also encourage the multiple
knowledge guidance module to produce the most positive
impact on the summary generation module.

D. Training

The overall loss function of the Multi-KGS model
(LMKGS) is as Eq.8, consisting the loss function of sum-
mary generation module (LSUMM ) and multiple knowl-
edge guidance module (LKG).

LMKGS = LSUMM + LKG

= lrec + lsim + λEKG · lEKG + λLKG · lLKG.
(8)

By continuously minimizing LMKGS , the training pro-
cess encourages the summary generation module to pro-
duce yt ∈ Y1:T ′ , which is strongly correlated with Eg

and Lg. This structure ensures that Y1:T ′ retains as much
meteorological event knowledge and geographical location
knowledge from Xk

1:T as possible, learning Y1:T ′ by using
Eg and Lg as the core descriptive elements.

IV. Experiments

A. Dataset

The dataset is derived from posts on Sina Weibo4,
a Chinese leading social media platform. The Jieba5 is
utilized to segment the posts in natural language into word
sequences. In data preprocessing, high-quality Weibo posts
are selected using regular expression-based rules. Posts
containing empty content or characters such as ”Emoji”
and ”\u3000” are filtered out. Since post length is a key
factor influencing model performance, we employ boxplots
and histograms to filter posts of appropriate length. As
shown in Fig. 3, posts with lengths ranging from 2 to 474
(T ∈ [2, 474]) are retained. We also exclude posts that lack
event or location knowledge. For posts’ location knowledge
outside of the prefecture’s administrative regions, the
corresponding provincial administrative regions are used
to represent the location. After data preprocessing, a total
of 722,349 Weibo posts remained in the dataset. Examples
of the dataset are in Table I.

Fig. 3: The box plot and histogram illustrate the distribu-
tion of Weibo post lengths in the dataset. Data points
outside the whiskers of the box plot, which represent
outliers, are not displayed.

4https://www.weibo.com/
5https://github.com/fxsjy/jieba

https://www.weibo.com/
https://github.com/fxsjy/jieba
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TABLE I: Example of a dataset with event and location knowledge in bold.

Weibo Posts Event Knowledge Location Knowledge
初秋偶遇，不巧京城又是两天雾霾天气，北京。We met by chance in early autumn, but
unfortunately it was another two days of haze weather in Beijing. 霾 Haze 北京 Beijing

雷电预警。邯郸市气象台 23 时 55 分发布雷电黄色预警信号，预计今天夜间我市
将受雷电天气影响，请注意防范。Thunder warning. The Handan Meteorological
Observatory issued a yellow thunder warning signal at 23:55. It is expected that
our city will be affected by thunder tonight, please pay attention to precautions.

雷电 Thunder 邯郸 Handan

上海突降暴雨，半分钟积水成河。Heavy rain fell suddenly in Shanghai, and the
water became a river in half a minute. 暴雨 Heavy rain 上海 Shanghai

B. Experiments Settings
The experiments are conducted on an NVIDIA RTX

3090 GPU. Adam [30] is employed as the optimizer for the
Multi-KGS model. The Weibo post set consists of 8 posts
(K = 8), and the learning rate is set to 0.0001. The word
embedding dimensions in both the summary generation
module and the knowledge guidance module are 768,
while the hidden state dimensions in the encoder (ϕ) and
decoder (φ) are also 768 (dimϕ = 768, dimφ = 768).
The number of meteorological event knowledge instances
is 14 (T e = 14), and the number of geographical location
knowledge instances is 367 (T l = 367).

The hyper-parameters, λEKG and λLKG, which are used
to balance the overall loss function LMKGS are 0.1 and 0.9
(λEKG = 0.1, λLKG = 0.9). In the following sections, we
will discuss the influence of the different hyper-parameters
on the overall model performance.

V. Results and Analysis
A. Evaluation Metric

1) Content Evaluation: We use ROUGE as the quan-
titative evaluation metric, which is a set of metrics to
evaluate the similarity between the source Weibo posts
(X1:K) and the generated summary (Y1:T ′ ).

2) Sentiment Evaluation: Most social network posts
contain significant sentiment features carried by senti-
ment words, crucial for assessing public opinion and atti-
tudes toward meteorological events. Sentiment consistency
proves that the generated summary and the source posts
maintain similar sentiment words, further proving the
semantic consistency between these two texts.

Specifically, we label the sentiment attributes of each
Xk

1:T ∈ X1:K by the Senta [31], where the sentiment
value θ

Xk
1:T

sent = 1 represents Xk
1:T with positive sentiment

attribute and θ
Xk

1:T
sent = 0 represents Xk

1:T with negative
sentiment attribute. After that, we train a Text-CNN-
based sentiment classification model by using Xk

1:T as
input, which achieves fine-grained sentiment classification
fitting the semantic features of the meteorological domain.
We calculate the Accuracy (Acc), Precision (P ), Recall
(R), and F1 between the predicted sentiment attribute
θ
Xk

1:T
sentp and the ground-truth sentiment attribute θ

Xk
1:T

sentg .
Table II presents the evaluation results of the sentiment
classification model, showing its ability in evaluating the

sentiment polarity preservation between the generated
summary and the original posts.

TABLE II: The testing results of the model for the quan-
titative sentiment evaluations.

Metric Value
Accuracy 0.983
Precision 0.958
Recall 0.976
F1 0.966

We label the ground-truth sentiment attribute (θY1:T
′

sentg )
of the generated summary as Eq. 9, and we use the trained
sentiment classification model to evaluate whether the
sentiment polarity of the generated summary remains the
same probability distribution with X1:K .

θ
Y
1:T

′

sentg =

{
1, 1

K

∑K
k=1 θ

Xk
1:T

sent ≥ 0.5

0, 1
K

∑K
k=1 θ

Xk
1:T

sent < 0.5
. (9)

B. Baseline Methods

We take the unsupervised text summarization models
as the baseline methods: the Extractive summarization
model [32], MeanSum [26], and Copycat [33]. The Extrac-
tive model [32] is a centroid-based summarization model
that exploits word embeddings’ compositional capabilities.
The MeanSum [26] is the model that generates the multi-
document summary by considering the mean semantic
features among input texts. The Copycat [33] focuses on
preserving the specific information of each text in the
generated summary.

C. Quantitative Evaluation

1) Content Evaluation: The quantitative content eval-
uation results for the proposed Multi-KGS model, along
with other baseline models, are presented in Table III.
The Multi-KGS model outperforms the baseline models
in terms of ROUGE− 1, ROUGE− 2, and ROUGE−L,
demonstrating its effectiveness in summarizing the essen-
tial knowledge conveyed by the source Weibo posts.
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TABLE III: Quantitative content evaluation results of the
Multi-KGS model and other baseline models.

ROUGE-1 ROUGE-2 ROUGE-L
Extractive [32] 0.1661 0.0564 0.1472
MeanSum [26] 0.1869 0.0589 0.1640
Copycat [33] 0.1874 0.0632 0.1587
Multi-KGS 0.2068 0.0713 0.1713

2) Sentiment Evaluation: We use quantitative senti-
ment evaluation to assess the similarity in sentiment po-
larity between the generated summaries and the source
Weibo posts. The results, shown in Table IV, indicate that
the proposed Multi-KGS model achieves the best perfor-
mance in terms of Acc, P , R, and F1. This demonstrates
that the Multi-KGS model is more effective at preserving
the sentiment polarity’s probability distribution.

TABLE IV: Quantitative sentiment evaluation results of
the Multi-KGS model and other baseline models.

Acc P R F1

Extractive [32] 0.779 0.438 0.500 0.467
MeanSum [26] 0.862 0.633 0.625 0.619
Copycat [33] 0.824 0.602 0.617 0.610
Multi-KGS 0.868 0.649 0.655 0.652

D. Qualitative Evaluation
This section presents a qualitative evaluation using the

summaries generated by the Multi-KGS model and other
baseline models. The results are shown in Table V.

The core content expressed in the source posts can be
divided into five parts: (1) the heavy rain in Chongqing;
(2) the lightning in Longchuan; (3) Fujian issued a yellow
warning signal for lightning; (4) the gale in Beijing; (5) the
gale in Tianjin. The source posts have three meteorological
event knowledge (heavy rain, lighting, and gale) and five
location knowledge (Chongqing, Longchuan, Fujian, Bei-
jing, and Tianjin). The Extractive [32] generated summary
described the one of core content ( 15 ), meteorological
event knowledge ( 13 ), and geographical location knowledge
( 15 ) in the source posts. Besides, the model mistakenly
generated the time describing words ”this morning”, which
would mislead the decision-making process. The summary
generated by the MeanSum [26] model described two of
core content ( 25 ), meteorological event knowledge ( 23 ),
and geographical location knowledge ( 25 ) in the source
posts, but it mistakenly generated another meteorological
event knowledge: high temperature, which interference the
decision process. The Copycat [33] model generated three
of core content ( 35 ), two of meteorological event knowledge
( 23 ), and geographical location knowledge ( 25 ) expressed in
the source posts. However, it mistakenly maps the lighting
event to the location of Chongqing. We speculate that this
is due to the frequent co-occurrence of heavy rain and

lightning events, causing the model to incorrectly associate
the events based on inter-word probability. The summary
generated by the Multi-KGS model described fore of core
content ( 45 ), three of meteorological event knowledge ( 33 ),
and fore of geographical location knowledge ( 45 ) expressed
in the source posts. In contrast, the Multi-KGS model is
more sensitive to the specific meteorological event and
geographical location knowledge, giving the generated
summaries more efficient decision support service capabil-
ities. More importantly, the summary generated by the
Multi-KGS model accurately retains the corresponding
relationship between meteorological event knowledge and
geographical location knowledge, which is beneficial for
decision-makers to better understand the content of de-
cision reports and formulate more fine-grained decision-
support strategies.

E. Receptive Field Configuration Analysis

Fig. 4: Effect of (a) receptive field size and (b) receptive
field amount in the multiple knowledge guidance module.

We analyze two key parameters in the multiple knowl-
edge guidance module through Fig. 4. First, subfigure (a)
reveals that a receptive field size of 3 achieves optimal
ROUGE scores, as single-grained fields struggle to capture
co-occurrence features across meteorological events and
geographical locations. Notably, combined sizes of 1, 3,
and 5 show synergistic benefits. Second, (b) demonstrates
that the configuration yields peak performance by captur-
ing critical spatiotemporal patterns. These findings col-
lectively validate our multi-scale design choice for feature
extraction in meteorological decision reports.

VI. Ablation Study
A. Multiple Knowledge Guidance Module

The ablation study results for knowledge guidance mod-
els are in Table VI and Table VII, which are the content
and sentiment evaluation. The results reveal that the
Multi-KGS model, enhanced by the event and location
knowledge guidance modules, achieves superior content
and sentiment evaluation scores. These findings further
highlight their positive impact on overall performance.

B. λ Selection
We show the influence of different λEKG and λLKG on

ROUGE−1, ROUGE−2, and ROUGE−L in Fig. 5. All
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TABLE V: Qualitative evaluation results of the Multi-KGS model and other baseline models.

Source

X1:重庆在下暴雨，我服了。这裙子真好看，但是拍不出来。It is heavy rain in Chongqing, and I took it. This dress
is so pretty, but I can’t photograph it.
X2: 龙川天气。提醒目前有雷雨云团逐渐东移，影响我县。预计未来我县局部地区将出现雷雨天气并伴有短时强降水、短
时大风、雷电等强对流天气。请注意防御。龙川县气象局 19 日 17 时 55 分发布。Longchuan weather. Remind that
there are thunderstorm clouds gradually moving eastward, affecting our county. It is expected that there will be
thunderstorms in some parts of the county in the future, accompanied by strong convective weather such as short-
term heavy precipitation, short-term gale, and thunder. Beware of defense. The Longchuan County Meteorological
Bureau released it at 17:55 on the 19th.
X3: 福建省气象台 5 月 19 日 17 时 15 分继续发布雷电黄色预警信号。The Fujian Meteorological Observatory
continued to issue a yellow thunder warning signal at 17:15 on May 19.
X4: 北京大风。吹到头痛。Beijing gale, blowing headache.
X5: 今天北京迎来了一场大风，明天会是一个好天气。社会人第一天希望一切顺顺利利。There is a gale in Beijing
today, and tomorrow will be a good weather. The first day of society people hope everything goes well.
X6: 北京大风。我早上睡醒就在挣扎要不要出门买粮（家里没有吃的只有点小米了），然后一天了到现在都没敢出去，今
天就吃了点小米粥啊。Beijing gale. When I woke up in the morning, I was struggling whether to go out to buy food
(the only thing I didn’t eat at home was some millet), and then I didn’t dare to go out for a day, so I ate some millet
porridge today.
X7: 北京大风。这么大风适合放风筝。Beijing gale. Such gale are suitable for kite flying.
X8: 今天在大风中凌乱的你可以松口气了，高温才是下周天气的关键词啊，更多天气信息请关注天津气象。Today in the
gale messy you can breathe a sigh of relief, high temperature is the key word of the weather next week, more weather
information please pay attention to Tianjin weather.

Extractive [32] 重庆身边事。今天早上有暴雨袭击。Things around Chongqing. Heavy rain hit this morning.

MeanSum [26] 重庆今天白天有大到暴雨。北京大风，今天白天最高温度:39 度。Chongqing has heavy rain during the day today.
Beijing is gale, and the highest temperature today is 39 degrees.

Copycat [33] 重庆下暴雨伴随雷电预警，北京大风。Heavy rain in Chongqing accompanied by thunder warning, gale in
Beijing.

Multi-KGS 重庆今天又是暴雨。福建、龙川发布雷电黄色预警信号。今天北京大风。Chongqing has another heavy rain today.
Fujian and Longchuan issued yellow thunder warning signals. Beijing is gale today.

TABLE VI: Ablation study results in content evaluation.

ROUGE-1 ROUGE-2 ROUGE-L
w/o EKG 0.1937 0.0661 0.1646
w/o LKG 0.1877 0.0667 0.1594
Multi-KGS 0.2068 0.0713 0.1713

TABLE VII: Ablation study results in sentiment evalua-
tion.

Acc P R F1

w/o EKG 0.813 0.643 0.627 0.635
w/o LKG 0.819 0.651 0.636 0.643
Multi-KGS 0.867 0.671 0.663 0.668

the metrics achieve the best results when λEKG = 0.1 and
λLKG = 0.9. This result proves that when λEKG = 0.1
and λLKG = 0.9, the multiple knowledge guidance mod-
ule positively impacts the summary generation module.
This conclusion also supports the setting of these hyper-
parameters during the experiment.

VII. Conclusion and Future Work
This paper proposes a multiple knowledge-guided sum-

marization model, Multi-KGS, to enhance meteorological
decision-making by fusing information from social net-
works. By integrating a summary generation module and
a multiple knowledge guidance module, the model ensures
that generated decision reports are both comprehensive
and contextually relevant. The effectiveness of Multi-KGS

Fig. 5: Verification histogram showing the effect of λEKG

and λLKG on model performance.

in content and sentiment evaluation demonstrates the
potential of GenAI-driven information fusion in real-world
emergency management scenarios.

Future work will extend the Multi-KGS framework to
improve the granularity and contextual sensitivity of the
generated summaries. In particular, we aim to increase the
model’s responsiveness to low-frequency but critical social
media posts, ensuring that minority yet essential infor-
mation is incorporated into the decision reports. We will
also refine the model’s capacity to preserve numerical in-
formation such as timestamps and severity levels, thereby
improving summary precision. To further strengthen infor-
mation fusion, we plan to integrate a Retrieval-Augmented
Generation mechanism, allowing dynamically retrieved
meteorological knowledge from multiple sources to inform
the generation process. This will support a more robust
decision support system that combines real-time social sig-
nals with authoritative meteorological data, advancing the
application of generative AI in emergency management.
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