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Abstract— Networking attacks embedded in spam emails are
increasingly becoming numerous and sophisticated inature.
Hence this has given a growing need for spam emaihalysis to
identify these attacks. The use of these intrusiometection
systems has given rise to other two issues, 1) theesentation
and understanding of large amounts of spam email?) the
user-assisted input and quantified adjustment durig the
analysis process. In this paper we introduce a newanalytical
model that uses two coefficient vectors: ‘densityand ‘weight’
for the analysis of spam email viruses and attack®Ve then use
a visual clustering method to classify and displajhe spam
emails. The visualization allows users to interaciely select
and scale down the scope of views for better undéanding of
different types of the spam email attacks. The expenent
shows that this new model with the clustering visdeation can
be effectively used for network security analysis.

Keywords- Spam email, network security analysis, clustered
visualization, information visualization, network intrusion
detection, DDoS attacks

. INTRODUCTION

Spam email is a common type of the cyber nuisalice.
not only wastes resources, but also poses sereusity
threats [1]. Spam emails can be divided into twiety those
with the attachment and others without the attactiniehe
attachments are normally the executable files lihae virus
hidden inside. The spam emails with no attachmeuglly
have virus hidden inside of the message body.

DDosS attack is organized by a hacker who utilizesiyn
computers as agents from different locations tandaua
coordinated attack against one or more targetsctivegumes
victim’'s network bandwidth, or consumes victim'soerces
so that legitimate users could not access to thgeted
computers [2] [3] [4]. Spam email DDoS attacks eatlse
email system damage when it clogs mail server ataark
bandwidth [5].

Our research experiment is based on the dataset we

collected from the email networking system runninghe
Library of the University of Technology, Sydney (B)f
which contains 4100 spam emails received in fiventimo
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time period of 2009. The email system is running on
Microsoft Exchange Server. All of these spam eratd#cks
come from 450 different sources (IPs). Some ofdtatacks
have been identified as DDoS attacks.

In this project, we propose to use a visual clirsger
method [6][7] for assisting the analysis of ematiaeks,
especially the DDoS attacks through the visual
representation and classification of the spam emailclear
clustered structure of the spam emails could hefdyats to
identify the unusual email events and the typesmfil
attacks, including DDoS attacks.

We first analyze the behaviors of spam emails ded t
create a model for analysis. We use two coefficieators:
‘density’ and‘weight’ of the spam email attack for analysis.
We then use a visual clustering method to clasaify
display the spam emails. The visualization allowsers to
interactively select and scale down the scope eWsifor
better understanding of different types of the spzmmil
attacks for discovering DDoS attacks. The expertrsbows
that this new model with the clustering visualiaatican be
effectively used for network security analysis.

II.  BACKGROUND

A. Spam email with no attachments

The first type of spam emails are those with no
attachments, in which the virus is hidden inside rttessage
body and spreads when users open the message. drkere
several situations when a machine receives a spaeil ef
this type:

e |If there is a huge number of spam messages and
unwanted emails are received on a victim email
system in a short period, they will clog the email
server, consume the network recourses and
bandwidth towards aetwork level DDoS attadkat
will end up the email service in the victim's
machine.

If the virus has been opened, it will then be
spreading inside the system and the system will be
acting as an agent to attack other machines.



» An opened virus sometimes will kill a few or all highest 8 bits and next high 8 bits make a 2-D I&rix

system processes towards a system crash.
Message 1 shows the receipt of a no-attachment spaani
in our email server.

[SMTP Messages\Inbound And Outbound
|Thank you for your patience

|Body of Message
|VIRUS=Trojan-Spy.HTML.Fraud.gen (Kaspersky3
|Commonwealth Bank
|oficial@commbank.com.au
|undisclosed-recipients:;undisclosed-recipients
lill@lib.uts.edu.au

lill@lib.uts.edu.au

Message 1. Spam email with no attachment

~

B. Spam email with attachments

The second type of spam emails which is a typipatrs
email attack contains attachments that can berlaggé¢o 20
MB each. There are several situations that coufdadg the
system when a machine receives a spam email diyfres

e If there is a huge number of spam emails with large
size of attachments arrived at the victim’'s systam,

network level DDoS attaatould occur.

e The executable attachment could bring worms,
viruses and Trojans into the victim's system. The
system could become an agent for spreading attacks
to other systems when those executed attachments

send viruses to other machines.

model. The local-level IP matrix is the lower 8sbi lowest

8 bits. It has been demonstrated that this IP Matri

visualization is effective in visualization and ogaition of

the infection of worms: a type of viruses. By usthis IP

matrix, the propagation of the Welchia worm and the

Sasser.D worm can be visualized and identified.

Recently, Zhang et al. [9] further developed a 3D |
Matrix visualization called NetViewer that uses thighest
8-bits IP address as the location. The rest of il-dre
classified into x-axis; y-axis and z-axis for thésual
representation of the lower 24-bits of IP addresses 3D
space. NetViewercan be used to detect tlDoS and
Ports Scan attacks in the networks.

However, this approach has a number of limitations:

e Unused IP addressedn this type of visualization,
there are many unused IP addresses, and the display
space is used wastefully. To use display space
economically, some visualization techniques should
be applied. However, it is not appropriate to
eliminate non-existent IP addresses because there
could be attacks from the spoofed IP addresses.
Unable to detect email virusThis method is not
appropriate to be used for detecting some otherstyp
of virus which uses different channels for infentio
For example, in the case of an email virus, the nex
target is selected by using the user’s address,book
and these addresses have no relation to IP addresse
In this case, IP Matrix is not useful for predictiof
email viruses.

* When those executable viruses eat local disk spaces anqther approach which is specifically designediéal

memories and kill other applicatioren application

level DDoS attackould occur in the victim’'s system

which will cause services denial to their users.

with email viruses is called ‘Two-mode visualizatid10].
During the email communication, there are seveetvark
‘nodes” involved, such as email server, networkteoand
switcher. A large amount of information is recordadthe

Message 2 shows the receipt of a spam email wih thog files of these network ‘nodes’ which is hard be

attachment in our email server.

12/06/2009 8:16:08 / / AM |Transport Scan Job
|SMTP

Messages\inbound And Outbound

|You have received an eCard
|ecard.zip->ecard.exe

|VIRUS= VirTool:Win32/Obfuscator.FH
(Microsoft,CA(Vet),Command,Kaspersky5)
|Steve Hurst

|[vaccinated5@spbdept.rbc.ru
|adt@lib.uts.edu.au

|adt@lib.uts.edu.au

Message 2. Spam email with attachment

C. Visualization in Network Intrusion Detection

The most common visualization approach to the grobl
of network intrusion detection is the use of IP NMatKoike
et al. [8] have proposed a 2D IP matrix that iseldasn the
32-bits IP addressing space. This model dividebi&2IP
address into two groups: the global-level IP matmd the
local-level IP matrix. The global-level IP matrixs ithe

represented. However, the Two-mode model has dietli
those processes by using three stages:

» Sender sends an email to mail server

« Email exchanges between servers

* Receiver receives an email from mail server

Figure 1 shows the example visualization of the Two
mode spam email network. Thied nodesrepresent email
servers,yellow nodesepresent clients (sender or receiver),
green edgegsepresent sending processes, and blue edges
represent receiving processes. In Figure 1, weeeaily see
that three email servers are receiving a large enrabspam
emails (blue lines) and one email server sprea@ hirgses
(green lines) into the network.

While the Two-mode visualization [10] could help
analysts to guess email viruses, such as DDoS kattac
through the abstract views of the density of gredges (the
outgoing emails) and blue edges (the incoming esnail
does not provide users with any quantified jusdtiicn of
particular types of the virus.

In this paper we will introduce a new analytical dab
that uses two coefficient vectorstensity’ and ‘weight’ of
the spam email attack for DDoS analysis. We them ais



visual clustering method to classify and displag 8pam interaction through the visualization, or they mag
emails. The visualization allows users to intesadyi select changed asynchronously by an outside agent.

and scale down the scope of views for better utagding ,

and quantified justification of different types email virus, B- The clustering level

including DDoS attacks. Our visualization uses clusters to represent set of
groups of spam emails based on variety of simylatites as
defined above. The use of clustered visualizatioifi w
significantly reduce a visual complexity of display large
amounts of network related dataclustered grapiC = (G,

T) consists of an undirected gra@h= (V, E)and a rooted
treeT such that the leaves @fare exactly the vertices &

as mentioned in [6]. Figure 2 shows a clusteregtyr®ur
clustered visualization can operate on a clustgraghC=

(G, T)by two basic operationsreateanddestroya cluster.
Both can be performed by user interaction, or by an
algorithm attached to the visualization.
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Figure 1. Two-mode visualization of spam email network [10]. &)’ g 4 }g = ES
s

[ll.  CLUSTEREDVISUALIZATION

Graphs which arise in Information Visualization — Internal-spring
applications are typically very large: thousandsperhaps mumumun  External-spring
millions of nodes. The graph drawing competitioresvén -
shown that visualization systems for classical tgsapre Figure 2. Multiple Sprir_]g—quce_s are applied in the clustered
limited to (at best) a few hundred nodes. Attemfus visualization.
overcome this problem have proceeded in two main
directions: C. The abridgement level

Clustering: Groups of related nodes are “clustered" into The current Intrusion Detection systems lack impidig
23nggggza-rll—(rj]esul:oseerte?jztz?s get?;erzw?r% glfjptgﬁ ng‘ﬁl h: focus. They do not consider user orientations acddes of
clusters may be shown in more detail than 6theh;e T Ia_lrge amounts of _data. The use of abridgement _Iievv_ehr
clustering approach has been proposed several timtie V|suaI|za_1t|on prowde_zs users with facus+contextviewing

mechanism for navigating the large cluster treemiany

graph drawing and information visualization conferes [6, ;
7], and is related to the overview diagrams" usgdsame ~ CaSes, the whole clustered graph is too large davgin the
web navigation facilities [11]. screen; further, it is too large for the user tmmpoehend. In

Navigation: The user sees only a small subset of thé€ur implementation, the clustered visualizationveranly
nodes and edges at any one time, and facilitieprandded ~ an —abridgement” of the entire clustered graphtane.
to navigate through the graph. This approach wesntdy We now give a formal definition of “abridgement”.
the WebOFDAYV system [11]. Suppose thatl is a set of nodes of the cluster tfEeThe
sub-tree ofT consisting of all nodes and edges on paths
A.  The graph level between elements & and the root is called thencestor

In our visualization we use a graph model to regmes tree of U. A clustered grapf' = (G’, T') is an abridgement
spam emails and their attributes. A graph in ourof the clustered grap@ = (G, T)if T'is an ancestor tree of
visualization is a classical undirected graph, mtimgy of T with respect to a sét of nodes ofT and there is an edge
nodesandedges In our application it is likely a very large between two distinct nodesandv of G' if and only if there
graph, containing hundreds or thousands of nodé® T is an edge i between a descendentwénd a descendent
graph may be dynamic, that is, the node and edgeag  of v. Our visualization has two elementary operations o
be changing; these changes may be a result of usgpridgements; these change the basis of the abmelge
They areopena cluster andlosea cluster.

,,,,,,, Virtual-spring



D. The picture level

The picture level is concerned with the geometric

position of the clustered graphs and its associeliestered
trees as well as visual attributes to be associtdeeach
displayed entity. Picture level of a clustered grégshown
in Figures 5. More formally, picture of a clustered grap@
= (G, T) contains a locatiop(v) for each vertex of G and
a routec(u, v)for each edgéu, v) of G, in the same way as
drawings for classical graphs. Further, a pictae & region
b(v) of the plane for each clusterof T, such that ifu is a
leaf of T thenb(v) is located ap(v), and ifu is a child ofv
in T thenb(u) is contained irb(v). The regions currently
used by our visualization are rectangles.

IV. THEDENSITY+ WEIGHT MODEL

Each spam email is represented as an attributeg inod
the visualization [13] which contains its domairesiic
attributes, such ageceive-time; subject-name; sender-
name; receiver-name; cc-receiver-name; source-liPysv
type; attachment-type, et®©ur model selects four most
relevant attributes for the spam email analysis,clwh
include receive-time; virus-type; attachment-type and
source-IP

A spam email that carries a particular type ofithas
can be defined as an attributed node

e(t, vt, att, sip)

Our visualization provides the usual operation of
manuallymovingnodes in a picture. However, the main rolein whicht indicates the arrival timeyt indicate the type of

of our visualization is animated automdtgout.

E. The force model

We use force-directed algorithm to draw the pictoé
clustered graphs. It is based on the Spring-foraeah
described by Eades [12]. Our visualization hasehypes
of spring forces:

* Internal-spring- A spring force between a pair of
vertices in the same cluster.

« External-spring-A spring force between a pair of
vertices in different clusters.

«  Virtual-spring- A spring force between a vertex and
a virtual (dummy) node along a virtual (dummy)

edge.

As well as spring forces, between each pair of sode

there is a gravitational repulsion force. The feraee applied
additively to give an aesthetically pleasing layait the

virus, att indicates the type of attachment asig indicates
source IP address.

We assume that in a certain time penodf the email
communication between timeg and t, a email server
received a set af spam emails as defined below

(1)

and suppose that there aréypes of the viru¥T = (v, vb,
..., vt) that are identified, thus a subset of spam emails
carrying a particular type of virug is defined as

Eo=(Ene...8)

Eovo = B ={e|es B, A e(t) = vt} &)

Suppose that there anedifferent source IP addressel =
(sipy, Sip ... SiR) that are identified sending spam emails to

graph. The sum of forces on each node is cont'muallthe server during period, thus a subset of spam emails sent

computed, and the movement of the nodes accordiriget
forces drives the animation, as with the visualirat

F. Animations

In our implementation, the whole visualization usly
animated. Every transition, whether triggered bg tlser,
visualization, or by another agent, has its owncHjoe
animation. This greatly reduces the cognitive é¢ffafrthe
user in recognizing the new view and change; we fama
full preservation of the user's “mental map".
specifically, there are eight types of animatiorattlare
implemented in our system. Five of these are sipadif
related to the clustering.

G. Visual object (entity) design

We use visual object or entity to represent thenspa

emails for the display and analysis. Currently wee &
Character String with the syntax below to represgam
emails and their attributes:

[rvelelvt]_[att]
wherer,; represents the repeating timesvbtype of virus

&or

from a particulasource IP addressp is defined as

(4)

Accordingly, a subset of spam emails which receiverh a
particularsource IP addressip and containing a particular
typevt of virus is defined as

Eosiviy'= Ep = { e | ee E, A e(Sip) = sip}

Epsipi), i ={ € | €€ Ep A esip) = sip A et) = v} (5)

Thus, we can determine whether a particular sodirce
sendingvt type of the viruses by the following Boolean
function

1, Epli), sip(i).ve(jl = ¢

SP@ =y ro) ) wlr =g ©

We then can calculate the total number of IPs whase
sentvt type of viruses to the server duripgime slot as

w .
Wugy = [SIPagl = 205, SIP(E) (7)
Suppose that there awetypes of attachmengf;, att,, ...

received in a time slgy, vt represents a particular type of att) have been identified, thus a subset of spam email

virus, andatt represents the attachment type of the virus.

carrying a particular type of attachmett is defined as



Ep.an) = B = { € | e E, ~ efatt) = att}

Accordingly, the subset of spam emails receivednfra
particularsource IP addressip and containing a particular

typeatt; of attachment is defined as

(8)

Ep.sin(), ang) ={ € | €€ Ep A e(Sip) = sip # e(att) = att} (9)

Thus, we can determine whether a particular sodirce
sending spam emails wititt type of the attachments by the

following Boolean function

We then can calculate the total number of IPs whese
sent spam emails withtt type of attachments to the server

(s1P(i)) =

duringp time slot as

We now introduce two termsvirus density d(vt) for
measuring the attack pattern of type of virus and
attachment densityd(att)) for measuring the attachment
pattern ofatt type of the attachments im period. These

w .
Warg) = [SIPan)| = 2-;_, SIP (i)

[1, Ep(i), sipli), att(f) # ¢
0, Ep(),sip(i), att(f) = ¢

(10)

(11)

terms are derived from (7) and (11) as shown below

_ WRELED
98 = S

_ WLt
R T

where, (0 <d(vt) <1)and (0 <d(atf) <1).

If the number of 1PV, Or Way is small, e.g. from a single

(12)

(13)

source IP attack, the density valuedgft) or d(atf) will
close to zero. For example

If the number of IPsw or way) is large, e.g. the number
of source IPs is nearly equal to the total numbeatimcks,
the density value adi(vt) or d(atf) will close to one, and it
means that a DDoS attack is most likely occurredr F

example

d(vp =

W) = |Ep|

Suppose that in a time slgt one type of the virus (or
attachment) has the highest density and we cadj}.it that

1 ~
|ECz]

or W\,t(j) = |Ep|

can be expressed as

dmax = max {D(vt), D(aty)} = max {dway iy -
datt(l), datt(z), .

) (itt(v)}

’ QT(U)

in our detection model, we will considdy,., density as the
possible attack first in the detection process.

We would also introduce the termweight SW(p) to
measure the system (email server)’s workload indlivag
the attacks irp time period. The system weight is defined
below

E(gm)

SW(p) ==~ (14)
whereM is the maximum number of incoming emails that
email server is capable to handle (or transfeg &hort time
period p in our practices. Our email server whiskeauthe
Microsoft Exchangecan handle 240 emailME240) in 15
minutes time frame (around 16 emails per minute).

With light weight spam email attackshey cost less
than 20% of the system capability to handle orsfemthese
spam emails. Thus, it can be defined #glat weight attack
if the system workload is betwe®rx SW(p) < 0.2

Accordingly, we can defina medium level spam email
attack if the system workload (or weight) is betwe@R <
SW(p) < 0.7in handling this attack, ana high level email
attackif the system workload (or weight) is betwe@n <
SW(p) < 1.Gn handling that attack.

If the system weight is great than oh® < SW(p)
then we consider that theredscritical level of spam email
attackhas occurred.

We can further define a scalability vector
AttackScale(p) for the measurement dDDoS attack. It
combines two vectors: the maximum virus dendjy, and
the system weigBW(p)together. We have

AttackScale(p) = gy x SW(p) (15)

The vectorAttackScale(p)indicates the scale of the
most active type of spam emails (with attachmemwitht no
attachment) that are current attacking the emaikese

The outcome of our experiments showed that if
AttackScale(p0.2 anddy,= 1, then a small scale DDoS
attack is occurred. If 0.2dtackScale(®0.7 anddn.=1,
then a medium scale DDoS attack is occurred. If
0.7<AttackScale(p1.0 andd,= 1, then it is most likely
that a large scale DDoS attack is occurred. [f<1.0
AttackScale(p)then a critical level DDoS attack is occurred
and the email server could be down.

V. EXAMPLE: SPAM EMAIL VISUALIZATION

This section contains a sequence of screen durops fr
Figure 3 to Figure 7 collected from our visualieatisystem.
They illustrate the visual analysis process foredgg
DDoD attacks. These screens will show you how they
achieve a better quality of the layout of clustesgghm
emails through the smooth transaction of views.

VI. FUTUREWORK AND CONCLUSION

This paper introduces the application of clustetath
visualization for spam email analysis. We use a new
analytical model calledensity+weightmodel that uses two



(4]
to

coefficient vectors: ‘density’ and ‘weight’ for thérus and
DDoS analysis. The Vvisualization allows users
interactively select and scale down the scope eWsifor
better understanding of different types of the spammil [5]
virus and attacks. The experiment shows that tlae/ n
model with the clustering visualization can be used
effectively for network security analysis.

Currently we usecharacter stringto represent the
attributes of spam emails in the visualizationtha future,
we will use a set of graphical nodes with rich driap
properties to represent spam emails. We will attempap  [7]
the graphic properties to the email domain-specific
attributes. For example, we will use different sbgpcolors, i8]
sizes and brightness to represent the domain-specif
attributes of emails, such as different types afisés, types
of attachments, and source IP addresses. Undesdiésne,
the user can gain the knowledge of classificatibdifferent
spam emails through the visual interpretation.

(6]

(9]
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Figure 3. A clustered visualization of a spam email gr&pt(G, T), whereG=(V, E) andE= ¢&. Seven clusters are createdCibased on the virus types
received in a time slqt. However, this layout has many overlaps amongeilss
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Figure 5. After applying the ‘virtual spring’ forces alongethied (virtual) edges, the overlaps among clustereliminated. We now can have a clear view
of the clustering structure.
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1005 74552 PM 140.168 12040 VIRUS= Trojan-Spy HTML Fraud gen (Raspersky) Biody of Message
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Figure 6. From Figure 5, we can quickly identify théit.= du) that is the % virus has the highest density with 31 repeating aad 22 of them occurred
within 7 minutes op. To be able to see the detail Gluster 3 we close other six clusters through telwse operation in the abridgement level of the
clustering. After an inspection into the detaiMf we found that all emails containing are coming from different source IPs. Thdensityof this virus is
dws) =1. However, theveightof the email system SW(p)=0.20 and the attack scalabilityAttackScale=0.20. Finally, we confirmed our detection

outcome: a small scale DDoS attack occurred ireouail server.
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Tne = ] Type of Spamm | Trpe of File
T35 FM 140 163 12940 WIRUS= Troms-Spy HTML Frasd gen (Rampersy?) Fody of Mrarage
T454EFM 140 168 12940 VIRUS= Trope. Spy HTML Frasd gen (Kusparsiy’) oty of Mannig
TASSIFM (140 168 12940 VIRUS= Trome-Spy HIML Fraud ges (KaspersioyS) Bty f Mestage
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Figure 7. The same layout and visualization as shiawigure 6; however, the virtual nodes (red rs)@ed edges are disappeared.




