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 a b s t r a c t

The increasing adoption of accelerator-based neutron sources (ABNS) for applications including neutron capture 
therapy (NCT) research has highlighted the need for accurate simulation tools. Precise modelling of the neu-
tron production target is crucial to ensure that simulated predictions of neutron beam characteristics used for 
subsequent beam shaping assembly design are reliable. This work presents a comprehensive benchmarking of 
four widely-used Monte Carlo codes - Geant4, PHITS, FLUKA (CERN), and MCNP - for modelling low-energy 
neutron production target reactions. Using their recommended physics models and cross-section libraries, we 
evaluate each code’s performance in simulating four beam-target reactions: 7Li(p,n)7Be, 9Be(p,n)9B, 9Be(d,n)10B, 
and C(d,n)N. Predictions of neutron yield, angular distributions, and energy spectra are compared against avail-
able thick target experimental data. Results show varying levels of agreement between the codes depending on 
the reaction type, energy range, and beam characteristics. Geant4, MCNP and PHITS are the overall best per-
forming codes for the simulation of total neutron yield and yield in the forward direction across most reactions. 
Across energies where experimental benchmarks exist, inter-code discrepancies in total and forward-directed 
yield are typically 10 to 30%, with larger deviations at near-threshold incident ion energies. PHITS provides the 
best overall reproduction of experimental spectra, particularly for the 9Be(p,n)9B reaction. Additionally, PHITS 
demonstrates superior computational performance for most reactions. These findings provide valuable guidance 
for ABNS design, highlighting the strengths and limitations of each code for the simulation of low-energy neutron 
production reactions .

1.  Introduction

The development of accelerator-based neutron sources (ABNSs) has 
gained momentum in recent years. This shift is largely driven by the 
high costs, substantial physical footprint, and complex safety and secu-
rity requirements of nuclear research reactors, which have limited their 
accessibility for many industrial and medical use cases [1]. ABNSs sup-
port a wide variety of applications, including neutron imaging and ra-
diography [2,3], astrophysics research [4,5], isotope production [6,7], 
and nuclear data measurements [8]. ABNSs have also become increas-
ingly important for expanding the availability of medical applications 
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such as neutron capture therapy (NCT), since they are now the most 
practical and cost-effective method for producing the required neutron 
fluences and spectra [9].

An ABNS consists of three main components: the accelerator, the 
neutron production target, and the beam shaping assembly (BSA) 
(Fig. 1). A neutron beam suitable for NCT applications requires high neu-
tron flux (≥ 109 n/cm2/s), with thermal energies (𝐸 ≤ 0.5 eV) present 
at the tumour site [10]. To achieve this, an epithermal neutron beam 
(0.5 eV< 𝐸 < 10 keV) exiting the BSA is required [11].

The design and optimisation of the BSA such that it can be used to 
produce a beam conforming to these requirements is greatly influenced 
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Fig. 1. A simplified schematic diagram of an accelerator-based neutron source for NCT applications. Adapted from Kumada et al. [11].

Table 1 
Properties of different low-energy reactions for accelerator based neutron sources. Information present in this table is from Cartelli et al. [12] unless otherwise 
specified.

Reaction Threshold 
energy (MeV)

𝑄-value (MeV) Target melting 
point (◦C)

Thermal 
conductivity 
(W/(mK))

Radioactive 
products

Notes

7Li(p,n)7Be 1.88 −1.65 180 84.7 Yes, 7Bea Advantages
• High neutron yield [17]
• Soft neutron spectrum close to the threshold 
energy [18–20]

Disadvantages
• Heat load challenges due to poor material 
properties [12,21]

• Li is unstable in air and produces radioactive 
byproducts [22–24]

9Be(p,n)9B 2.06 −1.85 1287 201 No Advantages
• Remains stable under high heat loads and eas-
ier to handle (relative to 7Li target) [25]

Disadvantages
• Lower neutron yield than 7Li target
• Requires larger accelerator systems and more 
extensive moderation [26]

9Be(d,n)10B 0, 0.916b 4.26 [15] 1287 201 No Advantages
• Exothermic, neutron yields comparable to 
proton-induced reactions at low incident en-
ergies [15]

Disadvantages
• Fast neutron production

13C(d,n)14N 
12C(d,n)13Nc

0, 0 5.33, -0.28 
[27,28]

3550 230 No Advantages
• Carbon is a very stable material with excellent 
thermal properties [29]

• Potential for smaller accelerator designs
Disadvantages

• Fast neutron production
a 7Be T 1

2
= 53.2 days.

b Three closely spaced excited levels in the residual 10B nucleus (N6, N7, N8, at 5.11, 5.16, 5.18MeV respectively) are preferentially populated [30].
c Natural abundance of 13C is ∼1% (99% 12C) [31].

by the choice of neutron production target reaction. This reaction deter-
mines the source efficiency, and the collimation, moderation and shield-
ing needed to achieve a neutron beam with the desired spatial, spectral 
and fluence characteristics. For NCT applications, reactions driven by 
low-energy bombarding ions are preferred as they limit the fast neutron 
component of the resulting predominantly epithermal neutron beams. 
This approach not only minimises shielding requirements but also min-
imises neutron activation [12].

Out of the numerous low-energy neutron production reactions avail-
able, only a few have been seriously considered for ABNS target de-
sign due to radiation safety concerns, neutron production efficiency, 
and practical considerations [13,14]. The most commonly used reac-
tions are 7Li(p,n)7Be and 9Be(p,n)9B, with the less common 9Be(d,n)10B 
and 13C(d,n)14N reactions also under investigation [15,16]. Table 1 sum-
marises the main reactions which have been proposed for use in ABNSs.

Simulation using Monte Carlo (MC) particle transport codes has 
become integral to ABNS target and BSA design. These codes pro-
vide a quick and effective solution for system design and evalua-

tion, attracting users with varying levels of expertise. However, pre-
cise and accurate modelling of the target and neutron production is 
critical to ensure that simulated predictions regarding neutron spec-
trum, yield and shielding requirements for subsequent BSA design are
valid.

The aim of this paper is to provide a quantitative review and bench-
mark of four widely used MC codes - Geant4, PHITS, FLUKA (CERN) 
and MCNP - for simulating low-energy neutron production target re-
actions proposed for use in ABNS, particularly for NCT applications. 
Each code’s performance in modelling neutron yield, angular distribu-
tions and energy spectra is evaluated for the following key reactions: 
7Li(p,n)7Be, 9Be(p,n)9B, 9Be(d,n)10B, and C(d,n)N. The objective is to 
assess the capabilities of each code using their respective developer rec-
ommended configuration of physics settings, with no adjustments made 
to the source code or substitution of nuclear data. This will provide valu-
able insight into the accuracy, and computational speed for designing 
ABNS systems, especially in the low-energy range critical for NCT ap-
plications.

Computer Physics Communications 321 (2026) 109998 
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Fig. 2. A schematic of the simulation geometry used across all Monte Carlo codes for each reaction. An ideal beam is incident on a cylindrical target with radius 
𝑟 = 0.5 cm and thickness selected based on the expected maximum penetration depth plus a margin of 50%. The type, energy, and position of the emitted particles 
are scored at the boundary crossing of the surrounding scoring sphere. For yield metrics with angular dependence, calculations are performed within an analysis 
region defined using azimuthal angle 𝜙 = 90◦, and polar angle 𝜃 ∈ [0, 180◦] (i.e. in the YZ plane, with 𝜃 = 0◦ being parallel with beam direction).

2.  Monte Carlo transport codes, models and data libraries

The four Monte Carlo codes evaluated for modelling low-energy tar-
get reactions for ABNS in this study are:

• The GEometry ANd Tracking simulation toolkit (Geant4): An open-
source C++ MC toolkit, developed by a large collaboration based 
at CERN, Geneva, Switzerland, now widely used in medical physics 
and capable of handling complex geometries [32,33];

• Monte Carlo N-Particle (MCNP) MCNP: Developed by the Los Alamos 
National Laboratory, New Mexico, USA, highly regarded for its neu-
tron transport capabilities [34,35];

• Particle and Heavy Ion Transport Code System (PHITS): A general-
purpose MC code developed through collaboration between several 
Japanese institutes, capable of modelling most particle transports up 
to 1TeV [36]; and

• CERN1 FLUKA (FLUktuierende KAskade in German, i.e., fluctuating 
cascade): Originally used for high-energy physics, has gained popu-
larity for low-energy applications [37,38].

These codes are all widely used in the field and offer a variety of 
different approaches to particle transport simulation. Geant4 utilises a 
C++ object-oriented architecture with a macro scripting language, and 
is distributed under a permissive open-source license, offering signifi-
cant flexibility for developers and commercial users. In contrast, PHITS, 
FLUKA (CERN) and MCNP are primarily Fortran-based, with each code 
being closed-source or restricted-source (with the exception of those at 
developer organisations or who have obtained explicit approval). These 
codes offer a degree of flexibility for their intended use cases through 
card (command)-based text input. A comparative summary of the fea-
tures of these MC codes is provided in Table 2.

1 Note: there are two distinct FLUKA versions distributed by joint copyright 
owners CERN and INFN; in this work, we use FLUKA (CERN) exclusively.

2.1.  Simulation parameters, selected models and data libraries

In this study, each Monte Carlo code was configured using the recom-
mended2 or most appropriate physics and models/data libraries avail-
able to the user for low-energy light-ion neutron production reactions, 
without applying advanced adjustments to the source code or importing 
external cross-section datasets, unless otherwise specified. When avail-
able, thermal neutron scattering libraries were used for neutron trans-
port within target materials. The following subsections go into detail 
about the cross-section data libraries and nuclear interaction models 
are provided in the following subsections, with a summary presented in 
Table 3.

2.1.1.  GEANT4
Geant4 version 11.1.3 was used in this study3 [32]. The 

QGSP_BIC_AllHP physics model list was used;4 it includes the All High 
Precision (AllHP) model which uses TALYS-based Evaluated Nuclear 
Data Library (TENDL) cross-sections for alpha, deuterons, 3He, protons, 
and tritons below energies of 200MeV. The TENDL database is com-
posed of calculated results using the TALYS nuclear model code [39], 
with some simulated results overruled by high-quality experimental 

2 Recommended physics settings were taken from each code’s official user 
manual or documentation: Geant4 - Manual For Application Developers, Version 
11.1 and Physics List Guide, Version 11.1; PHITS - PHITS User Manual, Version 
3.33; FLUKA - FLUKA Manual, Version 4-4.0; MCNP - MCNP Theory & User 
Manual, Code Version 6.3.0, Los Alamos National Laboratory Report LA-UR-
22-30006.
3 11.2.0, 11.2.1 and 11.2.2 have since been released, however due to some 

unexpected behaviour in neutron yield in these releases they were not used in 
this study; results are included in Supplementary Materials Section S2.1
4 The QGSP_BIC_HP physics list can also be used for neutron interactions. A 

comparison between both the QGSP_BIC_AllHP and QGSP_BIC_HP physics lists 
(as of Geant4 version 11.1.3) and justification for why QGSP_BIC_AllHP has been 
used is included in Supplementary Materials Section S2.1.
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Fig. 3. Neutron yield for the 9Be(p,n)9B reaction from incident proton energies of 2.2MeV to 30MeV. (a) Total neutron yield from each MC code compared to 
reference data from Atta and Scott [52], Hawkesworth [50] and Stephens and Miller [51]. (b) Neutron yield in the forward direction (𝜃 = 0◦) from each code is 
compared to reference data from Lone et al. [57], Yue et al. [54], Howard et al. [55], Brede et al. [56] and Lychagin et al. [53].

Fig. 4. Neutron yield for the 7Li(p,n)7Be reaction from incident proton energies of 1.89MeV to 10MeV. (a) Total neutron yield from each MC code compared to 
reference data from Hawkesworth [50], Atta and Scott [52], Scott [59], Martín-Hernández et al. [58], Lee and Zhou[60] and Kononov et al. [61]. (b) Neutron yield 
in the forward direction (𝜃 = 0◦) from each code is compared to reference data from Kononov et al. [61] and Yu et al. [62].

data where possible [40]. For target materials 9Be and 7Li in Geant4, 
proton cross-section data from ENDF/B-VIII.0 has been inserted into 
the TENDL dataset up to 113MeV and 10MeV, respectively. Geant4’s 
deuteron interaction cross sections for 9Be, 7Li, 6Li, 12C and 13C are taken 
from the JENDL/DEU-2020 data library up to 200MeV [41], while de-
fault neutron (𝐸𝑛 < 20MeV) cross-section data and final states are ob-
tained from JEFF-3.3 [42]. Thermal scattering data is obtained from 
JEFF-3.3, supplemented with ENDF/BVIII-0 for materials not included 
within JEFF-3.3. Below 10GeV, heavy ions are transported using the 
Binary Cascade model.

2.1.2.  PHITS
PHITS (version 3.33 [36]) utilises the JENDL-4 database for neu-

tron transport below 20MeV. For proton interaction cross sections, it 
is recommended by Sato et al. [36] that the JENDL-5 evaluated data li-
brary is used (INCL4.6 is used by default) [43]. In addition, the JENDL-
5 sublibrary for deuterons is included, which is primarily based on 
JENDL/DEU-2020. To describe thermal neutron transport, the thermal 
scattering library (based on JENDL-4) is applied to the target material 
when needed. Heavy ion transport in PHITS uses the INCL model below 
10MeV/n.

Computer Physics Communications 321 (2026) 109998 
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Fig. 5. Neutron yield for the 9Be(d,n)10B reaction from incident deuteron energies of 1.25MeV to 20MeV. (a) Total neutron yield from each MC code compared to 
reference data from Hawkesworth [50], Stephens and Miller [51], Kononov et al. [61], and Zuo et al. [63]. (b) Neutron yield in the forward direction (𝜃 = 0◦) from 
each code is compared to reference data from Kononov et al. [61], Meadows[64], Lone et al. [57], Zuo et al. [63], and Weaver et al. [65]. The data shown from 
Weaver et al. is for 𝜃 = 3.5◦.

Fig. 6. Neutron yield for the C(d,n)N reaction from incident deuteron energies of 0.75MeV to 20MeV. (a) Total neutron yield from each MC code compared to 
reference data from Tajiri et al. [66], Kononov et al. [61], and Colonna et al. [67]. (b) Neutron yield in the forward direction (𝜃 = 0◦) from each code is compared to 
additional reference data from Patwary et al. [68], Meulders et al. [69], and Weaver et al. [65]. The data shown from Weaver et al. is for 𝜃 = 3.◦.

2.1.3.  FLUKA (CERN)
FLUKA (CERN) version 4-4.0 has been used in this work [37]. The 

DEFAULT card in FLUKA was set to “PRECISIOn” where the hadronic 
interactions are handled by FLUKA’s hadron-nucleus nuclear interac-
tion model, PEANUT (PreEquilibrium Approach to Nuclear Thermali-
sation). For simulation of deuterons, “LOWDEU” was activated using 
the PHYSICS card to use the low-energy deuteron nuclear interaction 
model. Point-wise neutron interactions below 20MeV energy are han-
dled by the JEFF-3.3 (default) neutron data library [42].

2.1.4.  MCNP
MCNP version 6.3 was used for this study [35]. Proton cross section 

data was taken from the ENDF70PROT library based on ENDF/B-VII.0 
[44]. Note that proton-induced interactions in ENDF/B-VIII.0 (used in 
Geant4) were carried over from ENDF/B-VII.0 with minor corrections, 
and as such, they contain almost identical cross-section data. For 9Be, 
the “Be-9 endf70prot” errata was added. The chosen nuclear model is 
“Bertini INC”. The ENDF71x (293.6 K) continuous-energy data library 
based on ENDF/B-VII.1 [45,46] was used for the simulation of neutron 
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Table 2 
Comparison of Geant4, PHITS, FLUKA, and MCNP.

Geant4 PHITS FLUKA (CERN) MCNP

Availability and li-
censing

Permissive Open Source 
(Geant4 Software License)

Requires approval; source code 
available for academic use under 
institutional licenses, subject to ex-
port controls, no redistribution

FLUKA Licence; source code avail-
able for CERN staff and affiliates 
of institutes with an Institutional 
FLUKA Licence, no redistribution

RSICC Single User Licence - 
Closed Source (source code 
available to US citizens only, 
no redistribution)

Language C++ Fortran Fortran 77 Fortran, C, C++
Input C++ application + macro 

scripts
Card based text input Card based text input Card based text input

Graphical user in-
terface and visual-
isation

Visualisation and GUIs avail-
able, multiple toolkits includ-
ing Qt and Vtk

Visualisation available Flair (input & visualisation) Tally plotter available

Multi-threading Yes Yes (OpenMP) No Yes (OpenMP, MPI)
Scoring Custom + primitive scorers Built in (can create custom tallies) Built in (can create custom rou-

tines)
Built in (can create custom tal-
lies)

Active user forum Yes Yes Yes (invite only) Yes (by request)

Fig. 7. Angular distribution (with respect to beam direction) of the neutron 
yield for the 9Be(p,n)9B reaction with incident ion energy of 8MeV, 9 MeV, 
and 10MeV compared to reference data from Lychagin et al. [53] at 8.26MeV, 
9.18MeV and 10.24MeV respectively. Curves labelled “10MeV×2.5” and 
“9MeV×1.5” have been scaled by factors of 2.5 and 1.5, respectively for vi-
sual clarity.

interactions along with thermal scattering data tables from ENDF71SaB 
based on ENDF/B-VII [47]. It is important to note that MCNP does not 
have a dedicated nuclear data library for deuterons incident on 9Be and 
12C/13C targets. As such, both the dedicated model that handles light 
ion interactions, ISABEL, and JENDL/DEU-2020 ACE files added to the 
cross-section directory in MCNP were evaluated. As shown in Supple-
mentary Material Section S2.2, MCNP’s ISABEL model is not able to 
simulate neutron production from deuteron interactions below ∼6MeV. 
Therefore, JENDL/DEU-2020 ACE files have been used for benchmark-
ing purposes.

3.  Methods

A set of equivalent simulations featuring identical physical geometry, 
particle beam characteristics, target compositions and scoring methods 
are implemented across each of the four simulation codes. A simpli-

fied and consistent geometry was adopted across all codes to facilitate 
inter-code comparison under controlled conditions. This geometry ap-
proximates, but does not replicate, typical experimental target setups, 
with only the target material, thickness and incident ion energy varied 
per reaction. For each ABNS reaction, the results were analysed using a 
range of metrics to evaluate the total neutron yield and the spectral and 
angular distribution of neutrons predicted by each code. Additionally, 
the single-threaded computational performance of each of the codes is 
evaluated and compared.

To assess the performance of each code for modelling low-energy 
neutron production reactions, available experimental datasets report-
ing thick target yields (TTY) have been collated for comparison with 
simulation results. These datasets were selected prior to simulation and 
analysis based on their alignment with the scope of this study. The scope 
was defined by the incident ion species, the incident ion energy ranges 
and the target materials considered. For comparison with simulation re-
sults, datasets with experimental results presented in comparable yield 
units, and with the same (or very similar) incident ion energies as those 
simulated for angular and spectral distributions, were selected. Datasets 
that did not meet these criteria, or which lacked sufficient data points, 
were excluded. This data has been compiled using entries present in the 
EXFOR database [48,49] and an independent literature review. A list of 
experimental data that has been collated during this study, along with 
relevant information about the TTY, can be found in Supplementary Ma-
terial Section S2.4.

3.1.  Simulation geometry and materials

The simulation geometry, contained within a 2.5 m cubic vacuum 
world, is illustrated in Fig. 2. This simplified, standardised geometry 
can be reproduced identically in all Monte Carlo codes benchmarked, 
is generic enough to represent the range of experimental set-ups used 
to produce benchmarking data for the reactions of interest, and allows 
for the isolation of differences stemming from code-dependent physics 
models and cross-section datasets. The beam is aligned with the Z axis 
of the coordinate system (beam direction positive); the Y axis is vertical 
(up positive). Spherical angles follow the physics convention, with 𝜃
being the polar angle and 𝜙 being the azimuthal angle.

Identical geometry, materials (Table 4) and particle source compo-
nents of the target system were simulated across all codes.

The ion source is modelled as a perfectly-collimated zero-width pen-
cil beam of the selected ion species emitted from a point at (0, 0, −2) m 
travelling in the positive Z-axis direction.

The cylindrical target has a radius of 0.5 cm, sufficient to encapsulate 
the lateral width of the interaction volume for 30MeV protons on a 
beryllium target, which represents the scenario with the most significant 
lateral scattering.

The target thickness for each reaction was determined by sim-
ulating 104 incident ions for each reaction-energy combination in 
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Fig. 8. Angular distribution of the C(d,n)N reaction with incident deuterons of (a) 12MeV and (b) 20MeV compared to results by Patwary et al. [68].

Table 3 
Details of cross section data libraries and models for particle transport used in each Monte Carlo code.

Geant4 11.1.3 PHITS 3.33 FLUKA 4-4.0 MCNP 6.3
Physics option QGSP_BIC_AllHP – DEFAULT card: PRECISIOn –

Protons < 6GeV; Binary Cascade, <
200MeV; ParticleHP (G4TENDL)
Data libraries: TENDL-2019, 
ENDF/B-VII.0

< 200MeV; JENDL-5 (INCL4.6 
default), < 1MeV; INCL4.6

< 5GeV/c; PEANUT model < 113MeV; endf70prot Data 
libraries: ENDF/B-VII.0

Deuterons < 6GeV/n; Binary Cascade, 
< 200MeV/n; ParticleHP 
(G4TENDL) Data libraries:
TENDL-2019, JENDL/DEU-2020

< 200MeV/n; JENDL-5 (for se-
lected isotopes, INCL4.6 default), 
< 1MeV/n; INCL4.6 (JENDL-5 
can be forced below this energy)

< 150MeV/n; low-energy 
deuteron nuclear interaction 
model

< 940MeV/n; ISABEL (de-
fault) Added ACE files:
JENDL/DEU-2020

Heavy ions < 10GeV; Binary Cascade < 3GeV/n; JQMD + GEM <
10MeV/n; INCL4.6

< 5GeV/n; RQMD, Boltzmann 
Master Equation

LAQSM03.03

Neutrons > 20MeV; Binary cascade <
20MeV; NeutronHP (G4NDL)
Data libraries: JEFF-3.3

< 200MeV; JENDL-5 (INCL4.6 
default), < 20MeV; JENDL-4

> 20MeV; PEANUT model, <
20MeV; JEFF-3.3 (default)

< 20MeV; endf71x Data li-
braries: ENDF/B-VII.1

Thermal Scattering < 4 eV; NeutronHP Thermal Scat-
tering Data libraries: JEFF-3.3, 
ENDF/BVIII-0

JENDL-4 TSL JEFF-3.3 ENDF/B-VII.1

Table 4 
A summary of the target materials used for each reaction across all codes.
Target material Relevant reactions Composition Density (g/cm3)

Be 9Be(p,n)9B, 9Be(d,n)10B 9Be 1.850
Li 7Li(p,n)7Be 7Li 0.534
C C(d,n)N natC (99% 12C, 1% 13C) 2.260

Geant4 11.1.3, then multiplying the maximum penetration depth by 
1.5. The 50% post-Bragg peak margin ensures that all incident ions 
will be stopped by the target, while minimising neutron modera-
tion in the target itself. A comparison of the generated and ex-
iting neutron spectra for low and high incident ion energy cases 
was performed for each reaction to ensure that this margin did not 
introduce significant neutron moderation (see Supplementary Mate-
rial S1.2). Although this simulation model is not identical to all of 
the reference experimental configurations described in the literature, 
it is broadly representative of the typical geometry used in these
studies.

A vacuum scoring sphere with a radius of 50 cm surrounds the target, 
recording the particle type, energy, and position at its boundary. The 
centre of the scoring sphere was co-located with the geometric centre of 
the target.

Reactions 7Li(p,n)7Be, 9Be(p,n)9B, and 9Be(d,n)10B were simulated 
using each code. Due to the limited number of experimental data 
points available for the 13C(d,n)14N (enriched 13C target) and the lack 
of information on the degree of enrichment used in these studies, 
carbon in natural abundance (natC) was used for simulations of this
reaction.

The minimum and maximum incident ion energies (𝐸𝑖) simulated 
for each reaction have been summarised in Table 5. Each simula-
tion uses a mono-energetic beam with a single discrete incident ion 
energy 𝐸𝑖 per run. Multiple runs at different 𝐸𝑖 values across these 
ranges were performed. These energy windows were chosen based 
on the reaction threshold energy (𝐸𝑡), the energies over which ex-
perimental reference data were available and which incident ion en-
ergies are used in practice for current BNCT facilities. To determine 
an appropriate number of primary particles to use in the simula-
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Fig. 9. Neutron energy spectra for 9Be(d,n)10B reaction with incident deuteron energy 7MeV in (a) the forward direction (𝜃 = 0◦) and (b) the backwards direction 
(𝜃 = 120◦) with respect to beam direction. Results from each code compared to reference data from Smith et al. [76]. MCNP uses the JENDL/DEU-2020 cross section 
data.

Fig. 10. Neutron energy spectra for the 9Be(d,n)10B reaction with incident 
deuteron energy of 18MeV at in the forward direction (𝜃 = 0◦) with respect 
to beam path. Results from each code are compared to reference data from Lone 
et al. [57]. MCNP uses the JENDL/DEU-2020 cross section data.

Table 5 
Incident ion energy (𝐸𝑖) range chosen for each simulated reaction. 
Units of energy are presented in MeV.
Reaction 𝐸min 𝐸max
7Li(p,n)7Be 1.89 10
9Be(p,n)9B 2.2 30
9Be(d,n)10B 1.25 20
C(d,n)N 0.75 20

tions, test simulations were performed using a representative scenario 
in which the number of simulated particles for each energy 𝐸𝑖 is 
increased until the ratio of the inter-run standard deviation to the 
mean (𝜎∕𝑥̄) for the total neutron yield (𝑛∕𝜇𝐶) declines below an ar-
bitrary threshold of 5%. The number of primary particles used for 
each simulation condition is provided in the Supplementary Materials
S1.3.

3.2.  Data processing and analysis

The raw output from each simulation consists of a list of all parti-
cles (including neutrons) that have crossed the scoring sphere bound-
ary surrounding the neutron production target, with corresponding
information including particle type, kinetic energy (MeV), and position 
on the sphere. A 0 mm (effectively 0 eV) production cut was applied 
in each code where possible so secondary generation is tracked down 
to transport thresholds, meaning that particles recorded may originate 
either from the primary ion-target interaction or from the subsequent 
in-target cascade. This approach mirrors experimental practice where 
all neutrons escaping the target are registered, regardless of the origin 
of their generation within the cascade. This output is processed to derive 
total neutron yield (n/𝜇C), angular neutron yield (n/sr/𝜇C) and energy 
spectra (n/MeV/sr/𝜇C).

To obtain neutron production yield (n/𝜇C), the number of neutrons 
crossing the sphere’s boundary (over the full 4𝜋 steradians of solid an-
gle) is normalised by the charge of the incident ion beam (number of 
particles), measured in microcoulombs (𝜇C), to account for variations 
in beam intensity (variation in the number of particles):

𝑛∕𝜇𝐶 =
𝑁𝑛

𝑄𝑏𝑒𝑎𝑚
(1)

where 𝑁𝑛 is the number of neutrons crossing the scoring sphere bound-
ary, and 𝑄𝑏𝑒𝑎𝑚 is the total charge transferred by the incident beam in 
𝜇C.

Angular neutron yield (n/sr/𝜇C) is similarly calculated, but by count-
ing the neutrons passing through the circular cap (analysis region in 
Fig. 2) corresponding to 1 steradian (sr)5 centred at the angle of inter-
est (𝜃), with the azimuth angle fixed at 𝜙 = 90◦ (YZ plane). The yield 
is calculated in increments of 5 degrees over the range of 𝜃 = 0◦ to 
𝜃 = 180◦, assuming symmetry across all geometrically equivalent polar 
angles around the sphere. This step size was chosen as a balance between 
angular resolution, plot readability and data analysis efficiency.

Energy spectra are obtained by normalising the neutron yield (in the 
direction of interest) in each energy bin by the bin width in MeV and 
beam charge:

𝑛∕𝑀𝑒𝑉 ∕𝑠𝑟∕𝜇𝐶 =
𝑁𝑛,𝑠𝑟(𝜃)

Δ𝐸 ×𝑄𝑏𝑒𝑎𝑚
(2)

where 𝑁𝑛,𝑠𝑟 is the number of neutrons per steradian emitted at the spec-
ified angle 𝜃 and Δ𝐸 is the energy bin width.

5 Area (A) = 𝑟2 where 𝑟 is the radius of the sphere
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Fig. 11. Neutron energy spectra for the C(d,n)N reaction for intermediate incident deuteron energies compared to reference data from Tajiri et al. [66] at 0◦ relative 
to beam direction at (a) 6MeV and (b) 10MeV compared to reference data at 5MeV and 9MeV, respectively.

Fig. 12. Neutron energy spectra for the C(d,n)N reaction with incident deuteron energy of (a) 12MeV, (b) 16MeV and (c) 20MeV in the forward direction (𝜃 = 0◦

with respect to beam direction). Results from each code is compared to reference data from Patwary et al. [68] and Weaver et al. [65]. Data from Weaver et al. is 
slightly offset from the forward direction at 3.5◦. MCNP uses the JENDL/DEU-2020 cross section data.
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Fig. 13. The standard deviation of the log transformed yield (𝜎𝑦) simulated across all MC codes for the (a) 9Be(p,n)9B, (b) 7Li(p,n)7Be, (c) 9Be(d,n)10B, and (d) 
C(d,n)N reactions. This is presented for the chosen incident proton energies simulated at angles from 0◦ to 180◦. Regions surrounded by white borders indicate 
energy-angle combinations that have associated experimental datasets.

All error bars in the figures for the simulation results in this paper 
represent confidence intervals of ±2 standard errors of the mean (SEM).

3.3.  Comparison metrics

The total neutron yield and the yield within the angular range from 
0◦ (forward direction) to 180◦ (backward direction) are calculated for 
each simulation. To quantitatively compare the simulated neutron pro-
duction yield of each reaction (both total yield and yield in the forward 
direction) against available experimental reference data, the ratio 𝑟 = 𝑆𝑖

𝑅𝑖
is calculated, where 𝑆𝑖 is the simulation result and 𝑅𝑖 is the correspond-
ing reference data at incident ion energy 𝑖. For energies not directly 
simulated, linear interpolation was used.

Complementing these individual comparisons, the Mean Relative Er-
ror (MRE) was calculated for each simulation code to provide an aggre-
gated measure of the deviation between simulated and reference yields 
across the entire incident energy range:

𝑀𝑅𝐸 = 1
𝑁

[ 𝑁
∑

𝑖=1

|𝑆𝑖 − 𝑅𝑖|

𝑅𝑖

]

(3)

where 𝑁 is the number of data points, 𝑆𝑖 is the simulated value, and 
𝑅𝑖 is the experimental value. When multiple reference datasets were 
available, we calculated the average MRE (𝑀𝑅𝐸) to evaluate the overall 
agreement between simulation and experiment over the energy range.

To address the presence of large differences in scale between 
datasets, and significant differences in magnitude within single datasets, 
the symmetric Mean Absolute Percentage Error (sMAPE) has been cho-

sen for comparing the performance of simulation against reference data 
for neutron energy spectra:

sMAPE = 1
𝑁

𝑁
∑

𝑖=1

|𝑆𝑖 − 𝑅𝑖|
(

|𝑆𝑖| + |𝑅𝑖|
)

∕2

The value of sMAPE is bound between 0 < sMAPE < 2, with 0 in-
dicating perfect agreement, and 2 representing maximum possible dis-
agreement, occurring when one value is non-zero and the other is zero.

To quantify the overall agreement of each code output with the shape 
of available experimental data points for angular distribution and neu-
tron spectra across various reaction and incident ion energy combina-
tions, the Pearson Correlation Coefficient (PCC) has been calculated:

𝑃𝐶𝐶 =
∑𝑛

𝑖=1(𝑆𝑖 − 𝑆)(𝑅𝑖 − 𝑅)
√

∑𝑛
𝑖=1(𝑆𝑖 − 𝑆)2

∑𝑛
𝑖=1(𝑅𝑖 − 𝑅)2

(4)

where 𝑆 and 𝑅 are the mean values of the simulation and experimental 
yields (data points), respectively. The value of PCC is bound between 
−1 < PCC < 1, with 1 indicating perfect shape agreement and −1 indi-
cating a perfect inverse correlation.

To benchmark the simulated neutron yield of the MC codes against 
one another and assess the variability between the codes for each reac-
tion, the standard deviation of the log-transformed yields (𝜎𝑦) has been 
calculated:

𝜎𝑦 =

√

∑𝑁
𝑖=1(𝑙𝑜𝑔10(𝑥𝑖) − 𝑥)2

𝑁 − 1
(5)
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where 𝑁 is the number of different simulation codes evaluated, 𝑥𝑖 is the 
neutron yield, and 𝑥 is the mean of the log-transformed yield. This metric 
highlights where the consistencies and discrepancies between the codes 
lie for each reaction due to the differences in cross-section data libraries, 
models and the fundamental workings of each code, providing a mea-
sure of consensus between the codes. 𝜎𝑦 is plotted as a two-dimensional 
heatmap function of energy and scoring surface angle with respect to 
the target; energies and angles for which there is a larger disagreement 
between the models will be highlighted as ‘hot’ regions of this map.

3.4.  Computational performance

To evaluate the relative computational performance of each Monte 
Carlo code in the context of simulating low-energy neutron production 
target reactions, the single-core throughput (defined as the mean of the 
number of primary particles processed per second across multiple runs) 
was measured for equivalent simulations of each reaction implemented 
in each Monte Carlo code.

A set of 𝐸𝑖 energies across the energy range of each reaction have 
been chosen for comparison. 5 runs were completed for each 𝐸𝑖 simu-
lated. Simulations using each Monte Carlo code have been performed 
used the standard (developer-recommended) library linking compila-
tion, with Geant4 and MCNP using dynamic libraries, while PHITS and 
FLUKA use static libraries. PHITS was compiled using the GFortran 
compiler rather than the Intel Fortran compiler. Default particle cuts 
were used for all codes, and step limits were not implemented for these 
tests. All simulations were performed using Intel Xeon E5-2650 v3 CPUs 
2.30GHz. Each run was performed using a single core (single thread). 
To minimise competition effects on computational throughput results 
between simulations on the same compute node, no more than 15 cores 
(single-threaded runs) were in use at one time (on a 40-core node). 
The simulation initialisation time was subtracted from the reported run 
time for calculating computational performance (particles/s). In cases 
(PHITS, MCNP) where initialisation time was not mentioned in the sim-
ulation output, the total CPU time taken to run all particles was used, 
and enough particles were run to ensure that any contribution of initial-
isation was negligible.

4.  Results and discussion

4.1.  Neutron yield

To provide a comprehensive evaluation of the performance of all 
codes in predicting experimental neutron yield for each reaction, the to-
tal neutron yield and yield in the forward direction (𝜃 = 0◦) have been 
compared to experimental datasets across the chosen incident ion en-
ergy range. For clarity, a summary of the best overall codes determined 
via the lowest MRE value between simulation and reference data is pre-
sented in Table 6. The full set of MRE results for neutron yield is pro-
vided in Supplementary Materials Section S2.5.

The yields for the 9Be(p,n)9B reaction simulated by each Monte 
Carlo code are presented in Fig. 3. All codes predict very similar total 
neutron yields (Fig. 3a) for 𝐸𝑖 energies of 5–14MeV, with larger dis-
crepancies emerging at energies above and below this band. At 𝐸𝑖 = 
2.3MeV, PHITS and FLUKA predict ∼40% lower yield than Geant4 and 
MCNP. Experimental reference data from Hawkesworth[50], Stephens 
and Miller[51] and Atta and Scott [52] are included for comparison. 
While the data from Hawkesworth[50] and Stephens and Miller[51] 
are provided as regression lines with no explicit data points, the pre-
dictions of all codes are in the same order of magnitude to these fits 
with Geant4 and MCNP providing the closest result to Hawkesworth et 
al. at low energies (see inset, Fig. 3a). Geant4, MCNP and PHITS show 
close agreement relative to experimental data from Atta and Scott [52], 
while FLUKA predicts lower yields within this range. Based on the av-
erage MRE values (Table 6), Geant4, MCNP and PHITS achieve the best 
overall performance for total neutron yield.

For simulated yield in the forward direction (Fig. 3b, 𝜃 = 0◦), all 
codes predict similar yields for proton energies between 5–30MeV, 
with some divergence between codes emerging below 5MeV. No ex-
perimental data is currently available below 3MeV. For 𝐸𝑖 in the range 
of 9–12MeV, all codes are in close agreement with data presented by 
Lychagin et al. [53]. PHITS provides the closest agreement with Yue 
et al. [54] and Howard et al. [55] for energies in the range 3–5MeV. 
Simulated neutron yields from all codes at higher incident energies lie 
between the results presented by Brede et al. [56] and Lone et al. [57]. 
Overall, the four codes exhibit statistically comparable performance 
across all datasets for yield in the forward direction of the 9Be(p,n)9B 
reaction (Table 6).

The simulated total neutron yield and yield in the forward direc-
tion for the 7Li(p,n)7Be reaction by each code are shown in Fig. 4. 
For total neutron yield (Fig. 4a), experimental data is available for 
this reaction across almost the entire energy range, with the most re-
cent measurements published by Martín-Hernández et al. [58] in 2019. 
At higher incident ion energies, FLUKA provides the best agreement 
with Atta and Scott [52] and Scott [59]. At lower incident energies, 
PHITS shows the best agreement with Lee and Zhou[60] and Martín-
Hernández et al. [58]. For simulated yield in the forward direction 
(Fig. 4b), available reference data is present only up to 𝐸𝑖 = 2.5MeV. 
This presents a gap in the literature and highlights the need for experi-
mental reference data for energies up to 10MeV. Across the full energy 
range, FLUKA and PHITS achieve the lowest comparable average MRE 
values for total neutron yield while for forward directed yield up to 
2.5MeV gives comparable MRE values for all codes (Table 6).

For the 9Be(d,n)10B reaction, experimental benchmarks for total neu-
tron yield (Fig. 5a) are also limited. Similarly to the 9Be(p,n)9B reac-
tion, both Hawkesworth[50] and Stephens and Miller[51] present re-
gression lines with no explicit data points. Additional data points are 
provided by Kononov et al. [61] and Zuo et al. [63], who present yield 
measurements within the energy range of 0.95MeV to 3MeV. In this en-
ergy range, FLUKA provides the best agreement with experiment. The 
lack of data points above 3MeV highlights the need for new total yield 
data up to 20MeV. In contrast, experimental data points are available 
across the entire incident energy range from 1.25 to 20MeV for neutron 
yield at 0◦ (Fig. 5b). All codes predict similar yields, with the excep-
tion of FLUKA. A large discrepancy between the codes and experimental 
data arises at higher 𝐸𝑖, with simulation data diverging from reference 
data by Meadows et al. [64] and Weaver et al. [65] up to 20MeV. For 
both total yield and forward directed yield, Geant4, MCNP and PHITS 
achieve the lowest average MRE values across all experimental datasets
(Table 6).

Simulation output for the C(d,n)N reaction is presented in Fig. 6. 
As in previous cases, FLUKA’s predicted yield is inconsistent with the 
predictions of the other codes for this reaction. The number of avail-
able experimental data points is limited, both for total neutron yield and 
yield in the forward direction. For total neutron yield (Fig. 6a) most data 
points lie at lower incident energies (E𝑖 < 3MeV) , with Tajiri et al. [66] 
providing two data points at 5MeV and 9MeV. Across these experimen-
tal datasets, all codes achieve comparable performance using the aver-
age MRE metric. For neutron yield in the forward direction (Fig. 6b), 
more data is available at higher 𝐸𝑖, with a notable gap in the literature 
for energies between ∼2MeV and 9MeV. Using these points as a bench-
mark, Geant4, MCNP and PHITS provide the best agreement with the 
available experimental datasets

Given the available reference experimental data used to compare the 
simulation output for each of the proposed reactions, a summary of the 
overall best performing code/s for the simulation of total neutron yield 
and yield at 0◦ is presented in Table 6. This can be used to help inform 
the choice of Monte Carlo code for simulating the neutron yield of these 
reactions. It is important to note that in a few cases (denoted by *), there 
is a lack of available experimental data points across the entire incident 
energy range, and thus future work in measuring TTY for these reactions 
is needed.
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Table 6 
A summary of the overall best performing code/s for the simulation 
of the total neutron yield and yield at 0◦ for each reaction. This is 
determined by taking the lowest average MRE (MRE) value between 
simulation and available reference data. Values that are statistically 
indistinguishable from the lowest MRE are also included. Uncertain-
ties for MRE represent the standard error of the mean. * denotes that 
there is a lack of available data points across the incident energy range 
for comparison with the MC codes in the respective cell.

 Total yield  Yield at 0◦
 Code MRE  Code MRE

9Be(p,n)9B  G4 11.1.3  0.17±0.03*  G4 11.1.3  0.34±0.19
 PHITS  0.20±0.06  PHITS  0.22±0.16
 MCNP  0.16±0.04  FLUKA  0.37±0.15

 MCNP  0.37±0.22
7Li(p,n)7Be  PHITS  0.12±0.04  G4 11.1.3  0.44±0.13*

 FLUKA  0.09±0.03  PHITS  0.48±0.12
 FLUKA  0.56±0.21
 MCNP  0.45±0.14

9Be(d,n)10B  G4 11.1.3  0.15±0.02*  G4 11.1.3  0.29±0.15
 PHITS  0.18±0.03  PHITS  0.29±0.17
 MCNP  0.16±0.03  MCNP  0.28±0.07

 C(d,n)N  G4 11.1.3  1.21±0.64*  G4 11.1.3  0.33±0.09*
 PHITS  0.71±0.24  PHITS  0.33±0.08
 FLUKA  0.72±0.09  MCNP  0.31±0.08
 MCNP  1.33±0.72

Fig. 14. Neutron energy spectra for the 9Be(p,n)9B reaction with incident pro-
ton energy of 5MeV in the forward direction (𝜃 = 0◦). Codes are compared to 
reference data obtained from Howard et al. [55] and Agosteo et al. [70].

4.2.  Angular distribution

The complete simulated angular distributions across all codes for 
each reaction and the chosen energies can be found in Supplementary 
Materials Sections S2.7–S2.10. In the main text we present benchmark-
ing comparisons only for the 9Be(p,n)9B and C(d,n)N reactions where
experimental data is available. For all reactions at the energies simu-
lated, neutron emission is highest in the forward direction. This charac-
teristic is most prominent at higher incident particle energies.

9Be(p,n)9B neutron yields from 0 to 180 degrees at 𝐸𝑖 of 8MeV, 
9MeV and 10MeV are presented in Fig. 7 together with reference data 
from Lychagin et al. [53] with 𝐸𝑖 of 8.26MeV, 9.18MeV and 10.24MeV, 
respectively. When compared to these measurements, most codes pre-
dict angular distributions well at angles up to 140◦, particularly in the 
forward direction (𝜃 < 90). FLUKA tends to underestimate neutron yield 
at all angles - especially so closer to the 0◦ and 180◦ directions. This un-

derestimation is smallest between about 30◦ and 75◦. Beyond 90◦ and 
especially past 140◦, all codes begin to diverge from one another. The 
plots in Supplementary Material Section S2.7.1 further illustrate these 
differences, with PHITS and FLUKA consistently generating angular dis-
tributions different to those obtained from Geant4 and MCNP, particu-
larly at lower energies.

Fig. 8 compares the angular distribution of the C(d,n)N reaction 
at 12MeV and 20MeV to results reported by Patwary et al. [68]. 
At both incident 𝐸𝑖 energies, significant discrepancies are observed 
between the experimental and simulated angular distributions out-
put by each code from 0◦ to 45◦. At 0◦, simulated yield is ∼40% 
lower than the measured values for both 12MeV and 20MeV. In 
both cases, the yield presented by FLUKA is lower compared to 
the other codes. This underestimation may be due to limitations in 
the nuclear reaction models or cross-section data used by the MC 
codes for C(d,n)N reactions, however, additional independent mea-
surements are needed to confirm whether these discrepancies arise 
from code limitations or experimental error, particularly in the forward
direction.

4.3.  Neutron spectra

The neutron energy spectrum is another major consideration for the 
design of the BSA system. The energy distribution of the neutrons emit-
ted from the neutron production target inform the design of both the 
moderator and shielding/filtering needed to achieve the desired neutron 
spectra for the neutron source application. The simulated energy spectra 
from each code for all reactions can be found in Supplementary Mate-
rial Sections S2.7–S2.10. A summary of the Pearson Correlation Coeffi-
cient (PCC), which captures shape agreement independent of absolute 
yield, and Symmetrical Mean Absolute Percentage Error (sMAPE) val-
ues calculated for the energy spectra presented in this section is shown 
in Table 7.

The precision of the total neutron spectra generated by each code 
is evaluated for the 9Be(p,n)9B reaction using a combination of experi-
mental measurements from Howard et al. [55], Agosteo et al. [70] and 
Lychagin et al. [53]. Fig. 14 shows the neutron spectra for this reaction 
with 𝐸𝑖 = 5MeV at 0◦. Results obtained with PHITS, which uses the 
JENDL-5 data library, provide the best overall agreement with the ex-
perimental data from Howard et al. [55] and Agosteo et al. [70], display-
ing the lowest sMAPE values of 0.28±0.20 and 0.32±0.32 respectively, 
and highest PCC values. The results obtained with both Geant4/MCNP 
(ENDF) and FLUKA (PEANUT model) are inconsistent with the shape of 
the measured spectra, exhibiting a notable broad peak at ∼1MeV which 
is absent in the experimental data. Although PHITS provides the best 
overall match with the experimental spectra, there is still a severe un-
derestimation (of around 50%) at higher energies for 𝐸𝑖=5MeV as well 
as a less pronounced underestimation at lower neutron energies.

At 𝐸𝑖=4MeV, similar discrepancies in the lower energy range can 
be seen for both the forward and backward directions, as shown in 
Fig. 15. In the forward direction (𝜃 = 0◦), PHITS provides the best agree-
ment (PCC = 0.87) over all incident energies measured by Howard 
et al. [55]; however, the code overestimates the yield in the backwards 
direction (𝜃 = 140◦), particularly at low energies. Further discussion on 
how JENDL-5 (using PHITS) performs against other data libraries and 
its predecessor JENDL-4.0/HE can be found in the paper by Kunieda et 
al. [71].

A comparison for a higher 𝐸𝑖 energy at 9MeV is shown in Fig. 16 
against experimental data from Lychagin et al. [53] for 9.18MeV. Re-
sults are similar in the forward direction (𝜃 = 0), with PHITS provid-
ing the most accurate estimation of the neutron spectral shape (PCC = 
0.93). PHITS again underestimates neutron yield at lower neutron en-
ergies. For the backwards direction (𝜃 = 140), all codes produce spectra 
with lower sMAPE values between simulation and experimental results 
compared to those at 0◦, however, there is still a large standard de-
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Fig. 15. Neutron energy spectra for the 9Be(p,n)9B reaction with incident proton energy of 4MeV in the forward direction (𝜃 = 0◦) and backwards direction (𝜃 = 140◦) 
with respect to the beam path. Results from each code are compared to reference data from Howard et al. [55].

Fig. 16. Neutron energy spectra for the 9Be(p,n)9B reaction with incident proton energy of 9MeV in the forward direction (𝜃 = 0◦) and backwards direction (𝜃 = 140◦) 
with respect to the beam path. Results from each code are compared to reference data from Lychagin et al. [53] (𝐸 = 9.18MeV).

Fig. 17. Energy spectra of the 7Li(p,n)7Be reaction with an incident proton en-
ergy of 1.91MeV simulated by each code against reference data from Lederer 
et al. [73], Ratynski and Käppeler [72] and Feinberg et al. [74]. Neutron yield 
has been normalised to unit area and is presented in arbitrary units (a.u).

viation (spread) in these values with each code both under and over-
estimating yields in different 𝐸𝑛 ranges.

PHITS provides the overall most accurate reproduction of experi-
mental neutron spectra across the energies available in the literature 
for the 9Be(p,n)9B reaction. Published experimental data for higher in-
cident energies (> 9MeV) is not currently available to our knowledge, 
but would be very useful for future work to validate each code for the 
simulation of this reaction.

For the 7Li(p,n)7Be reaction, experimental neutron energy spectra 
(angle-integrated) for incident proton energy of 1.91MeV are avail-
able from Ratynski and Käppeler[72], Lederer et al. [73], and Feinberg 
et al. [74]. This data is shown in Fig. 17 against simulated total energy 
spectra (4𝜋) at 𝐸𝑖 = 1.91MeV from each code. Feinberg et al. [74] and 
Ratynski and Käppeler[72] report spectra from E = 1.912MeV. All data 
has been normalised to unit area. As shown in this figure, all codes are in 
good agreement with the energy spectra reported in literature. Geant4 
slightly underestimates the yield at the 30 keV peak compared to the 
other codes.

The performance of each code relative to available reference data for 
the 9Be(d,n)10B reaction at low 𝐸𝑖 (1.5MeV) is shown in Fig. 18. The 
simulation results produce spectra with many features which are con-
sistent with experimental data from both Guzek et al. [75] and Colonna 
et al. [67], including the spectral minima at ∼1.2MeV, ∼2.6MeV and 
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Table 7 
A summary of the Pearson correlation coefficient (PCC) and Symmetrical Mean Absolute Percentage Error (sMAPE) 
values calculated for the energy spectra shown in this paper. Uncertainties presented for sMAPE values represent the 
standard deviation relative to the mean (SD).
 Figure  Target reaction  Energy (MeV), Angle (◦)  Code  PCC  sMAPE± SD
14 9Be(p,n)9B  5, 0  Howard  Agosteo  Howard  Agosteo

 G4 11.1.3  0.11  0.26  0.43±0.39  0.40±0.33
 PHITS  0.79  0.60  0.28±0.20  0.32±0.32
 FLUKA −0.25 −0.05  0.86±0.53  0.78±0.44
 MCNP  0.08  0.23  0.44±0.42  0.40±0.34

15a 9Be(p,n)9B  4, 0  0◦  140◦  0◦  140◦
15b 9Be(p,n)9B  4, 140  G4 11.1.3 −0.08  0.82  0.52±0.33  0.33±0.39

 PHITS  0.87  0.61  0.28±0.37  0.50±0.42
 FLUKA −0.11  0.34  0.83±0.48  0.68±0.40
 MCNP −0.07  0.79  0.53±0.34  0.36±0.40

16a 9Be(p,n)9B  9, 0  0◦  140◦  0◦  140◦
16b 9Be(p,n)9B  9, 140  G4 11.1.3  0.69  0.96  0.59±0.61  0.67±0.71

 PHITS  0.93  0.98  0.43±0.63  0.68±0.77
 FLUKA  0.69  0.85  0.59±0.62  0.78±0.71
 MCNP  0.69  0.96  0.60±0.61  0.76±0.78

18 9Be(d,n)10B  1.5, 0  Guzek  Guzek
 G4 11.1.3  0.75  0.63±0.40
 PHITS  0.80  0.63±0.49
 FLUKA  0.48  0.61±0.51
 MCNP  0.80  0.59±0.45

9a 9Be(d,n)10B  7, 0  0◦  120◦  0◦  120◦
9b 9Be(d,n)10B  7, 120  G4 11.1.3  0.96  0.96  0.51±0.30  0.49±0.18

 PHITS  0.97  0.96  0.58±0.31  0.62±0.31
 FLUKA  0.93  0.78  0.67±0.36  0.73±0.42
 MCNP  0.97  0.95  0.56±0.29  0.56±0.32

10 9Be(d,n)10B  18, 0  G4 11.1.3  0.79  0.85±0.28
 PHITS  0.80  0.89±0.30
 FLUKA  0.82  0.86±0.33
 MCNP  0.79  0.85±0.30

11a  C(d,n)N  6, 0  6MeV  10MeV  6MeV  10MeV
11b  C(d,n)N  10, 0  G4 11.1.3  0.93  0.96  1.23±0.73  0.69±0.61

 PHITS  0.85  0.97  1.16±0.73  0.71±0.64
 FLUKA  0.82  0.93  0.90±0.46  0.68±0.46
 MCNP  0.85  0.96  1.23±0.73  0.72±0.66

12a  C(d,n)N  12, 0  Patwary  Weaver  Patwary  Weaver
 G4 11.1.3  0.95  0.88  0.62±0.15  0.56±0.24
 PHITS  0.98  0.94  0.55±0.18  0.46±0.18
 FLUKA  0.97  0.93  0.59±0.20  0.53±0.19
 MCNP  0.98  0.94  0.54±0.17  0.45±0.17

12b  C(d,n)N  16, 0  16MeV  20MeV  16MeV  20MeV
12b  C(d,n)N  20, 0  G4 11.1.3  0.93  0.88  0.82±0.30  1.08±0.28

 PHITS  0.96  0.91  0.72±0.28  1.02±0.26
 FLUKA  0.93  0.89  0.84±0.32  1.11±0.28
 MCNP  0.96  0.90  0.67±0.26  1.00±0.28

∼4MeV corresponding to the maximum neutron energies associated 
with the residual 10B nucleus. According to Colonna et al., the flat en-
ergy distribution seen in experimental spectra at energies above 1MeV 
is the result of limited detector energy resolution which prevents higher-
energy peaks and minima from being resolved. All codes provide good 
agreement with the only resolvable peak in this dataset (at 0.5MeV). In 
comparison with the spectra published by Guzek et al., simulations us-
ing PHITS, Geant4 and MCNP reproduce the shape of the experimental 
energy distribution well (PCC = 0.75, 0.80, 0.80 respectively), includ-
ing the magnitudes of the peaks at approximately 0.5MeV, 1.6MeV, and 
3.5MeV. The simulations tend to predict deeper minima at ∼1.2MeV, 
2.6MeV and 4.1MeV compared to reported experimental data, however 
this is likely to be a result of limited spectral resolution of the experi-
mental measurements. In the simulations, the minima also occur at a 
slightly higher energy compared to the experimental results (by 0.05-
0.1MeV). FLUKA provides the best estimate of neutron spectra between 
1MeV and 6MeV, but does show large discrepancies with experimental 
values below 1MeV.

Smith et al. [76] provide reference spectra for the 9Be(d,n)10B reac-
tion at an intermediate 𝐸𝑖 of 7MeV. Fig. 9 shows the experimental spec-
tra for this reaction at 𝜃 = 0◦ and at 120◦ together with the simulation 
spectra. The absolute yield reported by Smith et al. [76] is ∼30% higher 
than the simulation data presented for both emission angles. When
examining the relative shape of the neutron spectra at 0◦ (Fig. 9a), 
Geant4, PHITS and MCNP provide the best replication of neutron spectra 
relative to experiment below 6MeV, with FLUKA showing discrepancies 
in yield and shape at ∼2.6MeV. However, above 6MeV, FLUKA pro-
vides the best estimate of spectrum shape compared to the other codes, 
which all produce similar spectra. At 120◦ (Fig. 9b), all codes are in 
good agreement with the shape of the neutron spectra above ∼6MeV, 
with the exception of FLUKA which underestimates the yield. Below 
4MeV, Geant4, PHITS and MCNP display a similar spectral shape rela-
tive to the reference data, albeit with lower absolute yield in this energy 
range, while FLUKA diverges from experimental data at lower energies.

For the comparison of the spectra produced by each code at higher 
energies for the 9Be(d,n)10B reaction, Fig. 10 presents simulation results 
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Fig. 18. Neutron energy spectra for the 9Be(d,n)10B reaction with incident 
deuteron energy of 1.5MeV at 0◦ with respect to the beam direction. Results 
from each code are shown together with experimental reference data from Guzek 
et al. [75] and Colonna et al. [67]. The data by Guzek et al. has been renor-
malised by Capoulat et al. [15]. MCNP uses the JENDL/DEU-2020 cross section 
data.

for 𝐸𝑖 = 18MeV compared to experimental values from Lone et al. [57]. 
Similarly to Fig. 9, the experimental yield from Lone et al. [57] across the 
emission neutron spectra is ∼55% higher than simulation yield results. 
For the majority of the neutron energy range up to ∼15MeV, simulation 
results from all codes replicate the shape of the spectra well. However, 
the maximum of the very broad peak at ∼7MeV seen in the experimental 
data is shifted to ∼5MeV in all simulation codes. Beyond 15MeV, all 
codes overestimate the neutron yield relative to experimental data.

For the simulation of C(d,n)N energy spectra, reference data from 
Patwary et al. [68], Weaver et al. [65] and Tajiri et al. [66] is used to 
evaluate the simulation results. Intermediate incident deuteron energies 
of 6MeV and 10MeV are compared to 5MeV and 9MeV spectra respec-
tively from Tajiri et al. [66] in Fig. 11. At 𝐸𝑖 = 6MeV (Fig. 11a), all codes 
are in good agreement with experimental spectra below ∼4.5MeV, al-
though FLUKA somewhat overestimates neutron yield between 2MeV 
and 5MeV. Above 5MeV, FLUKA provides the best agreement of all 
codes relative to both the shape of the experimental spectra and error, 
supported by a sMAPE of 0.90±0.46 and the lowest standard deviation 
relative to the other MC codes that greatly overestimate neutron yield. 
For 𝐸𝑖 = 10MeV (Fig. 11b), the accuracy of the shape of spectra for all 
MC codes improves (higher PCC) compared to lower incident particle 
energies, with all MC codes correctly predicting a drop in yield past 
8MeV as in experiment. However, MCNP, PHITS and FLUKA overesti-
mate the relative yield, while Geant4 underestimates this yield.

Simulated C(d,n)N neutron spectra from higher incident deuteron 
energies of 12MeV, 16MeV and 20MeV are presented in Fig. 12 and 
compared against experimental data from Patwary et al. [68], who pro-
vide data for 12MeV and 20MeV, and Weaver et al. [65], who provide 
data for 16MeV and 20MeV. In all cases, the reported experimental data 
indicates a higher yield than that predicted by the simulations. This re-
sults in high sMAPE values for all MC codes. At 12MeV and 16MeV, 
all MC codes match the shape of the experimental spectra quite well for 
both incident particle energies. Relative to the other MC codes, FLUKA 
consistently underestimates the neutron yield by the largest amount. It 
should also be noted that for 𝐸𝑖 = 12MeV, the spectral shape and yield 
from Patwary et al. [68] and Weaver et al. [65] are inconsistent between 
energies of 3MeV and 6MeV. For 𝐸𝑖 = 16MeV, the experimental neu-
tron yield is comparable to resulting simulation data between 12MeV 
and 15MeV. At 𝐸𝑖 = 20MeV, the fit of simulation results to the spec-
tral shape of the experimental data is worse than for 12 and 16MeV 

(even accounting for the lower total yield), with a relative overestima-
tion of yield at energies below 5MeV (confirmed by lower PCC values 
compared to the lower incident energy spectra).

4.4.  Inter-code discrepancies in neutron angular and spectroscopic yield

Sections 4.1–4.3 report the agreement between simulation outputs 
and experimental measurements for available datasets in literature. This 
section evaluates the consistency between the four Monte Carlo codes 
for each reaction, including in regions without experimental bench-
marks. In these regions where no experimental data exist, simulation 
results should be considered predictive only.

To characterise the level of agreement across the codes, the inter-
code standard deviation in total neutron yield from 0◦ to 180◦, as well 
as spectroscopic neutron yield at 0◦, is presented. This provides a com-
prehensive view of code performance over the full range of incident 
energies, and insight into how consistently the recommended physics 
models and data libraries are implemented across the codes. Where 
experimental benchmarks exist, close agreement between the codes
indicate convergence towards physically accurate modelling, and com-
parison against this data allows code accuracy to be directly assessed. 
In contrast, where no benchmarks are available, the level of inter-code 
agreement serves as an indicator of predictive confidence: a large spread 
suggests divergent model behaviour and low confidence in individual 
predictions, whereas a small spread signals code consistency but still 
only offers provisional confidence until experimental measurements are 
available. Notable discrepancies may arise from a combination of fac-
tors including differences in models, cross-section data libraries (par-
ticularly where experimental measurements are scarce), near-threshold 
effects and variations in particle transport algorithms. However, because 
these factors often act in tandem with one another, and the source code 
of PHITS, FLUKA and MCNP is not publicly accessible, it is challenging 
to isolate the exact source of this disagreement.

Fig. 13 presents the standard deviation of the log-transformed yield 
(𝜎𝑦) at each evaluated energy-angle combination to illustrate the vari-
ability in angular neutron yield predictions between the codes for each 
reaction at the chosen incident energies. A visual indication of where ex-
perimental benchmarks exist has been overlaid. As these plots provide a 
high-level summary, a more detailed comparison of how each code per-
forms against the others for each reaction is included in Supplementary 
Material Section S2.3.

The simulations of the 9Be(p,n)9B reaction (Fig. 13a) show that there 
are large variations between the codes for 𝐸𝑖 < 5MeV. For 𝐸𝑖 ≥ 5MeV, 
all codes are highly consistent with one another for the simulation of this 
reaction (𝜎𝑦 < 0.05). Both Geant4 and MCNP use similar data libraries; 
ENDF/B-VIII.0 and ENDF/B-VII.0 respectively. As such, they both pro-
duce very similar neutron yield results (see Supplementary Materials 
Section S2.3.1) across all emission angles, with a maximum difference 
of ∼15%. PHITS and FLUKA exhibit larger discrepancies at lower inci-
dent proton energies compared to Geant4 and MCNP.

All codes predict mutually consistent yields up to ∼3.5MeV for the 
7Li(p,n)7Be reaction. Beyond 3.5MeV, variation between the codes in-
creases, particularly in the backwards directions (𝜎𝑦 > 0.1). At incident 
energies from threshold up to 1.94MeV, all codes predict that neu-
trons are predominantly emitted in the forward direction, as demon-
strated by the negligible yield (black pixels) resulting from all codes 
for the backwards directions in Fig. 13b. The cross-section libraries and 
models used by each code for the 7Li(p,n)7Be reaction are the same as 
those used for the 9Be(p,n)9B reaction. Unlike the 9Be(p,n)9B reaction, 
the yields predicted by Geant4 and MCNP for the 7Li(p,n)7Be reaction 
are quite different, despite the similar cross section data libraries used 
(see Supplementary Materials Section S2.3.2). From ∼2.2MeV-3MeV, 
Geant4 exhibits an inconsistent angular yield distribution compared to 
the other codes. Both MCNP and FLUKA display an increased yield com-
pared to Geant4 and PHITS by approximately >30% at energies up
to 10MeV.
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Fig. 19. The standard deviation of the log transformed spectral yield (𝜎𝑦) at 𝜃 = 0◦ simulated across all MC codes for the (a) 9Be(p,n)9B, (b) 7Li(p,n)7Be, (c) 
9Be(d,n)10B, and (d) C(d,n)N reactions. Note: Larger 𝜎𝑦 values at low incident ion energies may be skewed by the low absolute yields in these regions, which amplify 
statistical fluctuations and apparent code variability.

For the simulation of deuteron interactions with beryllium and 
carbon targets, both Geant4 QGSP_BIC_AllHP and PHITS utilise the 
JENDL/DEU-2020 data library for beryllium. FLUKA and MCNP rely 
on their own inbuilt models; however, as previously mentioned, the 
JENDL/DEU-2020 ACE files have been added to MCNP. As shown in 
Fig. 13c, simulations of the 9Be(d,n)10B reaction exhibit a high degree 
of variability across a wide range of energies. Through inspection of 
the specific differences between the yield predicted by different codes 
(Supplementary Materials Section S2.3.3), Geant4, MCNP and PHITS 
exhibit consistent neutron yields across all energies. The variability is 
principally due to discrepancies exhibited by the FLUKA code, with large 
differences in yield (>50%) at a majority of the energy-angle combina-
tions compared to the other codes. This is likely attributable to FLUKA’s 
use of internally modelled deuteron-induced reactions, in contrast to the 
evaluated cross-section libraries (e.g., TENDL, JENDL/DEU-2020) used 
by Geant4, MCNP, and PHITS. Similar consistencies and discrepancies 
between the codes are seen for the C(d,n)N reaction, with FLUKA intro-
ducing majority of the variability. However, larger variability between 
yield predicted by different codes (𝜎𝑦 > 0.25) is present at the lower in-
cident ion energies.

Fig. 19 presents the standard deviation of the log-transformed spec-
tral yield (𝜎𝑦) in the forward direction (𝜃 = 0◦) for a range of ion ener-
gies. It is important to note that the variation in 𝜎𝑦 at lower incident ion 
energies, or towards the tail end of each spectrum, is likely skewed by 
the lower neutron yields obtained in these regions, causing statistical 
fluctuations between the yields predicted by the different Monte Carlo 
codes to appear disproportionally large. For direct observation of the 
neutron spectra used to generate these plots, spectra for each incident 
ion energy can be found in Supplementary Material S2.7–S2.10.

Across all reactions, greater variability in predicted spectroscopic 
yield between the codes is evident at lower incident ion energies (𝐸𝑖), 
with the exception of the 7Li(p,n)7Be reaction (Fig. 19b). This is likely 
due to a combination of factors that include cross-section differences 
between the codes, near-threshold effects, and differences in model im-
plementations at lower energies. At higher 𝐸𝑖 energies for proton in-
duced reactions, 𝜎𝑦 remains elevated (up to ∼0.2), particularly within 
𝐸𝑛 ranges of 5MeV to 10MeV for the 9Be(p,n)9B reaction (Fig. 19a) 
and 4MeV to 5MeV for the 7Li(p,n)7Be reaction. For 𝐸𝑖 of 2.2MeV to 
2.8MeV for the 7Li(p,n)7Be reaction, there is also a high 𝜎𝑦 of ∼0.22 
within the 𝐸𝑛 range of 0.4MeV to 0.9MeV. Upon analysis of the spectra 
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Fig. 20. Single-threaded computational throughput measured in particles per second for each code across all simulated reactions.

within S2.8.2, this is due to a decrease in yield from Geant4 compared 
to the rest of the codes. For the deuteron induced reactions, a similar 
trend is seen at low incident ion energies, with high variations between 
the codes visible in this plot. At higher 𝐸𝑖, there is minimal variation 
between the codes, with the shape of the spectra and neutron yields in 
each bin being similar across all codes in this energy range.

4.5.  Computational performance

The choice of simulation code for particle transport is often not only 
influenced by its accuracy, but also by its computational performance, 
particularly in scenarios where computing resources are limited. Fig. 20 
presents a visual representation of the single-threaded throughput (num-
ber of particles simulated per second) for each simulation code for the 
reactions of interest. The computational configuration used for these 
performance tests is described in Section 3.4. For each reaction, the box 
plot depicts the distribution of throughput values calculated across the 
range of simulated incident energies. This metric is useful for evaluating 
the baseline computational efficiency of each code, independent of any 
parallelisation, and offers practical insight into relative computational 
cost and scalability. In large-scale simulation studies, faster through-
put can translate to shorter runtimes, reduced energy consumption and 
more effective use of computational resources.

Across all the evaluated reactions, PHITS exhibits the highest single-
thread throughput compared to Geant4, MCNP and FLUKA. In all cases, 
the simulation performed with PHITS is completed in less than one sixth 
of the time needed by the other codes. The spread of the throughputs 
associated with each code in Fig. 20 is due to the difference in compu-
tation time across the range of energies simulation. A breakdown of the 

speeds observed at each energy is presented in Supplementary Material 
Section S2.6. As a general trend, higher 𝐸𝑖 energies take increased times 
to run compared to lower energies across all codes and reactions. The 
spread observed for FLUKA and MCNP is relatively narrow compared 
to that of Geant4 and PHITS. This suggests that FLUKA and MCNP ex-
hibit consistent performance across a wider incident energy range, while 
Geant4 and PHITS computation times are heavily dependent on the 𝐸𝑖
energy chosen. Because computational performance is only one aspect 
of overall code performance, it is recommended that throughput speeds 
are considered alongside each code’s agreement with experimental data 
when making an informed judgement on which Monte Carlo code to 
adopt for a given application.

Since each event in a Monte Carlo simulation is independent from the 
others, running multiple threads or processes in parallel is expected to 
increase overall throughput almost linearly. Multi-threading is generally 
preferable to multi-process simulations since it allows data structures to 
be shared in memory with minimal overhead, although on modern op-
erating systems using copy-on-write memory this distinction is minor 
in practice. Future work may involve comparing computational speeds 
of each code (except FLUKA, since it cannot presently run in multi-
threaded mode) across increasing numbers of threads on a multi-core 
CPU.

5.  Conclusion

In this work, the Geant4 11.1.3, PHITS 3.33, MCNP 6.3 and FLUKA 
4-4.0 Monte Carlo codes have been benchmarked for the modelling of 
several low-energy neutron production target reactions which have been 
proposed for use in accelerator-based neutron sources. All simulations 
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were performed using developer recommended configurations for each 
code, with the associated physics models and cross section data libraries 
relevant to the evaluated reactions. Available published experimental 
data for neutron yield (total yield, yield at 0◦), angular neutron yield, 
and neutron spectra were collated and compared to simulation results 
from each code.

Compared to available experimental datasets, Geant4, PHITS and 
MCNP show the best performance for the 9Be(p,n)9B reaction in re-
producing total and forward-directed neutron yield, with PHITS show-
ing the best agreement on energy spectra across 5–9MeV incident pro-
tons. For 7Li(p,n)7Be, FLUKA and PHITS provide the closest yield to 
experiment, while all codes reproduce the 1.91MeV spectrum well. 
For the deuteron-induced reactions, Geant4, MCNP and PHITS outper-
form FLUKA for neutron yield. For higher incident ion energies (above 
∼6MeV), all codes predict spectral shape well. All codes produce sim-
ilar errors compared to available experimental results, with the excep-
tion of FLUKA in providing higher error for some cases. Additional tests 
comparing the computational performance (particles/s) of each code 
show that PHITS currently provides the highest single-threaded compu-
tational throughput for all reactions.

This study shows that there is a range of variation in yield between all 
the codes for the simulation of each reaction depending on the incident 
ion energy (𝐸𝑖), emission angle, and emitted neutron energy. No single 
Monte Carlo code consistently outperforms the others in terms of provid-
ing the best match with experimental data across all reaction channels. 
Each code typically exhibits particular ranges of emission angle or neu-
tron energy for which there are both high and low levels of agreement 
with available experimental data. Therefore, the choice of code for any 
given simulation should be made on the basis of the specific reaction of 
interest and the required neutron emission (yield, spectral and angular 
distribution) characteristics.

For this benchmark study, we intentionally used each code’s 
developer-recommended physics and cross-section data libraries so that 
the results reflect baseline predictive capability rather than that from op-
timised configurations. Future studies may extend beyond the baseline 
developer-recommended Monte Carlo code configurations to compare 
the performance of different cross-section databases within individual 
codes. A key prerequisite, however, is high quality experimental ref-
erence data. Most published datasets have not been produced recently 
(within the last 20 years), cover only select energies or emission angles 
relevant to ABNS design, and have not been independently replicated. 
By collating and consolidating these experimental datasets, this work 
provides an immediate resource and reference point for future bench-
marking and library development. It is essential that there is focus on 
repeating, extending and updating the available experimental datasets 
to provide more robust reference data. As these datasets are often used 
for validating and improving cross-section data libraries for Monte Carlo 
codes, addressing these gaps is crucial for enhancing the reliability of 
future simulation platforms.
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