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Quantum Register Machine: Efficient Implementation of
Quantum Recursive Programs

ZHICHENG ZHANG, University of Technology Sydney, Australia
MINGSHENG YING, University of Technology Sydney, Australia

Quantum recursive programming has been recently introduced for describing sophisticated and complicated
quantum algorithms in a compact and elegant way. However, implementation of quantum recursion involves
intricate interplay between quantum control flow and recursive procedure calls. In this paper, we aim at
resolving this fundamental challenge and develop a series of techniques to efficiently implement quantum
recursive programs. Our main contributions include:

(1) We propose a notion of quantum register machine, the first quantum architecture (including an instruc-
tion set) that provides instruction-level support for quantum control flow and recursive procedure calls
at the same time.

(2) Based on quantum register machine, we describe the first comprehensive implementation process of
quantum recursive programs, including the compilation, the partial evaluation of quantum control flow,
and the execution on the quantum register machine.

(3) As a bonus, our efficient implementation of quantum recursive programs also offers automatic paral-

lelisation of quantum algorithms. For implementing certain quantum algorithmic subroutine, like the
widely used quantum multiplexor, we can even obtain exponential parallel speed-up (over the straight-
forward implementation) from this automatic parallelisation. This demonstrates that quantum recursive
programming can be win-win for both modularity of programs and efficiency of their implementation.

CCS Concepts: •Theory of computation→Quantum computation theory; Abstract machines; • Software
and its engineering→ Compilers; • Computer systems organization→ Quantum computing.

Additional Key Words and Phrases: quantum programming languages, recursive definition, quantum architec-
tures, compilation, partial evaluation, automatic parallelisation
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1 Introduction
Recursion in classical programming languages enables programmers to conveniently describe
complicated computations as compact programs. By allowing any procedure to call itself, a short
static program text can generate (unbounded) long dynamic program execution [34]. Examples
of recursion include Hoare’s quicksort algorithm [44], various recursive data structures [45], and
divide-and-conquer algorithms. The implementation of classical recursion has been well-studied
and was an important feature of the celebrated programming language ALGOL 60 [12, 13, 33, 82].

In the context of quantum programming, recursion has been recently studied for similar reasons
(e.g., [31, 73, 88, 89, 91]). In particular, a language RQC++ was introduced in [89, 91] for recursively
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programmed quantum circuits and quantum algorithms. The expressive power of RQC++ has been
demonstrated by various examples.
The aim of this paper is to study how quantum recursive programs can be efficiently

implemented. We choose to consider quantum recursive programs 1 described by the language
RQC++ [91]. But we expect that the techniques developed in this paper can work for other quantum
programming languages that support recursion.

In general, quantum recursion involves the interplay of the following two programming features:
• Quantum control flow (in particular, those defined by quantum if-statements [3, 21, 72, 85,
90, 96]) that allow program executions to be in quantum superposition, controlled by some
external quantum coin.
• Recursive procedure calls that allow a procedure to call itself with different classical parameters.

A good implementation of quantum recursive programs should support the above two features
harmoniously. A better implementation should further be efficient.

1.1 Motivating Example:Quantum Multiplexor

. . . increase of efficiency always comes down to exploitation of structure . . .

Edsger W. Dijkstra [35]

To illustrate the basic idea of our implementation, let us start with an algorithmic subroutine called
quantum multiplexor [74], and see how quantum recursive programs can benefit its description
and implementation. Quantum multiplexor is used in a wide range of quantum algorithms, for
example, linear combination of unitaries (LCU) [19, 20, 26, 51], Hamiltonian simulation [9–11, 57],
quantum state preparation [6, 56, 98, 99], and solving quantum linear system of equations [25]. Let
𝑁 = 2𝑛 and [𝑁 ] = {0, 1, . . . , 𝑁 − 1}. A quantum multiplexor can be described by the unitary

𝑈 =
∑︁

𝑥∈[𝑁 ]
|𝑥⟩⟨𝑥 | ⊗ 𝑈𝑥 . (1)

Here, every unitary𝑈𝑥 is described by a quantum circuit, or more generally, a quantum program,
say 𝐶𝑥 . The quantum multiplexor𝑈 applies𝑈𝑥 , conditioned on the state |𝑥⟩ of the first 𝑛 qubits.

A straightforward implementation of𝑈 is by applying a sequential products of 𝑁 controlled-𝑈𝑥 :∏
𝑥∈[𝑁 ]

(
|𝑥⟩⟨𝑥 | ⊗ 𝑈𝑥 +

∑︁
𝑦≠𝑥
|𝑦⟩⟨𝑦 | ⊗ 1

)
. (2)

This implementation has time complexity𝑂
(∑

𝑥∈[𝑁 ] 𝑇𝑥
)
, where𝑇𝑥 is the time for executing𝐶𝑥 (i.e.,

implementing 𝑈𝑥 ). On the other hand, there exists a more efficient parallel implementation [98,
99] of 𝑈 , with parallel time complexity 𝑂

(
𝑛 +max𝑥∈[𝑁 ] 𝑇𝑥

)
(measured by the quantum circuit

depth), using rather involved constructions similar to the bucket-brigade quantum random access
memories [38, 39, 41, 42]. The implementation in [98, 99] achieves exponential parallel speed-up
(with respect to 𝑛) over the straightforward one. The price for obtaining such efficiency is the
manual design of rather low-level quantum circuits.

It is natural to ask if we can design at high-level and still obtain an efficient implementation. For this
example of quantummultiplexor, the intuition is as follows. First,𝑈 can be described by a high-level
quantum recursive program P, which encapsulates both the control structure in Equation (1) and
all programs𝐶𝑥 for describing unitaries𝑈𝑥 . Then, by storing the program P in a quantum memory,
we can design a quantum register machine (to be formally defined in this paper) that automatically
exploits the structure of P and executes all𝐶𝑥 ’s (i.e., implements all𝑈𝑥 ’s) in quantum superposition,
thereby outperforming the straightforward implementation that only sequentially executes 𝐶𝑥 ’s.
1As this terminology suggests, the recursion in such programs has a quantum nature.
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Pmain(n)⇐ P(n, 0)
P(k, x)⇐ if k = 0 then Q[x]

else
qif[q[k]] |0⟩ → P(k− 1, 2x)

□ |1⟩ → P(k− 1, 2x + 1)
fiq

fi
Q[0]⇐ C0

. . .
Q[N − 1]⇐ CN−1.

Fig. 1. Quantum multiplexor as a quantum recur-
sive program.

Let us make the above intuition more concrete,
by describing 𝑈 in a quantum recursive program
(in the language RQC++ [91]; see Section 2) as in
Figure 1. Here, the main procedure 𝑃main (𝑛) de-
scribes𝑈 , and every𝑄 [𝑥] (or their procedure body
𝐶𝑥 ) describes𝑈𝑥 . Procedure P (𝑘, 𝑥) recursively col-
lects the control information 𝑥 using the quan-
tum if-statement (qif statement) and calls 𝑄 [𝑥]
when 𝑘 = 0. At this point, we only need to note
that the program in Figure 1 involves the inter-
play of the quantum control flow (managed by
the qif statement) and recursive procedure calls.
The qif statement in P (𝑘, 𝑥) creates two quantum

branches (in superposition): when 𝑞 [𝑘] is in state
|0⟩, P (𝑘 − 1, 2𝑥) is called; when 𝑞 [𝑘] is in state |1⟩,

P (𝑘 − 1, 2𝑥 + 1) is called.
If the program in Figure 1 is compiled and stored into a quantum memory, then a quantum

register machine that supports quantum control flow and recursive procedure calls can run through

the two quantum branches in superposition. The cost for executing the qif statement only depends
on the quantum branch that takes longer running time. This will incur a final time complexity
proportional to the maximum max𝑥∈[𝑁 ] 𝑇𝑥 (compared to the sum

∑
𝑥∈[𝑁 ] 𝑇𝑥 in the straightforward

implementation) and lead to an exponential parallel speed-up, similar to [98, 99].

1.2 Main Contributions
1.2.1 Architecture: Quantum Register Machine. We propose a notion of quantum register machine,
a quantum architecture that provides instruction-level support for quantum control flow and
procedure calls at the same time. Its storage components include a constant number of quantum
registers (simply called registers in the sequel) and a quantum random access memory (QRAM).
The QRAM stores both compiled quantum programs and quantum data. The machine operates
on registers like a classical CPU, executing the compiled program by fetching instructions from
the QRAM. The machine is also accompanied with a set of low-level instructions, each specifying
operations to be carried out by the machine. We briefly explain how the quantum register machine
handles the aforementioned two features as follows:
Handle quantum control flow: Inspired by the previous work [96] (which borrows ideas

from the classical reversible architectures [8, 36, 81, 84]), we put the program counter into a
quantum register, which can be in quantum superposition. However, existing techniques are
insufficient to automatically handle a challenge introduced by the quantum control flow, known as
the synchronisation problem [18, 32, 54, 59, 61, 63, 64, 75, 86, 96]. Specifically, previous work [96]
circumvents this problem by manually inserting nop (no operation) into the low-level programs.
This approach changes the static program text, and is not extendable to handle quantum recursive
programs, because the length of dynamic computation generated by quantum recursion cannot be
pre-determined from the static program text (see Appendix I.12 and Section 8 for further discussion).
In contrast, to automatically handle the synchronisation problem (without changing the static

program text), our solution is to use a partial evaluation of quantum control flow (to be explained
soon) before execution, and design a few corresponding quantum registers and mechanisms to
exploit the partial evaluation result at runtime.

2Appendices are available in the full version of this paper [102].
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Handle recursive procedure calls: We allocate a call stack in the QRAM. Stack operations are
made reversible by borrowing techniques from the classical reversible computing (e.g., [7]). Note
that at runtime, all quantum registers and the QRAM (where the dynamic call stack is stored) can
be in an entangled quantum state.
It is worth pointing out that the quantum register machine does not aim to model any existing

quantum hardware (typically controlled by classical pulses to implement standard quantum circuits).
Indeed, quantum register machine should better be thought of as an abstract machine (that does
not require hardware-level quantum control flow; see also [96]). Its execution is by repeatedly
applying some fixed unitary operator per instruction cycle. Such unitary operator will be efficiently
implemented by standard quantum circuits composed of one- and two-qubit gates.

1.2.2 Implementation: Compilation, Partial Evaluation and Execution. We propose a comprehensive
process of implementing high-level quantum recursive programs (described in the language RQC++)
on the quantum register machine. This includes the following three steps: the first two are purely
classical and the last is quantum.

Step 1. Compilation (Section 4): The high-level program in RQC++ is compiled into a low-level
one described by instructions, together with a series of transformations. The low-level instruction
set is designed such that the high-level program structure can be exploited for later execution. This
step only depends on the static program text and is independent of inputs.

Step 2. Partial evaluation (Section 5): Given the classical inputs (typically specifying the size
of quantum inputs), the quantum control flow information of the compiled program is evaluated
and stored into a data structure. In later execution, it will be loaded into the QRAM to help address
the aforementioned synchronisation problem. This step is independent of quantum inputs.

Step 3. Execution (Section 6): With the compiled program and partial evaluation results loaded
into the QRAM, the quantum inputs are finally considered, and the compiled program is executed
with the aid of the partial evaluation results. The execution is done by repeatedly applying a fixed
unitary (independent of the program) per cycle, which will be eventually implemented by standard
quantum circuits with rigorously analysed complexity.
In Section 7, we describe the theoretical complexity of Step 2 and 3. More rigorous analysis

can be found in Appendices D.4, E.3 and F.1. The final parallel time complexity, measured by the
standard asymptotic (classical and quantum) circuit depth, is𝑂

(
𝑇exe (P) ·

(
𝑇reg +𝑇QRAM

) )
. Intuitively,

𝑇exe (P) is the time for executing the longest quantum branch in program P; and𝑇reg and𝑇QRAM are
complexities for elementary operations on registers and the QRAM, independent of the program.

1.2.3 Bonus: Automatic Parallelisation. We show that quantum recursive programming can be
win-win for both modularity of programs (demonstrated in [91] via various examples) and efficiency
of their implementation (realised in this paper). In particular, as a bonus, the efficient implemen-
tation in Section 1.2.2 also offers automatic parallelisation. For implementing certain quantum
algorithmic subroutine, like the quantum multiplexor in Section 1.1, an exponential speed-up (over
the straightforward implementation) can be obtained from this automatic parallelisation, in terms
of (classical and quantum) parallel time complexity. Here, the classical parallel time complexity is
relevant because the partial evaluation will be performed by a classical parallel algorithm.

For implementing the quantum multiplexor, we obtain the following theorem from the automatic
parallelisation, whose proof sketch is to be shown in Section 7.

Theorem 1.1 (Automatic parallelisation of qantum multiplexor). Via the quantum

register machine, the quantum multiplexor in Equation (1) with each𝑈𝑥 consisting of 𝑇𝑥 elementary

unitary gates can be implemented in (classical and quantum) parallel time complexity (i.e., circuit

depth) 𝑂
(
𝑛 ·max𝑥∈[𝑁 ] 𝑇𝑥 + 𝑛2

)
, where 𝑂 (·) hides logarithmic factors.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 180. Publication date: June 2025.
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Although the complexity in Theorem 1.1 is slightly worse than that in [98, 99] by a factor
of 𝑂 (𝑛), it is worth stressing that the parallelisation in Theorem 1.1 is obtained automatically.
Our framework steps towards a top-down design of (parallel) efficient quantum algorithms: the
programmer only needs to design the high-level quantum programs (like in Figure 1), and the
parallelisation is automatically realised by our implementation based on the quantum register
machine. Further comparison of Theorem 1.1 and [98, 99] can be found in Appendix I.2.

1.3 Structure of the Paper
For convenience of the reader, in Section 2 we briefly review the language RQC++ [91] for describing
quantum recursive programs. In Section 3, we introduce the notion of quantum register machine.
In Section 4, we present the compilation of programs in RQC++ to low-level instructions. Then, in
Section 5, we present the partial evaluation of quantum control flow on the compiled program. In
Section 6, we present the execution on quantum register machine. Finally, in Section 7, we analyse
the efficiency of implementing quantum recursive programs in our framework, and show how it
offers automatic parallelisation. In Section 8 we discuss related work, and in Section 9 we conclude
and discuss future topics. Further details and examples are presented in the appendices, which are
available in the full version of this paper [102].

2 Background onQuantum Recursive Programs
In this section, we briefly introduce the high-level languageRQC++ for describing quantum recursive
programs, defined in [91]. A more detailed introduction can be found in Appendix A. Two key
features of RQC++, compared to other existing quantum programming languages, are quantum
control flow and recursive procedure calls, which together support the quantum recursion (different
from classical recursion in quantum programs as considered in e.g., [31, 85] and classically bounded
recursion in superposition as considered in e.g., [94, 95]). An additional contribution of this paper
is providing further insights into RQC++ from an implementation perspective.

2.1 Syntax
The alphabet of RQC++ consists of: (a) Classical variables, often denoted by 𝑥, 𝑥1, 𝑥2, . . .; (b) Quantum
variables, often denoted by 𝑞, 𝑞1, 𝑞2, . . .; (c) Procedure identifiers, often denoted by 𝑃,𝑄, 𝑃1, 𝑃2, . . .;
and (d) Elementary unitary gates and elementary classical arithmetic operators. A program inRQC++
describes a parameterised unitary without measurements (see Section 8 for discussion about the
unitary restriction). Classical variables are solely for specifying the control of programs. For example,
in Figure 1, 𝑘 and 𝑥 define the formal parameters of 𝑃 (𝑘, 𝑥), and are used in the if-statement and the
actual parameters for procedure calls. Classical variables can also store intermediate computation
results (see the syntax in Figure 2). We use 𝑥 = 𝑥1 . . . 𝑥𝑛 to denote a list of classical variables. Similar
notations apply to quantum variables and procedure identifiers.

Variables can be simple or array variables. The notion of array is standard, e.g., if 𝑥 is a 1-indexed
one-dimensional classical array, then 𝑥 [10] represents the 10th element in 𝑥 . Array variables induce
subscripted variables: e.g., for a quantum array 𝑞, 𝑞 [2𝑦 + 𝑧] is an element in 𝑞 with subscription
2𝑦 + 𝑧. For simplicity, in this paper we only consider one-dimensional arrays, and requires that for
any classical subscripted variable 𝑥 [𝑡], the expression 𝑡 contains no more subscripted variables.

We also consider arrays of procedure and subscripted procedure identifiers, for which notations
are similar to that for variables. Moreover, for any procedure identifier 𝑃 , we associate with it
a classical variable 𝑃 .ent, storing the entry address of the declaration of 𝑃 . The value of 𝑃 .ent is
determined after the program is compiled and loaded into the quantum memory.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 180. Publication date: June 2025.



180:6 Zhicheng Zhang and Mingsheng Ying

P = {P1(u1)⇐ C1, ..., Pn(un)⇐ Cn} Procedure declaration
C ::= skip | C1; C2 Sequential composition

| x := t Classical assignment
| U[q] Quantum unitary gate

| P(t) Procedure call
| if b then C1 else C2 fi Classical if-statement
| while b do C od Classical loop

| begin local x := t; C end Local classical variable block
| qif[q](|0⟩ → C0)□(|1⟩ → C1)fiq Quantum if-statement

Fig. 2. The syntax of quantum recursive programming language RQC++.

(SK) (skip, σ, |ψ⟩)→ (↓, σ, |ψ⟩) (AS)
(

x := t, σ, |ψ⟩
)
→

(
↓, σ

[
x := σ

(
t
)]

, |ψ⟩
)

(GA)
σ |= Dist(q)

(U[q], σ, |ψ⟩)→
(
↓, σ,

(
Uσ(q) ⊗ 1

)
|ψ⟩

) (SC)
(C1, σ, |ψ⟩)→

(
C′1, σ′, |ψ′⟩

)

(C1; C2, σ, |ψ⟩)→
(
C′1; C2, σ′, |ψ′⟩

)

(IF)
σ |= b

(if b then C1 else C2 fi, σ, |ψ⟩)→ (C1, σ, |ψ⟩) ,
σ |= ¬b

(if b then C1 else C2 fi, σ, |ψ⟩)→ (C2, σ, |ψ⟩)

(LP)
σ |= b

(while b do C od, σ, |ψ⟩)→ (C; while b do C od, σ, |ψ⟩) ,
σ |= ¬b

(while b do C od), σ, |ψ⟩ → (↓, σ, |ψ⟩)
(BS)

(
begin local x := t; C end, σ, |ψ⟩

)
→

(
x := t; C; x := σ(x), σ, |ψ⟩

)

(RC)
P(u)⇐ C ∈ P(

P
(
t
)
, σ, |ψ⟩

)
→

(
begin local u := t; C end, σ, |ψ⟩

)

(QIF)
|ψ⟩ = α0 |0⟩σ(q) |θ0⟩+ α1 |1⟩σ(q) |θ1⟩ , (Ci, σ, |θi⟩)→∗

(
↓, σ, |θ′i⟩

)
(i = 0, 1)

(qif[q](|0⟩ → C0)□(|1⟩ → C1)fiq, σ, |ψ⟩)→
(
↓, σ, α0 |0⟩σ(q) |θ′0⟩+ α1 |1⟩σ(q) |θ′1⟩

)

Fig. 3. Transition rules for defining the operational semantics of RQC++.

The syntax of RQC++ is summarised in Figure 2. Here, a program is specified by P, a set of
procedure declarations, with a main procedure 𝑃main. Each procedure declaration has the form
𝑃 (𝑢) ⇐ 𝐶 , where 𝑃 is the procedure identifier,𝑢 is a list of formal parameters (which can be empty),
and𝐶 is the procedure body. The recursion is supported by that𝐶 can contains 𝑃 itself. A statement
𝐶 is inductively defined, where𝑈 represents an elementary unitary gate and 𝑏 represents a classical
binary expression. We further explain as follows.

• The procedure call 𝑃
(
𝑡
)
has a list of classical expressions 𝑡 as its actual parameters.

• The block statement begin local 𝑥 := 𝑡 ;𝐶 end temporarily sets classical variables 𝑥 to the
values of 𝑡 at the beginning of the block, and restores their old values at the end.
• The unitary gate𝑈 [𝑞] applies the elementary quantum gate𝑈 on quantum variables 𝑞.
• The quantum if-statement qif [𝑞] ( |0⟩ → 𝐶0)□( |1⟩ → 𝐶1)fiq executes 𝐶𝑖 , conditioned on the
qubit variable 𝑞 (a.k.a., quantum coin): when 𝑞 is in state |0⟩,𝐶0 is executed; when 𝑞 is in state
|1⟩,𝐶1 is executed. Unlike the classical if-statement where the control flow only runs through
one of the two branches, the quantum control flow run through both quantum branches
created by the qif statement, in superposition. Note that the superposition state is held in
the composite system including 𝑞 and the quantum variables in 𝐶0,𝐶1.

Proc. ACM Program. Lang., Vol. 9, No. PLDI, Article 180. Publication date: June 2025.
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2.2 Semantics
Now we briefly introduce the operational semantics of RQC++. We use (𝐶, 𝜎, |𝜓 ⟩) to denote a
configuration, where𝐶 is the remaining statement to be executed or𝐶 = ↓ (standing for termination),
𝜎 is the current classical state, and |𝜓 ⟩ is the current quantum state. The operational semantics is
defined in terms of transitions between configurations of the form: (𝐶, 𝜎, |𝜓 ⟩) → (𝐶′, 𝜎 ′, |𝜓 ′⟩).

The transition rules for defining the operational semantics of RQC++ are shown in Figure 3. For
simplicity of presentation, we only explain the most non-trivial (QIF) rule. Other rules are rather
standard and further explained in Appendix A. In the (QIF) rule, 𝑖 = 0, 1 correspond to the two
quantum branches, controlled by the external quantum coin 𝑞. Here, 𝜎 (𝑞) denotes the subsystem
specified by 𝑞 with respect to classical state 𝜎 . As usual,→𝑘 denotes the composition of 𝑘 copies of
→, and→∗= ⋃∞

𝑘=0 →𝑘 . The semantics of the qif statement is exactly a quantum multiplexor [74]
with one control qubit 𝑞: if each 𝐶𝑖 describes a unitary 𝑈𝑖 , then qif [𝑞] ( |0⟩ → 𝐶0)□(|1⟩ → 𝐶1)fiq
describes the unitary𝑈0 ⊕ 𝑈1 = |0⟩⟨0|𝑞 ⊗ 𝑈0 + |1⟩⟨1|𝑞 ⊗ 𝑈1.

Note that in the (QIF) rule, (𝐶𝑖 , 𝜎, |𝜃𝑖⟩) are required to terminate in the same classical state 𝜎 for
both branches (𝑖 = 0, 1) to prevent classical variables from being in superposition.3 This requirement
seems inevitable to separate classical and quantum variables in the presence of quantum control
flow. As a result, only local classical variables can be arbitrarily modified in the qif statement. If
one wishes to return different data from two quantum branches, then the data becomes intrinsically
quantum and should therefore be stored in quantum variables.

2.3 Conditions for Well-Defined Semantics
We present three conditions for a program in RQC++ to have well-defined semantics, in particular,
for the (QIF) rule to be properly and easily applied. The first condition guarantees that in every
qif statement, 𝑞 is external to 𝐶0 and 𝐶1. This is introduced for the qif statement to be physically
meaningful. We use qv(𝐶, 𝜎) to denote the quantum variables in statement 𝐶 with respect to a
given classical state 𝜎 . Its precise definition is given in Appendix A.3.

Condition 2.1 (External quantum coin). For any procedure declaration 𝑃 (𝑢) ⇐ 𝐶 ∈ P, and
any qif [𝑞] (|0⟩ → 𝐶0)□(|1⟩ → 𝐶1)fiq appearing in 𝐶 , and any classical state 𝜎 (of concern), 𝑞 ∉

qv(𝐶0, 𝜎) ∪ qv(𝐶1, 𝜎).

The second condition says that in every qif statement, both 𝐶0 and 𝐶1 contain no free changed
(classical) variables. A classical variable is free if it is not declared as local variable. It is changed if
it appears on the LHS of an assignment. We use fcv(𝐶, 𝜎) to denote the free changed variables in 𝐶
with respect to 𝜎 . See Appendix A.3 for its precise definition. This condition is introduced as the
(QIF) rule requires (𝐶𝑖 , 𝜎, |𝜓 ⟩) to terminate in the same classical state 𝜎 for both branches 𝑖 = 0, 1.

Condition 2.2 (No free changed variables in qif statements). For any 𝑃 (𝑢) ⇐ 𝐶 ∈ P, any
qif [𝑞] (|0⟩ → 𝐶0)□( |1⟩ → 𝐶1)fiq appearing in𝐶 , and any classical state 𝜎 (of concern), fcv(𝐶0, 𝜎) =
fcv(𝐶1, 𝜎) = ∅.

The third condition says that every procedure body contains no free changed variables. This
condition is introduced to simplify the process of compilation, as it allows the procedure calls to be
arbitrarily used together with the qif statements without violating Condition 2.2.

Condition 2.3 (No free changed variables in procedure bodies). For any 𝑃 (𝑢) ⇐ 𝐶 ∈ P and any
classical state 𝜎 (of concern), fcv(𝐶, 𝜎) = ∅.
3For simplicity of later implementation, this requirement has been made slightly stricter than the original one (“terminating
in the same 𝜎 ′”, where 𝜎 ′ may differ from the initial 𝜎) described in [91], but remains easy to meet in practice.
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3 Quantum Register Machine
Now we start to consider how to implement quantum recursive programs defined in the previous
section. As the basis, let us introduce the notion of quantum register machine, an architecture that
provides instruction-level support for quantum control flow and recursive procedure calls at the
same time. Unlike most existing quantum architectures that use classical controllers to implement
quantum circuits, the quantum register machine stores quantum programs and data in a quantum
random access memory (QRAM) and executes on quantum registers. As aforementioned in Section 1,
since existing quantum hardware is typically controlled by classical pulses, it would be better to
think quantum register machine as an abstract machine (that does not require hardware-level
quantum control flow). Like a classical CPU, the machine works by repeatedly applying a fixed
unitary𝑈cyc (independent of the program) per instruction cycle, which consists of several stages,
including fetching an instruction from the QRAM, decoding it and executing it by performing
corresponding operations. To support quantum control flow, additional stages related to the partial
evaluation are also needed. The unitary𝑈cyc will be eventually implemented by standard quantum
circuits, as described in Section 6 and visualised in Appendix E.1.
In the following, we first explain quantum registers and QRAM, and then describe a low-level

instruction set QINS (quantum instructions) for the quantum register machine.

3.1 Quantum Registers
The quantum register machine has a constant number of quantum registers (or simply, registers),
each storing a quantum word composed of 𝐿word (called word length) qubits. Registers are directly
accessible. The machine can perform a series of elementary operations on registers, including
word-level arithmetic operations (see also Section 3.3), each assumed to take time 𝑇reg. The precise
definition of elementary operations are presented in Appendix B.1.

Registers are grouped into two types: system and user registers. There are eight system registers.
The first five are rather standard and borrowed from the classical reversible architectures [8, 36, 81,
84], as quantum unitaries are intrinsically reversible. We describe their classical effects as follows.

• Program counter pc records the address of the current instruction.
• Instruction ins records the current instruction.
• Branching offset br records the offset of the address of the next instruction to go from pc.
More specifically, if br = 0, then the address of the next instruction will be pc + 1. Otherwise,
the address of the next instruction will be pc + br .
• Return offset ro records the offset for br in the return of a procedure call.
• Stack pointer sp records the current topmost location of the call stack.

In contrast, the last three system registers are novelly introduced to support an efficient implementa-
tion of the qif statements. They are related to the qif table, a data structure generated by the partial
evaluation of quantum control flow and used during execution to address the aforementioned
synchronisation problem. We briefly describe their classical effects as follows, and will explain
further details in Sections 5 and 6.

• Qif table pointer qifv records the current node in the qif table.
• Qif wait counter qifw records the number of instruction cycles to wait at the current node in
the qif table.
• Qif wait flag wait records whether the current instruction cycle needs to be skipped.

We also set the initial values of theses registers: pc, sp and qifv are initialised to | 𝑗⟩, where 𝑗

is the starting addresses of the main program, the call stack and the qif table, respectively. Other
system and user registers are initialised to |0⟩.
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3.2 Quantum Random Access Memory
The quantum register machine has a quantum random access memory (QRAM)4 composed of
𝑁QRAM memory locations, each storing a quantum word. The QRAM is not directly accessible. Like
a classical memory, access to QRAM is by providing an address register specifying the address, and
a target register to hold the information retrieved from the specified location. Unlike the classical
case, the address register can be in quantum superposition, and registers can be entangled with the
QRAM. In this paper, we assume the following two types of elementary QRAM accesses.

Definition 3.1 (Elementary QRAM accesses).

• QRAM (swap) load. This access performs the unitary𝑈ld (𝑟, 𝑎,mem) defined by the mapping:

|𝑥⟩𝑟 |𝑖⟩𝑎 |𝑀⟩mem
↦→ |𝑀𝑖⟩𝑟 |𝑖⟩𝑎 |𝑀0, . . . , 𝑀𝑖−1, 𝑥, 𝑀𝑖+1, . . . , 𝑀𝑁QRAM−1⟩mem

, (3)

for all 𝑥 , 𝑖 and𝑀 = (𝑀0, . . . , 𝑀𝑁QRAM−1). Here, 𝑟 is the target register, 𝑎 is the address register,
and mem is the QRAM.
• QRAM (xor) fetch. This access performs the unitary𝑈fet (𝑟, 𝑎,mem) defined by the mapping:

|𝑥⟩𝑟 |𝑖⟩𝑎 |𝑀⟩mem
↦→ |𝑥 ⊕ 𝑀𝑖⟩𝑟 |𝑖⟩𝑎 |𝑀⟩mem

, (4)

for all 𝑥, 𝑖, 𝑀 .
Moreover, the controlled versions (controlled by a register) of elementary QRAM accesses are also
considered elementary, since the number of registers is constant and the control only incurs a
constant overhead. Suppose every elementary QRAM access takes time 𝑇QRAM.

Some readers might notice that the physical realisation of QRAM is not yet near-term, a challenge
shared by most works leveraging QRAM (e.g., [1, 4, 17, 94]). Nevertheless, there are ongoing efforts
towards feasible QRAM implementations (e.g., [41, 42, 87]). Importantly, the final complexity of
our implementation of quantum recursive programs is measured by the standard circuit depth and
unaffected by the near-term feasibility of QRAM.
It is also worth pointing out that managing entanglement between registers and the QRAM is

crucial, as improper handling can result in incorrect output states [55]. To this end, the instruction
set QINS (Section 3.3) and the compilation process (Section 4) are carefully designed to ensure that,
after the execution, quantum variables are disentangled from other registers and the remaining part
of the QRAM. A key of the design is proper uncomputation of intermediate results. The idea traces
back to [15, 52], and has been applied in [8, 36, 81, 84, 96]. Moreover, in our design, the creation
and removal of entanglement during the execution align with the program structure (in RQC++).

3.2.1 Layout of the QRAM. The QRAM in the quantum register machine stores both programs
and data. In particular, it contains the following sections.
(1) Program section stores the compiled program in a low-level language QINS (to be defined in

Section 3.3).
(2) Symbol table section stores the name of every variable and its corresponding address. Here,

unlike in the classical case, the symbol table is used at runtime instead of compile time (see
also Appendix C.3), because arrays in RQC++ are not declared with fixed size.

(3) Variable section stores the classical and quantum variables.
(4) Qif table section stores the qif table (to be defined in Section 5.2).
(5) Stack section stores the call stack to handle the procedure calls. The stack is composed of

multiple stack frames, each storing the actual parameters and return offset (from the caller to
the callee), and the local data used by the callee, in a procedure call.

4In particular, the QRAM considered here is quantum random access quantum memory (QRAQM). Readers are referred
to [47] for a review of QRAM.
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QRAM(mem)

System regs pc ins br ro qifw wait qifv sp

User regs r1 r2 . . . rm

Program Section Symbol Table Variable Section Qif Table Stack · · · · · ·

localsreturn offsetparametersStack frame

Fig. 4. Storage components of the quantum register machine and the layout of the QRAM. All components
can be together in a quantum superposition state.

Instruction Classical Effect

Load
ld(r,i) r ↔Mi

ldr(r1,r2) r1 ↔Mr2

fetr(r1,r2) r1 ← r1 ⊕Mr2

Gate
uni(G,r1) Apply gate G on r1
unib(G,r1,r2) Apply gate G on r1r2

Arith

xori(r,i) r ← r ⊕ i
addi(r,i) r ← r + i
subi(r,i) r ← r − i
swap(r1,r2) r1 ↔ r2
add(r1,r2) r1 ← r1 + r2
sub(r2,r2) r1 ← r1 − r2
neg(r1) r1 ← −r1
ari(op,r1,r2) r1 ← r1 ⊕ (op r2)
arib(op,r1,r2,r3) r1 ← r1 ⊕ (r2 op r3)

Branch

bra(i) br ← br ⊕ i
bez(r,i) br ← br ⊕ (i · [r = 0])
bnz(r,i) br ← br ⊕ (i · [r ̸= 0])
swbr(r) br ↔ r

Qif
qif(r) update qifv and qifw
fiq(r) update qifv

Special
start none
finish none

(a) Instructions and corresponding classical ef-
fects. Here, ⊕ denotes the XOR operator; [𝑏] = 1
if 𝑏 is true and [𝑏] = 0 otherwise.

Type Format (ins)

I
opcode reg imm

c r i

R
opcode reg1 reg2

c r1 r2 0 0

O
opcode para reg1 reg2 reg3

c G/op r1 r2 r3

Udec =
∑

c |c⟩⟨c| ⊗
∑

d
|d⟩⟨d| ⊗ Uc ,d

︸ ︷︷ ︸
U c

Type c Uc ,d

I

ld Uld(r , imm,mem)

xori U⊕(r , imm)

bnz ◦(r )-U⊕(br , imm)

R

ldr Uld(r1 , r2 ,mem)

swap Uswap(r1 , r2 )

qif Uqif(r1 )

O
uni UG (r1 )

ari Uop (r1 , r2 )

(b) Instruction formats, the decoding
unitary 𝑈dec, and selected examples
of instruction implementations.

Fig. 5. The low-level language QINS and selected examples.

We visualise the quantum register machine and the layout of the QRAM in Figure 4.

3.3 The Low-Level Language QINS
Now we present QINS, an instruction set for describing the compiled programs. Each instruction
specifies a series of elementary operations to be carried out by the quantum register machine. There
are 22 instructions in QINS, which are listed with their classical effects in Figure 5a. Here, we leave
the explanation of instructions qif and fiq to Section 6. The classical effects of other instructions
are lifted to quantum in the standard way when being executed by the quantum register machine.

The design of QINS is inspired by the existing classical reversible instruction sets [8, 36, 81, 84].
Nevertheless, several instructions in QINS are essentially new. The most important are instructions
qif and fiq, which are designed for a structuredmanagement of quantum control flow (generated by
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the qif statements in RQC++), in particular, aiding the partial evaluation and execution. Instructions
uni and unib are designed for quantum unitary gates.
We group the instructions into three types: I (immediate-type), R (register-type) and O (other-

type), according to their formats, as shown in Figure 5b. During the execution (to be described in
Section 6), we decode the instruction in register ins by performing a unitary 𝑈dec (see Figure 5b).
𝑈dec is a quantum multiplexor, with section opcode as its first part of control, and other sections
(depending on the type I/R/O) in ins as its second part of control. Let 𝑐 be a computational basis in
the first part and 𝑑 in the second part, then the unitary being controlled is denoted by𝑈𝑐,𝑑 .

For illustration, selected instructions and corresponding𝑈𝑐,𝑑 are presented in Figure 5b. Here,𝑈ld
is the QRAM access in Definition 3.1.𝑈qif (and similarly𝑈fiq for fiq) will be defined in Section 6.
Other unitaries are elementary operations on registers: (a) 𝑈⊕ performs the mapping |𝑥⟩ |𝑦⟩ ↦→
|𝑥 ⊕ 𝑦⟩ |𝑦⟩; (b) ◦(𝑟 )-𝑈 stands for the controlled version |0⟩⟨0|𝑟 ⊗ 𝑈 +

∑
𝑥≠0 |𝑥⟩⟨𝑥 |𝑟 ⊗ 1 of unitary

𝑈 ; (c)𝑈swap performs the mapping |𝑥⟩ |𝑦⟩ ↦→ |𝑦⟩ |𝑥⟩; (d)𝑈𝐺 applies the elementary gate 𝐺 (chosen
from a fixed set G of size 𝑂 (1)); (e) 𝑈op performs the mapping |𝑥⟩ |𝑦⟩ ↦→ |𝑥 ⊕ (op 𝑦)⟩ |𝑦⟩ for unary
operator op (chosen from a fixed set OP of size 𝑂 (1)).

Further details of QINS are provided in Appendix B.2.

4 Compilation

Replacing quantum branches by procedure calls

Unrolling nested block statements

Removing expressions in conditions and parameters

Removing simultaneous assignments

Removing expressions in subscriptions

Reducing variables in expressions

High-Level Tranformations

High-Level to Mid-Level Translation

Mid-Level to Low-Level Translation

Fig. 6. The compilation process.

As usual, the first step in the implementation of
quantum recursive programs is their compila-
tion. The compilation of a program P in RQC++
consists of the following passes.
(1) First, a series of high-level transforma-

tions are performed on the original P to
obtain Pℎ , which simplify the program
structure and make it easier to be further
compiled.

(2) Then, the transformed program Pℎ is
translated into an intermediate program
P𝑚 in the mid-level language composed
of instructions similar to those in QINS
but more flexible.

(3) Finally, the mid-level P𝑚 is translated
into a program P𝑙 in the low-level lan-
guage QINS.

The compilation process is visualised in Fig-
ure 6. The remainder of this section is devoted
to describe these passes carefully. In the sequel,
we always assume the source program P to be compiled satisfies Conditions 2.1 to 2.3 in Section 2.3
and has well-defined semantics. We will not bother checking the syntax and semantics of P.

4.1 High-Level Transformations
In this section, we describe the first pass of high-level transformation from P to Pℎ . The major
target of this pass is to simplify the automatic uncomputation of classical variables in later passes.
A program P in RQC++ may contain irreversible classical statements, e.g., assignment 𝑥 := 1.

Reversibly implementing these statements introduces garbage data, e.g., through the standard
Landauer [52] and Bennett [15] methods. For the overall correctness of the quantum computation,
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these garbage data should be properly uncomputed. Moreover, the block statement in RQC++

explicitly requires uncomputation of local variables at the end of the block.

begin local x := 1;
begin local y := 2x;

x := y + 1;
y := 2x

end;
U[q[x + 2]]

end

Fig. 7. An example of
nested block statement.

In the execution of a program, when should we perform uncomputation?
First, we realise a difficulty from the uncomputation of local variables in
nested block statements. Consider the example in Figure 7. The inner block
modifies 𝑥 , which is used by the outer block. If one tries to uncompute
the local variable 𝑦 at the end of the inner block, the change on 𝑥 (by the
inner block) is also uncomputed, which is an undesirable side effect.

To overcome this difficulty, we will perform a series of transformations
on the source program P, such that the transformed Pℎ no longer contains
nested block statements. Along the way, we also simplify the structure
of the program. Consequently, for Pℎ , we only need to perform uncom-
putation at the end of every procedure body (of procedure declarations),
which will be automatically done in the high-level to mid-level translation
(in Section 4.2).

An overview of high-level transformations is already shown in Figure 6. In the following we
only select the first two steps for explanation, while other steps are rather standard (see e.g., the
textbook [2]) and presented in Appendix C.1.

4.1.1 Replacing Quantum Branches by Procedure Calls. In this step, we replace the program in
every quantum branch of every qif statement by a procedure call. More specifically, for every
qif statement, if 𝐶0,𝐶1 are not procedure identifiers or skip statements, then we introduce fresh
procedure identifiers 𝑃0, 𝑃1, perform the replacement:

qif [𝑞] ( |0⟩ → 𝐶0)□( |1⟩ → 𝐶1)fiq ⇒ qif [𝑞] ( |0⟩ → 𝑃0)□( |1⟩ → 𝑃1)fiq,
and add new procedure declarations 𝑃𝑖 ⇐ 𝐶𝑖 (for 𝑖 ∈ {0, 1}) to P. If only one of 𝐶0,𝐶1 is procedure
identifier or skip, then the replacement is performed only for the other branch. It is easy to see the
above transformation does not violate Conditions 2.1 to 2.3.

4.1.2 Unrolling Nested Block Statements. In this step, we unroll all nested block statements. The
program after this step is promised to no more contain block statements, but uncomputation of
classical variables needs to be done at the end of every procedure body when the program is
implemented, for it to preserve its original semantics. To do this, for any 𝑃 (𝑢) ⇐ 𝐶′ ∈ P and every
block statement appearing in 𝐶′, we perform the replacement:

begin local 𝑥 := 𝑡 ; 𝐶 end ⇒ 𝑥 ′ := 𝑡 ;𝐶 [𝑥 ′/𝑥],
where 𝑥 ′ is a list of fresh variables, and [𝑥 ′/𝑥] stands for replacing variable 𝑥 by 𝑥 ′. Also, we append
𝑥 ′ := 0 at the beginning of 𝐶′. The above transformation keeps Conditions 2.1 to 2.3 too.

Note that after this step, the program is technically in some new language with the same syntax
as RQC++, but whose semantics requires the uncomputation of classical variables at the end of
every procedure body.

4.1.3 After the High-Level Transformations. We observe that the program Pℎ = {𝑃 (𝑢) ⇐ 𝐶}𝑃 after
the high-level transformations in Figure 6 has the following simplified syntax:

𝐶 ::= skip | 𝑥 := 𝑡 | 𝑈 [𝑞] | 𝐶0;𝐶1 | 𝑃 (𝑥) | if 𝑥 then 𝐶0 else 𝐶1 fi | while 𝑥 do 𝐶 od
| qif [𝑞] ( |0⟩ → 𝑃0)□( |1⟩ → 𝑃1)fiq,

where every subscripted variable and procedure identifier has a basic classical variable as its
subscription (e.g.,𝑥 [𝑦]), and every expression has the form 𝑡 ≡ op 𝑥 or 𝑡 ≡ 𝑥 op𝑦. As aforementioned,
the semantics is slightly changed: uncomputation of classical variables are needed at the end of
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Pmain(n)⇐ z := 0;P(n, z)

P(k, x)⇐ if k then

k0 := k − 1;

x0 := 2x;

x1 := x0 + 1;

qif [q[k]] |0⟩ → P(k0, x0)

□ |1⟩ → P(k0, x1)

fiq

else Q[x]

fi

Q[0]⇐ C0

. . .

Q[N − 1]⇐ CN−1

mid{P (k, x) ⇐ . . .}
1 P.beg: bra(P.end)
2 P.ent: swbr(ro)
3 neg(ro)
4 pop(y2)
5 pop(y1)
6 swap(k,y1)
7 swap(x,y2)
8 push(y1)
9 push(y2)
10 push(ro)
11 l0: bez(k,l2)
12 arib(-,w1,k,1)
13 swap(k0,w1)
14 push(w1)
15 arib(*,w2,x,2)
16 swap(x0,w2)
17 push(w2)
18 arib(+,w3,x0,1)
19 swap(x1,w3)
20 push(w3)

21 qif(q[k])
22 b0: bnz(q[k],b2)
23 push(k0)
24 push(x0)
25 bra(P.ent)
26 pop(x0)
27 pop(k0)
28 b1: brc(q[k],b3)
29 b2: brc(q[k],b0)
30 push(k0)
31 push(x1)
32 brar(P.ent)
33 pop(x1)
34 pop(k0)
35 b3: bez(q[k],b1)
36 fiq(q[k])
37 l1: brc(k,l3)
38 l2: brc(k,l0)
39 bra(Q.ent[x])

40 l3: bnz(k,l1)
41 pop(w3)
42 swap(x1,w3)
43 arib(+,w3,x0,1)
44 pop(w2)
45 swap(x0,w2)
46 arib(*,w2,x,2)
47 pop(w1)
48 swap(k0,w1)
49 arib(-,w1,k,1)
50 pop(ro)
51 pop(y2)
52 pop(y1)
53 swap(k,y1)
54 swap(x,y2)
55 push(y1)
56 push(y2)
57 P.end: bra(P.beg)

Fig. 8. Example of high-level transformations and high-to-mid-level translation. The original program is the
quantummultiplexor program in Figure 1. Here, on the LHS is the program after the high-level transformations.
On the RHS is the high-to-mid-level translation of the procedure 𝑃 (𝑘, 𝑥). Their connections are highlighted
in colors. Note that new variables 𝑥0, 𝑥1, 𝑘0 are introduced by the rather standard third step of high-level
transformations (see also Appendix C.1), and some transformations have no effect on this example.

every procedure body in the implementation, (which will be automatically done in the high-level
to mid-level translation in Section 4.2).

For illustration, on the LHS of Figure 8, we show an after-the-high-level-transformations version
of the quantum multiplexor program in Figure 1.

4.2 High-Level to Mid-Level Translation
Now we translate the transformed high-level program Pℎ obtained in the previous subsection
into P𝑚 in a mid-level language, which is different from the low-level language QINS (defined in
Section 3.3) in the following aspects:

• We do not consider the memory allocation. Thus, instructions ld, ldr and fetr are not
needed at this stage.
• Beyond registers and numbers, instructions can also take variables and labels as input. Here,
like in the classical assembly language, a label is an identifier for the address of an instruction.
(When the program is further translated into QINS, in the next section, every label 𝑙 will be
replaced by the offset of the address of where 𝑙 is defined from the address of where 𝑙 is used.)
• We have additional instructions push and pop for stack operations. Also, an additional
branching instruction brc will be used in pair with bez (or bnz). In particular, brc(x,l),
compared to bra(l), has the additional information of some variable 𝑥 .

The high-to-mid-level translation also automatically handles the initialisation of formal parameters
and the uncomputation of classical variables at the end of procedure bodies (see Section 4.1).

Let us use mid{𝐷} to denote the high-to-mid-level translation of a statement (or declaration) 𝐷
in RQC++. In Figure 9, we present selected examples of the high-to-mid-level translation, and more
details are shown in Appendix C.2. Here, init{·} and uncp{·} denote the initialisation of formal
parameters and uncomputation of classical variables, respectively. We further explain them as
follows.
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mid{U [q]}
1 uni(U,q)

1 l0: bnz(y,l2)
2 l1: bez(x,l3)
3 add(y,1)
4 mid{C}
5 l2: brc(y,l0)
6 l3: brc(x,l1)

mid{while}

1 qif(q)
2 l0: bnz(q,l2)
3 mid{C0}
4 l1: brc(q,l3)
5 l2: brc(q,l0)
6 mid{C1}
7 l3: bez(q,l1)
8 fiq(q)

mid{qif . . .fiq}
1 push(x1)
2 ...
3 push(xn)
4 bra(P.ent)
5 pop(xn)
6 ...
7 pop(x1)

mid{P (x)}
1 P.beg: bra(P.end)
2 P.ent: swbr(ro)
3 neg(ro)
4 init{u}
5 push(ro)
6 mid{C}
7 uncp{C}
8 pop(ro)
9 init{u}
10 P.end: bra(P.beg)

mid{P (u) ⇐ C}
1 pop(yn)
2 ...
3 pop(y1)
4 swap(u1,y1)
5 ...
6 swap(un,yn)
7 push(y1)
8 ...
9 push(yn)

init{u}

∅

uncp{P (x)}
uncp{qif . . .fiq}

1 l0: bnz(x,l2)
2 l1: bez(y,l3)
3 uncp{C}
4 sub(y,1)
5 l2: brc(x,l0)
6 l3: brc(y,l1)

uncp{while}

Fig. 9. Selected examples of the high-to-mid-level translation. Here, init{·} and uncp{·} stand for the initiali-
sation of formal parameters and uncomputation of classical variables, respectively. 𝑦,𝑦1, . . . , 𝑦𝑛 are all fresh
variables. Also, mid{while} and uncp{while} use the same fresh variable 𝑦.

• To reversibly implement while 𝑥 do 𝐶 od, a fresh variable 𝑦 is introduced to count the
number of loops. Similar to the classical reversible architectures [8, 36, 81, 84], we use a pair
of branching instructions (e.g., bnz and brc) to realise reversible (conditional) branching.
• In the translation of qif [𝑞] (|0⟩ → 𝐶0)□( |1⟩ → 𝐶1)fiq, we have a pair of instructions qif(q)
and fiq(q), which indicate the creation and join of quantum branching, respectively. They
will be used in the partial evaluation of quantum control flow and the final execution.
• The translations of procedure call 𝑃 (𝑥) and declaration 𝑃 (𝑢) ⇐ 𝐶 are inspired by their
counterparts in classical reversible computing [7]. Here, the biggest difference is our design
of the automatic uncomputation of classical variables, performed by the program uncp{𝐶} at
the end of procedure body 𝐶 (see also Section 4.1.2), which reverses the changes on classical
variables in 𝐶 . The uncomputation uncp{·} is also recursively defined, where uncp{𝑃 (𝑥)}
and uncp{qif . . . fiq} are set to empty, due to Conditions 2.2 and 2.3.

For illustration, on the RHS of Figure 8, we present an example of the high-to-mid-level translation
of the quantum multiplexor program. For simplicity, we only show the translation of the recursive
procedure 𝑃 (𝑘, 𝑥). The full translation can be found in Appendix C.2.

4.3 Mid-Level to Low-Level Translation
Now we are ready to describe the last pass in which the mid-level program P𝑚 obtained in the
previous sections is translated into a programP𝑙 in the low-level languageQINS and thus executable
on the quantum register machine. In this pass, instructions that take variables and labels as inputs
will be translated to instructions that only take registers and immediate numbers as inputs. The
additional instructions push, pop and brc also need to be translated. To do this, we need the load
instructions ld, ldr and fetr. Let us use low{𝑖} to denote the mid-to-low-level translation of an
instruction 𝑖 . In Figure 10, we present selected examples of the mid-to-low-level translation, and
more details are shown in Appendix C.4. We further explain them as follows.

• The translation of uni(U,q[x]) shows how to handle inputs containing subscripted quantum
variables. We use @𝑥 to denote the address of the name 𝑥 (in the symbol table section of the
QRAM; see Section 3.2.1). The word at @𝑥 stores the address &𝑥 of the variable 𝑥 (in the
variable section). Lines 1–2 load the value of 𝑥 into free register 𝑟2. To obtain the address
of 𝑞 [𝑥], we add the address &𝑞 = &(𝑞 [0]) and the value of 𝑥 , in Lines 3–4. Line 5 loads the
value of 𝑞 [𝑥] into free register 𝑟4, on which the instruction uni(U,r4) is executed. Lines 7–11
reverse the effects of Lines 1-5. Further details of the symbol table and memory allocation of
variables can be found in Appendix C.3.
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low{uni(U,q[x])}
1 ld(r1,@x)
2 ldr(r2,r1)
3 ld(r3,@q)
4 add(r3,r2)
5 ldr(r4,r3)
6 uni(U,r4)
7 ldr(r4,r3)
8 sub(r3,r2)
9 ld(r3,@q)
10 ldr(r2,r1)
11 ld(r1,@x)

1 ld(r1,@P.ent)
2 fetr(r2,r1)
3 ld(r1,@P.ent)
4 sub(r2,pc)
5 subi(r2,2)
6 swbr(r2)
7 addi(r2,2)
8 sub(r2,pc)
9 neg(r2)
10 ld(r1,@P.ent)
11 fetr(r2,r1)
12 ld(r1,@P.ent)

low{bra(P.ent)}
1 addi(sp,1)
2 ldr(r,sp)

low{push(r)}

1 ldr(r,sp)
2 subi(sp,1)

low{pop(r)}

1 ld(r1,@x)
2 ldr(r2,r1)
3 addi(r2,1)
4 ldr(r2,r1)
5 ld(r1,@x)

low{add(x,1)}

1 ld(r1,@x)
2 ldr(r2,r1)
3 l0: bez(r2,l1)
4 ldr(r2,r1)
5 ld(r1,@x)

low{l0: bez(x,l1)}

1 ld(r1,@x)
2 ldr(r2,r1)
3 l1: bra(l0)
4 ldr(r2,r1)
5 ld(r1,@x)

low{l1: brc(x,l0)}

Fig. 10. Selected examples of the mid-to-low-level translation. Here, all registers 𝑟𝑖 are free registers.

• In the translation of bra(P.ent), recall that the classical variable 𝑃 .ent corresponds to some
procedure identifier 𝑃 . Here, Lines 1–3 loads the value of 𝑃 .ent into free register 𝑟2. Note that
Line 2 uses fetr instead of ldr to preserve the copy of 𝑃 .ent in the QRAM for recursive
procedure calls. Lines 4–5 calculate in 𝑟2 the offset of 𝑃 .ent from the address of Line 6. When
the branching occurs after Line 6, note that registers 𝑟1 and 𝑟2 are cleared. Lines 7–12 are
similar.
• The translations of push and pop are rather simple. Note that they are reversible, e.g., if an
element is pushed into the stack, the original register 𝑟 will be cleared.
• The translations of bez and brc are related when they are used in pairs: they use the same
free registers 𝑟1 and 𝑟2.

To end the compilation, we need to replace every label 𝑙 in the compiled program by the offset of
the address of where 𝑙 is defined from where 𝑙 is used. The compiled program is not yet loaded into
the QRAM, but stored classically for later partial evaluation in Section 5. We present the example
of mid-to-low-level translation of the quantum multiplexor program in Appendix C.4.

5 Partial Evaluation ofQuantum Control Flow
At the end of the last section, a compiled program in the low-level language QINS is obtained. For
its execution on the quantum register machine, we need to first perform a partial evaluation of
quantum control flow to generate a data structure called qif table, to be loaded into the QRAM. In
this section, we carefully describe this partial evaluation.

5.1 The Synchronisation Problem
Programs with only classical control flow can be straightforwardly executed without partial
evaluation. However, for programs with quantum control flow, there is an obstruction known as
the synchronisation problem [18, 54, 59, 61, 63, 64, 75, 86, 96] (see further discussion in Appendix
I.1). In our case, it means in executing the statement qif [𝑞] ( |0⟩ → 𝐶0)□(|1⟩ → 𝐶1)fiq, 𝐶0 and 𝐶1
can take different numbers of instruction cycles to terminate. Consequently, the arrival times of
two control flows (corresponding to two branches, in superposition) at the fiq are asynchronous,
and hence they cannot be correctly merged into one control flow, in the same cycle. Another way
to view the synchronisation problem is from the (QIF) rule in Figure 3. The problem occurs when
(𝐶0, 𝜎, |𝜃0⟩) →𝑘0

(
↓, 𝜎 ′, |𝜃 ′0⟩

)
and (𝐶1, 𝜎, |𝜃1⟩) →𝑘1

(
↓, 𝜎 ′, |𝜃 ′1⟩

)
for some 𝑘0 ≠ 𝑘1.

The synchronisation problem becomes more complicated for general quantum recursive pro-
grams. Note that 𝐶0 and 𝐶1 can further contain quantum recursion, and the number of nested
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procedure calls involved cannot be determined before hand. The program might not even terminate.
How to deal with the probably unbounded quantum recursion?

Our solution is by partial evaluation of the quantum control flow. When the classical inputs are
given (while the quantum inputs remained unknown), we can check whether the compiled program
P terminates in some practical (manually set) running time 𝑇prac (P). If the program terminates in
𝑇prac (P) cycles, for every qif statement, we can count the number of cycles for executing 𝐶0 and
𝐶1, as well as determine the structure of nested quantum branching induced by nested procedure
calls. These can be gathered into a classical data structure called qif table, which will be used
later in quantum superposition at runtime to synchronise two quantum branches in every qif
statement. Note that this process is only dependent on the classical inputs but independent of the
quantum inputs, and it does not change the static program text (compared to [96]). Also, our partial
evaluation is different from those (e.g., [49, 53]) that aim at optimising the programs.

Along with generating the qif table, given the classical inputs, we can also determine the sizes of
all arrays and allocate the addresses for variables (including determining the symbol table). This
task is simple and we will not describe its details.

5.2 Qif Table
Now let us introduce the notion of qif table, storing the history information of quantum branching
for an execution of the compiled program P, within a given practical running time 𝑇prac (P). The
qif table is a classical data structure that will be used in quantum superposition at runtime.

5.2.1 Nodes and Links in Qif Table.

Definition 5.1 (Qif table). A qif table is composed of linked nodes. There are two types of nodes in
the qif table. Each node of type • represents an instantiation of qif . . . fiq; i.e., an execution running
through the qif to the corresponding fiq once. Nodes of type ◦ are ancilla nodes for the qif table
to be reversibly used. Each node 𝑣 of type • records the following information:
(1) (Next link 𝑣 .nx): If 𝑣 has a continuing non-nested instantiation 𝑣 ′ of qif . . . fiq, then 𝑣 .nx = 𝑣 ′.

Otherwise, we set 𝑣 .nx = 𝑣 ′′ for some node 𝑣 ′′ of type ◦, enabling the qif table to be reversibly
used (no matter whether 𝑣 has a continuing instantiation of qif . . . fiq) in later execution.

(2) (First children links 𝑣 .fc𝑖 ) and (Last children links 𝑣 .lc𝑖 ) for 𝑖 ∈ {0, 1}: If 𝑣 has enclosed
nested instantiations of qif . . . fiq, then 𝑣 .fc0 and 𝑣 .fc1 links to the first two children nodes,
representing the first two enclosed instantiations of qif . . . fiq (corresponding to branches
|0⟩ and |1⟩ from 𝑣 , respectively). Moreover, 𝑣 .lc0 and 𝑣 .lc1 links to the last two children
nodes, which are the two next nodes (specified by the next link nx and of type ◦) of the
last two enclosed instantiations of qif . . . fiq (corresponding to branches |0⟩ and |1⟩ from 𝑣 ,
respectively).
Otherwise, 𝑣 .fc0 = 𝑣 .lc0 = 𝑣 ′ and 𝑣 .fc1 = 𝑣 .lc1 = 𝑣 ′′ for some nodes 𝑣 ′, 𝑣 ′′ of type ◦.

Further, each node 𝑣 of either type • or ◦ records the following information:
(1) (Wait counter 𝑣 .𝑤 ): It stores the number of cycles to wait at node 𝑣 .
(2) (𝑣 .pr): pr is the inverse link of nx. If 𝑣 .nx = 𝑣 ′, then 𝑣 ′ .pr = 𝑣 .
(3) (𝑣 .cf ): cf is the inverse link of fc0 and fc1. If 𝑣 .fc0 = 𝑣0 and 𝑣 .fc1 = 𝑣1, then 𝑣0 .cf = 𝑣1.cf = 𝑣 .
(4) (𝑣 .cl): cl is the inverse link of lc0 and lc1. If 𝑣 .lc0 = 𝑣0 and 𝑣 .lc1 = 𝑣1, then 𝑣0 .cl = 𝑣1 .cl = 𝑣 .

In Figure 11, we give an example of a program and its corresponding qif table. We only show the
links fc𝑖 , lc𝑖 and nx, and omit w, cf , cl and pr for simplicity of presentation. The partial evaluation
should be done on the compiled program, but for clarity we present the original program written in
RQC++. We also show the correspondence between nodes in the qif table and the instantiations of
qif statements in the program. It is easy to verify that the links are consistent with Definition 5.1.
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P (n) ⇐ if n = 0 then U [q[n]]

else qif [q[n]] |0⟩ → V [q[0]]

□ |1⟩ → U [q[1]]

fiq;

qif [q[n]] |0⟩ → skip

□ |1⟩ → P (n− 1)

fiq

fi

Pmain ⇐ qif [q[3]] |0⟩ → P (2)

□ |1⟩ → U [q[1]]

fiq;

qif [q[2]] |0⟩ → V [q[1]]

□ |1⟩ → skip

fiq

v0

v2 v3

v1

v4 v5

fc0
lc0 fc1

lc1

nx

Fig. 11. Example of a program in RQC++ and its corresponding qif table. In the qif table, we only show the
links fc𝑖 (colored in black), lc𝑖 (colored in red and dashed) and nx (colored in blue and squiggled), while
𝑤 , cf , cl and pr are omitted for simplicity. The correspondence between the nodes on the RHS and the
instantiations of qif statements on the LHS is as follows: (1) 𝑣0: instantiation of the first qif . . . fiq in 𝑃main.
(2) 𝑣1: instantiation of the second qif . . . fiq in 𝑃main. (3) 𝑣2 and 𝑣4: the first and second instantiations of the
first qif . . . fiq in 𝑃 (𝑛). (4) 𝑣3 and 𝑣5: the first and second instantiations of the second qif . . . fiq in 𝑃 (𝑛).

Additionally, we remark that to store the qif table in the QRAM, we need to encode all links and
counter recorded at a node. The simplest way is to store them into a tuple, where links like 𝑣 .nx
records the base address of the tuple of the corresponding node. Further discussion can be found in
Appendices D.1 and D.2.

5.2.2 Generation of Qif Table. For a compiled program P, we fix a practical running time 𝑇prac (P).
The partial evaluation is performed by multiple parallel processes. We classically emulate the
execution of the compiled program, neglecting all quantum inputs and unitary gates. Whenever a
qif is met, the current process forks into two sub-processes, each continuing the evaluation of the
corresponding quantum branch. Whenever a fiq is met, the current process waits for its pairing
sub-process, and collects information from both sub-processes to merge into one process. Every
process only goes into a single quantum branch and therefore contains no quantum superposition.
For each process, we maintain the following classical information. We have 6 system registers

pc, ins, br , sp, 𝑣 , 𝑡 and a constant number of user registers. Here, 𝑣 points to the current node in the
qif table, and 𝑡 is a counter that records the number of instructions already executed. We also have
a classical memory 𝑀 storing classical variables and the stack. Let 𝑀𝑖 be the value stored at the
memory location 𝑖 .
The algorithm for partial evaluation of quantum control flow and generation of the qif table is

presented as Algorithm 1. The major part of the function QEva is the loop between Lines 5–25,
which consists of three stages that also appear in the execution in Section 6. The first and the last
stages are similar to their classical counterparts. The handling of instructions qif or fiq in the
stage (Decode & Execute) is highlighted. Algorithm 1 returns a timeout error if 𝑡 exceeds the
practical running time 𝑇prac (P). Otherwise, we obtain the actual running time 𝑡 = 𝑇exe (P) for later
use in Section 6. More detailed explanation of Algorithm 1 is provided in Appendix D.3.
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Algorithm 1 Partial evaluation of quantum control flow and generation of qif table.
1: function QEva
2: Initialise pc ← starting address of the compiled main program and 𝑡 ← 0
3: Create an initial node 𝑣
4: while 𝑡 ≤ 𝑇prac (P) do
5: (Fetch): Let ins← 𝑀pc and 𝑡 ← 𝑡 + 1

6: (Decode & Execute):
7: if ins = qif(q) then ⊲ creation of quantum branching

8: Create nodes 𝑣0 and 𝑣1. Set 𝑣 .fc𝑖 , 𝑣 .lc𝑖 ← 𝑣𝑖 and 𝑣𝑖 .cf , 𝑣𝑖 .cl ← 𝑣 ⊲ for the enclosed branches

9: Fork into two sub-processes QEva0 and QEva1. For QEva𝑖 , set 𝑣 ← 𝑣𝑖
10: else if ins = fiq(q) then ⊲ join of quantum branching

11: Wait for the pairing sub-process QEva′ with 𝑣 ′ .cl = 𝑣 .cl = 𝑣 for some parent node 𝑣
12: 𝑡 ← max{𝑡, 𝑡 ′}, 𝑣 .𝑤 ← 𝑡 − 𝑡 and 𝑣 ′ .𝑤 ← 𝑡 − 𝑡 ′ ⊲ 𝑣 ′, 𝑡 ′ are corresponding 𝑣, 𝑡 in QEva

′
.

13: Merge with the pairing sub-process QEva′ by letting 𝑡 ← 𝑡 and 𝑣 ← 𝑣

14: Create node 𝑢. Set 𝑣 .nx ← 𝑢 and 𝑢.pr ← 𝑣 . ⊲ for the continuing branch

15: Suppose 𝑣 .cl = 𝑢 and 𝑢.lc𝑥 = 𝑣 for some 𝑢 and 𝑥 . Let 𝑢.cl ← 𝑢, 𝑢.lc𝑥 ← 𝑢 and 𝑣 .cl ← 0
16: Update 𝑣 ← 𝑢

17: else if ins = finish then ⊲ termination

18: return 𝑡

19: else if ins ∉ {uni(G,r), unib(G,r1,r2)} then ⊲ neglect quantum gates

20: Update registers and𝑀 according to Figure 5a

21: (Branch):
22: if br ≠ 0 then
23: Let pc ← pc + br
24: else
25: Let pc ← pc + 1
26: return Timeout error

6 Execution onQuantum Register Machine
Now we are ready to describe how the compiled program P is executed, with the aid of partial
evaluation results (including symbol table and qif table), on the quantum register machine. Let us
load all these instructions and data into the QRAM, according to the layout described in Section 3.2.1.

6.1 Unitary𝑈cyc and Unitary𝑈exe

Algorithm 2 presents the execution on quantum register machine, which consists of repeated cycles,
each performing the unitary𝑈cyc. We fix the number of repetitions to be 𝑇exe = 𝑇exe (P), obtained
from Algorithm 1.

In𝑈cyc, we need to decide whether to wait (i.e., skip the current cycle) or execute, according to the
wait counter information stored in the current node of the qif table. To reversibly implement this
procedure,𝑈cyc consists of three stages and exploits the registers qifw and wait. As a subroutine of
𝑈cyc, the unitary𝑈exe consists of four stages, inspired by the design of classical reversible processor
(e.g., [81]). In the (Decode & Execute) stage, the unitary𝑈dec is defined in Figure 5b. We provide
more detailed discussion on Algorithm 2 and its visualisation as quantum circuits in Appendix E.1.

6.2 Unitaries for Executing Qif Instructions
It remains to define the unitaries𝑈qif and𝑈fiq that are unspecified in Figure 5a. We present their
constructions in Algorithm 3. Additional remarks are as follows.
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Algorithm 2 Execution on quantum register machine.
1: Unitary𝑈main
2: Initialise registers according to Section 3.1
3: for 𝑡 = 1, . . . ,𝑇exe do
4: Apply the unitary𝑈cyc (defined below)

5: Unitary𝑈cyc
6: (Set wait flag): Conditioned on qifw, set the wait flag in wait:

Perform
∑

𝑤,𝑧 |𝑤⟩⟨𝑤 |qifw ⊗ |𝑧 ⊕ [𝑤 > 0]⟩⟨𝑧 |
wait

7: (Execute orwait): Conditioned onwait, apply the unitary𝑈exe (defined below), or wait and decrement
the value in qifw:

Perform |0⟩⟨0|
wait
⊗ 𝑈exe +

∑
𝑧≠0,𝑤 |𝑧⟩⟨𝑧 |wait ⊗ |𝑤 − 1⟩⟨𝑤 |qifw ⊗ 1

8: (Clear wait flag): Conditioned qifw and qifv, uncompute the wait flag in wait:
Perform

∑
𝑤,𝑣,𝑧 |𝑤⟩⟨𝑤 |qifw ⊗ |𝑣⟩⟨𝑣 |qifv |𝑧 ⊕ [𝑤 < 𝑣 .𝑤]⟩⟨𝑧 |

wait

9: Unitary𝑈exe
10: (Fetch): Apply the unitary𝑈fet (ins, pc,mem) ⊲ 𝑈fet is defined in Definition 3.1.

11: (Decode & Execute): Apply the unitary𝑈dec ⊲ 𝑈dec is defined in Figure 5b.

12: (Unfetch): Apply the unitary𝑈fet (ins, pc,mem) again
13: (Branch): Update pc, conditioned on br :

Apply𝑈+ (pc, br) ⊲ 𝑈+ performs the mapping |𝑥⟩ |𝑦⟩ ↦→ |𝑥 + 𝑦⟩ |𝑦⟩.
Apply ◦(br)-∑𝑥 |𝑥 + 1⟩⟨𝑥 |pc ⊲ ◦(·)-𝑈 is defined in Section 3.3.

Algorithm 3 The unitaries𝑈qif and𝑈fiq in Figure 5b.
1: Unitary𝑈qif(𝑞)
2: Conditioned on 𝑞, move qifv to its first children node in the qif table via the links fc0 and fc1; i.e.,

perform the following series of unitaries:
𝑉
fc
=
∑

𝑣,𝑥,𝑢 |𝑣⟩⟨𝑣 |qifv ⊗ |𝑥⟩⟨𝑥 |𝑞 ⊗ |𝑢 ⊕ 𝑣 .fc𝑥 ⟩⟨𝑢 |𝑟 , where 𝑟 is a free register
𝑉
cf

=
∑

𝑣,𝑢 |𝑣 ⊕ 𝑢.cf ⟩⟨𝑣 |qifv ⊗ |𝑢⟩⟨𝑢 |𝑟
𝑈swap (𝑟, qifv), which also clears register 𝑟 ⊲ 𝑈swap is defined in Section 3.3.

3: Update qifw with the wait counter information corresponding to qifv; i.e., perform:∑
𝑤,𝑣 |𝑣⟩⟨𝑣 |qifv ⊗ |𝑤 ⊕ 𝑣 .𝑤⟩⟨𝑤 |qifw

4: Unitary𝑈fiq(𝑞)
5: Conditioned on 𝑞, move qifv to its parent node in the qif table via the inverse link cl; i.e., perform the

following series of unitaries:
𝑉
cl
=
∑

𝑣,𝑢 |𝑣⟩⟨𝑣 |qifv ⊗ |𝑢 ⊕ 𝑣 .cl⟩⟨𝑢 |𝑟 , where 𝑟 is a free register
𝑉
lc
=
∑

𝑣,𝑥,𝑢 |𝑣 ⊕ 𝑢.lc𝑞⟩⟨𝑣 |qifv ⊗ |𝑥⟩⟨𝑥 |𝑞 ⊗ |𝑢⟩⟨𝑢 |𝑟
𝑈swap (𝑟, qifv), which also clears register 𝑟

6: Move qifv to the next node in the qif table via the link nx; i.e., perform the following series of unitaries:
𝑉nx =

∑
𝑣,𝑢 |𝑣⟩⟨𝑣 |qifv ⊗ |𝑢 ⊕ 𝑣 .nx⟩⟨𝑢 |𝑟 , where 𝑟 is a free register

𝑉pr =
∑

𝑣,𝑢 |𝑣 ⊕ 𝑢.pr⟩⟨𝑣 |qifv ⊗ |𝑢⟩⟨𝑢 |𝑟
𝑈swap (𝑟, qifv), which also clears register 𝑟

• For𝑈qif, note that we are promised that qifw is initially in state |0⟩, because𝑈qif is used as a
subroutine in𝑈exe, which will only be called by𝑈cyc when qifw is in state |0⟩.
• The information fc𝑥 , cf , lc𝑥 , cl, nx, pr and𝑤 are stored in the qif node, and need to be fetched
using𝑈fet into free registers before being used, of which details are omitted for simplicity.

Further explanation of Algorithm 3 is provided in Appendix E.2.
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Now we remark on how the qif table as a classical data structure is used in quantum superposition

during the execution on quantum register machine. Recall that at runtime, the value in register
qifv indicates the current node in the qif table. Register qifv can be in a quantum superposition
state, in particular, entangled with the quantum coin 𝑞 (as well as other register and the QRAM)
when instruction qif(q) is executed (see Algorithm 3). For example, after the unitary𝑈qif (𝑞) is
performed, the state of the quantum register machine can be 1√

2
|0⟩𝑞 |𝑣1⟩qifv |𝜓0⟩+ 1√

2
|1⟩𝑞 |𝑣2⟩qifv |𝜓1⟩,

where |𝜓0⟩ and |𝜓1⟩ are states of the remaining quantum registers and the QRAM. In this way, the
information in the qif table is used in quantum superposition.

7 Efficiency and Automatic Parallelisation
An implementation of quantum recursive programs has been presented in the previous sections.
In this section, we analyse its efficiency, and further show that as a bonus, such implementation
also offers automatic parallelisation. For implementing certain algorithmic subroutine, like the
quantum multiplexor introduced in Section 1.1, we can even obtain exponential parallel speed-up
(over the straightforward implementation) from this automatic parallelisation. This steps towards
a top-down design of efficient quantum algorithms: we only need to design high-level quantum
recursive programs, and let the machine automatically realise the parallelisation (whose quality, of
course, still depends on the program structure). The intuition for the automatic parallelisation was
already pointed out in Section 1.1: (1) with quantum control flow, the quantum register machine
can go through quantum branches in superposition; and (2) with recursive procedure calls, the
program can generate exponentially many quantum branches (as each instantiation of the qif
statement creates two quantum branches).

In the following, we briefly describe the complexity of implementing quantum recursive programs;
in particular, for partial evaluation and execution. We first describe the complexity in terms of
elementary operations on registers and the QRAM, and then refine it into parallel time complexity
measured by the standard (classical and quantum) circuit depth. The full analysis can be found in
Appendices D.4, E.3 and F.1. Recall that, intuitively, 𝑇exe (P) correspond to the time for executing
the longest quantum branch in program P.

(1) Algorithm 1 takes 𝑂 (𝑇exe (P)) classical parallel elementary operations. Here, “elementary”
means the operation only involves a constant number of memory locations in the classical
RAM (as the partial evaluation is performed classically). “Parallel” means multiple elementary
operations performed simultaneously are counted as one parallel elementary operation, like
in the standard parallel computing. The intuition for this complexity is that in the partial
evaluation, each of the classical parallel processes only evaluate one quantum branch.

(2) Algorithm 2 takes 𝑂 (𝑇exe (P)) quantum elementary operations, including on registers and
QRAM accesses (see Definition 3.1). The intuition was already presented in Section 1.1.

The above complexities are in terms of elementary operations. As mentioned in Section 1, the
implementation will be eventually quantum circuits, so we need to translate elementary operations
into quantum circuits. The overall (classical and quantum) parallel time complexity of Algorithms 1
and 2 will be

𝑂
(
𝑇exe (P) ·

(
𝑇reg +𝑇QRAM

) )
,

where 𝑇reg and 𝑇QRAM are parallel time complexities for elementary operations on registers and
QRAM accesses, as aforementioned. Here, we assume that classical elementary operations are
cheaper than their quantum counterparts.
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For concreteness, let us return to the example of quantum multiplexor program P in Figure 1.
Recall that in Figure 8 the programs after high-level transformations and high-to-mid-level transla-
tion are already presented. Now we provide a proof sketch of Theorem 1.1, whose full proof can be
found in Appendix F.2.

Proof Sketch of Theorem 1.1. Since each 𝐶𝑥 only consists of 𝑇𝑥 quantum unitary gates, the
number of instructions in the compiled program of 𝑃 [𝑥] ⇐ 𝐶𝑥 will be 𝑂 (𝑇𝑥 ). As a result, the
whole compiled quantum multiplexor program (presented in Appendix C.4) contains Θ

(∑
𝑥∈[𝑁 ] 𝑇𝑥

)
instructions. It is easy to verify that 𝑇exe (P) = 𝑂

(
max𝑥∈[𝑁 ] 𝑇𝑥 + 𝑛

)
.

Let us determine 𝑇reg and 𝑇QRAM by implementing the quantum register machine in the more
common quantum circuit model. We can calculate the size 𝑁QRAM of the QRAM and the word
length 𝐿word for implementing P. In particular, taking 𝑁QRAM = Θ(∑𝑥 𝑇𝑥 ) is sufficient. To see
this, we can calculate that the sizes of the program, symbol table and variable sections are upper
bounded by Θ(∑𝑥 𝑇𝑥 ). The size of the qif table is Θ(2𝑛). The size of the stack is upper bounded by
Θ(∑𝑥 𝑇𝑥 ) + Θ(𝑛). To store an address in such QRAM, taking 𝐿word = Θ

(
log𝑁QRAM

)
is sufficient.

By lifting results from classical parallel circuits for elementary arithmetic [14, 62, 70], we have
𝑇reg = 𝑂

(
log2 𝐿word

)
. By extending existing circuit QRAM constructions (e.g., [39, 41]), we have

𝑇QRAM = 𝑂
(
log𝑁QRAM + log𝐿word

)
. The above calculations are carried out in terms of parallel time

complexity, i.e., quantum circuit depth. Combining the above arguments leads to Theorem 1.1. □

8 Related Work
Low-level quantum instructions. Several quantum instruction set architectures have been proposed

in the literature, e.g., OpenQASM [28], Quil [76], eQASM [37]. Only the architecture introduced
in [96], called quantum control machine, supports program counter in superposition (and hence
quantum control flow), and the others do not support quantum control flow at the instruction level.
Quantum control machine also supports conditional jumps, but different from quantum register
machine defined in this paper, it does not support arbitrary procedure calls.

Automatic parallelisation. Numerous efforts have been devoted to parallelisation of quantum
circuits of specific patterns, e.g., [16, 27, 40, 46, 48, 60, 71, 77, 78, 80, 97, 98, 100, 101]. Other than the
quantum circuit model, the measurement-based quantum computing [69] is also shown to provide
certain benefits for parallelisation [22, 23, 29, 30, 50, 67]. These techniques of parallelisation are
at the low level. In comparison, the automatic parallelisation from our implementation is at the
high level: the quantum register machine automatically exploits parallelisation opportunities in the
structures of the high-level quantum recursive programs.

Automatic uncomputation. Silq [21] is the first quantum programming language that supports
automatic uncomputation, which was further investigated in [65, 66, 83, 85, 94, 95]. Silq’s uncom-
putation is for quantum programs lifted from classical ones, or in their terminology, lifted functions
(whose semantics can be described classically and preserves the input). Later works like [83, 85]
also considered uncomputation of quantum programs but they do not support quantum recursion.
In comparison, RQC++ supports quantum recursion, where classical variables are used solely for
specifying the control (not data). The automatic uncomputation in our implementation is of these
classical variables in quantum recursive programs.

Classical reversible languages. There are extensive works in classical reversible programming
languages, including the high-level language Janus [58, 92, 93], low-level instruction set architec-
tures PISA [8, 36, 84] and BobISA [81]. Some of these reversible languages support local variables,
specified by a pair of local-delocal statements, which have explicitly reversible semantics. In RQC++,
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irreversible classical computation can be done on local variables, but their translations into low-level
instructions become reversible.

Quantum control flow and data structures. Many works [3, 21, 24, 72, 85, 90, 95, 96] on quantum
programming languages include quantum control flow as a feature. Some [24, 96] discuss the
limitation of quantum control flow. For example, it is shown in [24] that the semantics of quantum
recursion cannot be defined using Tarski’s fixpoint theorem, when quantum measurements are
involved. However, RQC++ considered in this paper only describes unitary operators and therefore
circumvents this issue. A similar unitary restriction is used in [96] to support instruction-level
quantum control flow.
Another related topic is data structures in superposition [94, 95]. The language Tower in [94]

can describe recursive programs in superposition, which allows a single layer of interleaving
between quantum control flow and recursion. However, their syntax does not contain unitary gates
and quantum if-statement, which cannot express the most general form of quantum recursion.
In contrast, RQC++ allows arbitrary interleaving between quantum if-statements and recursive
procedure calls. Such expressive power of RQC++ also makes our implementation non-trivial.

9 Conclusion
We propose the notion of quantum register machine, an architecture that provides instruction-level
support for quantum control flow and recursive procedure calls at the same time. We design a
comprehensive process of implementing quantum recursive programs on the quantum register
machine, including compilation, partial evaluation of quantum control flow and execution. As
a bonus, our implementation offers automatic parallelisation, from which we can even obtain
exponential parallel speed-up (over the straightforward implementation) for implementing some
important quantum algorithmic subroutines like the quantum multiplexor.
To conclude this paper, let us list several topics for future research. Firstly, an immediate next

step is to develop a software that realises our implementation of quantum recursive programs
for actual execution on future quantum hardware. Moreover, one can consider certifying such
software implementation, like in recent verified quantum compilers, e.g., [5, 43, 53, 68, 79]. Secondly,
our implementation is designed to be simple for clarity. It is worth extending the features of the
quantum register machine and further optimise the steps in the compilation, partial evaluation and
execution. Thirdly, it is interesting to see what other quantum algorithms (except those considered
in [91] and this paper) can be written in quantum recursive programs and benefit (with possible
speed-up) from the efficient implementation of the quantum register machine.
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