A discriminative prototype selection approach for graph embedding in human action recognition
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Abstract

This paper proposes a novel graph-based method for representing a human’s shape during the performance of an action. Despite their strong representational power, graphs are computationally cumbersome for pattern analysis. One way of circumventing this problem is that of transforming the graphs into a vector space by means of graph embedding. Such an embedding can be conveniently obtained by way of a set of “prototype” graphs and a dissimilarity measure: yet, the critical step in this approach is the selection of a suitable set of prototypes which can capture both the salient structure within each action class as well as the intra-class variation. This paper proposes a new discriminative approach for the selection of prototypes which maximizes a function of the inter- and intra-class distances. Experiments on an action recognition dataset reported in the paper show that such a discriminative approach outperforms well-established prototype selection methods such as center, border and random prototype selection.

1. Introduction and related literature

Many approaches have been proposed to date for human action recognition, including bag-of-features [6] [11], dynamic time warping [2], hidden Markov models [32] and conditional random fields [19]. However, the problem of finding a suitable feature set to more effectively represent the deformable shape of a human performing an action is still partially unresolved. Graphs provide a very powerful and flexible way to describe relations between parts, and could therefore be used to encapsulate the object’s structure and support human action recognition. However, a major drawback of graph-based representations is that even basic operations such as sums and products cannot be performed on graphs, making them unsuitable for conventional pattern recognition approaches based on feature vectors. One way of resolving this problem is to apply graph embedding, converting a graph into a point in a vector space. Amongst the various graph embedding approaches [17] [31] [22] [7], we employ prototype-based graph embedding for its theoretical simplicity. With this approach, a graph is converted to an \( n \)-dimensional feature vector by way of a set of “prototype” graphs and a dissimilarity measure (often, a graph edit distance): the feature vector consists of the distances between the graph and each prototype. In order for such vectors to prove class-discriminative, the prototype set should be able to cover the graph domain in a uniform way. However, this is difficult to ensure in principle since uniformity over a graph domain is a vague concept.

In this paper, we study the use of class-based prototype selection and propose a novel discriminative prototype selection method maximizing a function of the inter- and intra-class distances. The method is compared with well-established class-based prototype selection methods such as center, border and random prototype selection [17] [22]. The application addressed in this paper is action recognition in videos: in our approach, we first apply a tracker to obtain a bounding box of each actor in each frame. Within the bounding box, spatial feature points (SIFT [12]) are then detected and used as nodes of a graph representing the human shape. Eventually, the graph is converted to a set of distances based on a prototype set and the probabilistic graph edit distance (P-GED), a sophisticated edit distance capable of learning edit costs from a training set [15]. The feature vectors from the individual frames of each video are then composed into a time series to describe the evolution of the actor’s shape along the time dimension and permit action recognition. As time-series classifier we have used the hidden Markov model; yet, conditional random fields or structural SVM could be equally applied - the classification algorithm is not the focus of this paper. As action dataset, we have used the KTH dataset [26] for its widespread past utilisation, while we plan to extend the study to other datasets such as the UCF sports action dataset [23], the Olympics Sports dataset [16] and MuHAVi [28] in the near future.

The rest of the paper is organized as follows: a brief
overview of prototype-based graph embedding is offered by section 2. In section 3, we describe the use of graph embedding for action recognition. In section 4, we present an experimental evaluation of the proposed approach on the KTH action dataset. Finally, we give concluding remarks and a discussion of future work in section 5.

2. Overview of prototype-based graph embedding

An attributed graph, \( g = (V, E, \alpha, \beta) \), is a tuple defined by
- \( V = \{1, 2, \ldots, M\} \), a set of vertices (nodes),
- \( E \subseteq (V \times V) \), a set of edges,
- \( \alpha : V \rightarrow LV \), a vertex labeling function, and
- \( \beta : E \rightarrow LE \), an edge labeling function.

Vertex and edge labels are restricted to fixed-size tuples, \( (LV = \mathbb{R}^p, LE = \mathbb{R}^q, p, q \in \mathbb{N} \cup \{0\}) \). When attribute graphs are used to represent objects, the problem of pattern recognition changes to that of graph matching. One of the most widely used methods for error-tolerant graph matching is the graph edit distance (GED). The graph edit distance between any two graphs is defined as the cost of transforming the first graph into the second [8]. It measures the (dis)similarity of arbitrarily structured and arbitrarily labeled graphs and is flexible thanks to its ability to cope with any kind of structural errors [8], [5]. The edit transformation is usually broken up into atomic edit operations which can be of six basic types: insertion, deletion and substitution, for either nodes or edges, and noted as \( (e^{i,n}, e^{d,n}, e^{s,n}, e^{i,e}, e^{d,e}, e^{s,e}) \). It can be proven that every arbitrary graph can be transformed into another, equally arbitrary graph by applying a finite sequence of edit operations (also called an edit path). The distance between the two graphs is defined as the minimum cost amongst all edit paths transforming the first graph into the other. Let \( g_i = (V_i, E_i, \alpha_i, \beta_i) \) and \( g_j = (V_j, E_j, \alpha_j, \beta_j) \) be a pair of graphs in a set. The graph edit distance of such graphs is formally defined as:

\[
d(g_i, g_j) = \min_{(e_1, \ldots, e_k) \in E(g_i, g_j)} \sum_{l=1}^{k} C(e_l) \tag{1}
\]

where \( E(g_i, g_j) \) denotes the set of edit paths between the two graphs, \( C \) denotes the edit cost function and \( e_l \) denotes the individual edit operation. Based on (1), the problem of evaluating the structural similarity of two graphs is changed into that of finding a minimum-cost edit path between them.

Among the various methods, the probabilistic graph edit distance (P-GED) proposed by Neuhaus and Bunke [14], [15] is capable of automatically inferring the cost function from a training set of manually-paired graphs. P-GED measures the similarity of two graphs by a learned probability, \( p(g_i, g_j) \), and defines the dissimilarity measure as:

\[
d(g_i, g_j) = -\log p(g_i, g_j) \tag{2}
\]

A further advantage of P-GED is its claimed ability to learn from large sets of graphs with huge distortion between samples of the same class, which makes it suitable for application to vision problems [14], [15].

2.1. Graph embedding

In the literature, “graph embedding” refers interchangeably to the embedding of a graph as a whole into a point in vector space, or the embedding of its set of nodes into a set of corresponding points in vector space. In this work, we assume the former meaning, although similar embedding techniques can be applied in the two cases and for other types of non-vectorial objects such as strings or trees [21]. The embedding assumes that a set of objects is given alongside distance values between any two objects in the set. The goal is that of converting the set of objects into a set of points in a vector space of given dimensionality while ensuring certain properties or constraints. Well-known embedding techniques include Laplacian eigenmaps, commute times, symmetric polynomials, and kernel principal component analysis, amongst others [1], [18], [31], [25]. After the embedding of the initial set of objects, it is also possible to embed new, out-of-sample objects, albeit not always straightforward. An alternative embedding approach is to make use of a given set of “prototype” objects (or prototypes, for short) which can equally embed in-sample and out-of-sample data, in a way not unlike that of eigenvectors in principal component analysis. Let \( G = \{g_1, g_2, \ldots, g_m\} \) be a set of graphs, \( P = \{p_1, \ldots, p_n\} \) be a set of prototype graphs with \( m > n \), and \( d \) be a dissimilarity measure. For embedding any graph \( g_j \in G \) by way of \( P \), the dissimilarity measure \( d_{ji} = d(g_j, p_i) \) of graph \( g_j \) to prototype \( p_i \in P \) is computed \( \forall i \). Then, an \( n \)-dimensional vector \( (d_{j1}, \ldots, d_{jn}) \) is assembled from all the \( n \) dissimilarities. With this procedure, any graph can be individually transformed into a vector of real numbers [22], [17]. Prototype-based embedding is certainly the simplest and fastest embedding approach and for these reasons is adopted hereafter.

2.2. Prototype selection

Based on the definition given in section 2.1, selecting informative prototypes from the underlying graph domain plays a critical role in graph embedding. In other words, in order to obtain useful graphs’ representations in vector space, the set of prototypes, \( P = \{p_1, \ldots, p_n, \ldots, p_N\} \), should be uniformly distributed over the whole graph domain, at the same time avoiding redundancies in terms of
selection of similar graphs [17], [22], [10]. Prototype selection methods mainly sub-divide into class-independent (or unlabeled) and class-based (or labeled) approaches. Class-independent approaches select $N$ prototypes globally for the entire training set, $C$, and can be applied to unlabeled training data. Class-based approaches are instead only possible if the training data are labeled into classes, and their aim is that of selecting one prototype for each of $N$ classes, $C_1, ..., C_N$. Given that in our application graphs can be labeled into classes, in this work we have decided to adopt class-based approaches. Various existing methods will be reviewed in subsection 3.3.

3. Methodology

The approach used for human action recognition consists of the following main steps:

- use of a modified tracker [4] to extract a bounding box of each actor in each frame, and extracting the SIFT keypoints within such a bounding box;
- for each bounding box, building a graph using the locations of the SIFT keypoints as nodes;
- embedding the graph into a feature vector by means of P-GED with the prototype set of choice;
- concatenating the feature vectors for a single actor from a whole video into a time series;
- applying a sequential classifier to the time series. As sequential classifier, we have used the well-known hidden Markov model [20] and a variant to be detailed in section 4.1.

The following subsections provide further details of the approach.

3.1. Graph building

As a preliminary step, a modified tracker is used to extract a bounding box of each actor in each frame [4]. Over the dataset at hand, (KTH [26]; details provided in section 4), the tracker performs really well, providing bounding boxes which almost invariably contain the actor in full size. As the next step, a number of scale invariant feature transform (SIFT) keypoints [12] are extracted within the actor’s bounding box in each video frame using the software of Vedaldi and Fulkerson [30]. Based on the chosen threshold, their number typically varies between 5 and 8. Example results of this step are illustrated in figure 1. After extraction, the location of each SIFT keypoint, $(x, y)$, is expressed relatively to the actor’s centroid and employed as a node label for an attributed graph describing the human’s shape. In a preliminary study, we found that graphs with only labeled nodes granted comparable accuracy to graphs with both labeled nodes and labeled edges, yet resulted in faster processing. We therefore decided to employ graphs consisting only of labeled nodes.

3.2. Posture set

In order to identify a prototype set which could lead to meaningful feature vectors in the embedded space, a number of different reference postures was chosen to describe all human shapes in the action dataset. For KTH, we arbitrarily chose a set of 16 different reference postures across all human actions (running, walking, boxing, jogging, hand-waving, hand-clapping). Such selected postures should prove adequate for recognising human actions also in any other dataset where the actors are approximately in full view such as UCF Sports [23] and MuHAVi [28]. For training purposes, we manually selected a number of different frames varying in scenario (e.g. outdoor, outdoor with different clothes, indoor), action (e.g. hand waving, hand clapping, jogging) and actor (e.g. person01, person25, person12) (see figure 2).

3.3. Prototype selection

As stated in subsection 2.1, an appropriate choice of the prototype set, $P$, plays a critical role in this approach as it impacts the classification accuracy. Given that we avail ourselves of a labelled training set, we have decided to employ class-based approaches for prototype selection. In the following, we describe three popular, existing approaches and the approach proposed in this work.

In class-based center prototype selection (c-cps), a prototype set, $P = \{p_1, ..., p_n, ..., p_N\}$, is generated from a labeled training set, $C = \{C_1, ..., C_n, ..., C_N\}$, with each $p_n$ prototype located in, or near, the “center” of the graphs from the $n$-th class, $C_n$. To implement the notion of center, we select the median graph from sample set $C_n = \{G_1, ..., G_m\}$, where $m = 10$.
\[ C \}

defined as the \( g_{nj} \) graph such that the sum of distances between \( g_{nj} \) and all other graphs in \( C_n \) is minimal [22]:

\[ p_n = \arg \min_{g_{nj} \in C_n} \sum_{g_{ni} \in C_n, g_{ni} \neq g_{nj}} d(g_{nj}, g_{ni}) \quad (3) \]

As an alternative, class-based border prototype selection (c-bps) chooses the prototype set, \( P \), with each \( p_n \) prototype situated at the “farthest border” of its class, \( C_n \). Again, the notion of border is vague in class domain. The rationale for this selection is that of having prototypes which are at maximum distance from the training graphs and generate for this selection is that of having prototypes which are at maximum distance from the training graphs and generate

\[ p_n = \arg \max_{g_{nj} \in C_n} \sum_{g_{ni} \in C_n, g_{ni} \neq g_{nj}} d(g_{nj}, g_{ni}) \quad (4) \]

Given the relative arbitrariness of the above selections, a random choice of the class prototype is a plausible alternative. In class-wise random prototype selection (c-rps), each \( p_n \) prototype is randomly selected from class \( C_n \) with uniform probability [22]:

\[ p_n = g_{nj} \in C_n, j \sim p(k = 1...N_n) = \frac{1}{N_n} \quad (5) \]

All of the above selection approaches choose the class’ prototype based solely on the graphs in the class. This is in a way reminiscent of generative classifiers, where a class’ parameters are estimated based on only the samples from that class. Discriminative classifiers, instead, choose parameters based on the information from multiple classes at once, maximizing objective functions such as the class margin, Fisher discriminants and others, and often proving more accurate than their generative counterparts. Inspired by discriminative approaches, we propose herewith a class-based discriminative prototype selection approach (c-dps), where each \( p_n \) prototype is chosen as the graph \( g_{nj} \) that minimizes the ratio between the sum of distances between \( g_{nj} \) and all other graphs in \( C_n \) and the sum of distances between \( g_{nj} \) and all graphs in the other classes, \( C_{\bar{n}} \):

\[ p_n = \arg \min_{g_{nj} \in C_n} \frac{\sum_{g_{ni} \in C_n, g_{ni} \neq g_{nj}} d(g_{nj}, g_{ni})}{\sum_{g_{ni} \in C_n} d(g_{nj}, g_{ni})} \quad (6) \]

This selection approach is analogous to minimizing the ratio between the within-class and between-class scatter matrices in vector spaces.

### 3.4. Feature vector

The embedding of a graph by any of the above prototype selection methods leads to a 16-dimensional feature vector describing the shape of a single actor in a frame. Time series of such vectors may prove action-discriminative. Yet, we decided to augment the feature vector by some basic information about the actors’ global motion and location relative to the bounding box. We thus added the horizontal displacement between the bounding boxes of two successive frames (which is proportional to the horizontal velocity) and the location of the actor’s centroid relative to the bounding box. This leads to an overall 19-dimensional feature vector with information about the shape, motion and location of the actor in a frame. Figure 3 shows time series of the feature vector for a boxing action in KTH (the embedding is obtained by \( c - dps \)). An analysis of the individual contributions of the shape, motion and location information is presented in [3].

Figure 3. The time-sequential values of a 19-dimensional feature vector obtained from graph embedding based on the \( c - dps \) for one action (boxing) performed by one subject in the KTH action dataset.

### 4. Experiments

A popular action dataset, KTH [26], has been chosen to compare the recognition accuracy from feature vectors obtained with different prototype selection approaches. The KTH human action dataset contains six different human actions: walking, jogging, running, boxing, hand-waving and hand-clapping, all performed various times over homogeneous backgrounds by 25 different actors in four different scenarios: outdoors, outdoors with zooming, outdoors with different clothing and indoors. This dataset contains 2391 sequences, with each sequence down-sampled to the spatial resolution of 160 × 120 pixels and a length of four sec-
onds on average. While this dataset consists of simplified actions, it is challenging in terms of illumination, camera movements and variable contrasts between the subjects and the background. In some sense, KTH is a stepping stone towards more recent datasets which add multiple views, non-staged actions and other challenges.

4.1. Experimental set-up and results

In this section, the recognition accuracies for the feature vectors extracted by the four different prototype selectors are given. For accuracy evaluation, we have used the evaluation procedure proposed by Schuldt et al. in [26]. In this procedure, all sequences are divided into three sets with respect to actors: training (8 actors), validation (8 actors) and test (9 actors). Each classifier is then tuned using the first two sets (training and validation sets), and the accuracy on the test set is measured "blindly" by using the parameters selected on the validation set, without any further tuning. All our experiments were performed on a personal computer with an Intel(R) Core(TM)2 Duo CPU (E8500, 3.16GHz) and 4GB RAM using Matlab R2009b. As software, we have used Murphy’s HMM toolbox for Matlab, modified as needed [13].

4.2. Evaluation of feature vectors with maximum likelihood training

The hidden Markov model (HMM) is a generative approach which can be used to recognise human actions in time series. The assumption used in the following is that each action class is in correspondence with one HMM. The learning of the HMM parameters for each class is achieved by the Baum-Welch re-estimation algorithm [20] and classification of an unseen observation sequence, $O_{new}$, is obtained by maximum-likelihood (ML) classification. In other words, let us denote as $A = \{a_1, \ldots, a_K\}$ the set of $K$ different action classes; $\lambda = \{\lambda_1, \ldots, \lambda_K\}$, the set of HMM parameters associated with each action class in $A$; $O = \{O_1, \ldots, O_k, \ldots, O_K\}$, the set of $K$ different groups of observation sequences, one per class; and, eventually, each $O_k = \{O_k^1, \ldots, O_k^{N_k}\}$ as the group of $N_k$ observation sequences for action class $k$. Then, parameters $\lambda_k^*$, $k = 1 \ldots K$, are estimated with maximum likelihood as:

$$\lambda_k^* = \arg \max_{\lambda_k} \left( \prod_{i=1}^{N_k} p(O_k^i|\lambda_k) \right) \quad (7)$$

After training of the $\lambda$ parameters, the action class, $a_k^*$, for an unseen sequence, $O_{new}$, can be chosen by maximum likelihood as:

$$a_k^* = \arg \max_{k} (p(O_{new}|\lambda_k)), \quad k = 1 \ldots K. \quad (8)$$

where the likelihood of $O_{new}$ in action class $k$, $p(O_{new}|\lambda_k)$, can be efficiently evaluated by the forward or backward algorithm [20]. The Correct Classification Rate (CCR) obtained with this method is reported in table 1. Table 1 shows that the discriminative prototype selector achieves greater accuracy than the compared methods.

### Table 1. Classification accuracy of a maximum-likelihood HMM applied to feature vectors from different prototype selectors (c-dps, c-cps, c-bps and c-rps).

<table>
<thead>
<tr>
<th>Prototype selector</th>
<th>CCR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c-dps</td>
<td>67.80</td>
</tr>
<tr>
<td>c-cps</td>
<td>66.75</td>
</tr>
<tr>
<td>c-bps</td>
<td>64.05</td>
</tr>
<tr>
<td>c-rps</td>
<td>65.50</td>
</tr>
</tbody>
</table>

4.3. Evaluation of feature vectors with maximum conditional likelihood training

In addition to the positions above, let $Y = \{Y_1, \ldots, Y_k, \ldots, Y_K\}$ be the set of $K$ different groups of ground-truth labels for the observation sequences in each class; and each $Y_k = \{y_k^1, \ldots, y_k^{N_k}\}$ be the group of ground-truth labels for the $N_k$ observation sequences of action class $k$. Each such a label takes value in $A$, the set of action classes. Here, the availability of the ground-truth labels allows defining a different objective function, known as conditional likelihood, for the setting of the $\lambda$ parameters [29]:

$$L(\lambda; Y, O) = \prod_{k=1}^{K} \prod_{i=1}^{N_k} p(y_k^i|O_k^i, \lambda_k) \quad (9)$$

Parameters $\lambda = \{\lambda_1, \ldots, \lambda_k, \ldots, \lambda_K\}$ are then selected to maximize the conditional likelihood as in:

$$\lambda^* = \arg \max_{\lambda} (L(\lambda; Y, O)) \quad (10)$$

The parameters estimated by maximizing (9) are more promising for classification than those estimated with the conventional likelihood since conditional likelihood $p(y'|O', \lambda')$ for a given class, $y'$, and measurement, $O'$, is, with different wording, the posterior probability of class $y'$ given measurement $O'$. In essence, training the parameters with the conditional likelihood target maximizes the posterior probability of the correct class labels over the entire training set. As such, it is an example of maximum score training [27].

However, maximizing the conditional likelihood for the HMM is not trivial. Therefore, in this work we resort to...
an approximation: at each iteration of the Baum-Welch algorithm (which is guaranteed to increase the conventional likelihood), we evaluate (9) and store the parameters. At convergence of Baum-Welch, the value of the parameters corresponding to the largest conditional likelihood encountered during the iterations is selected.

Table 2 shows the recognition accuracy with the maximum conditional likelihood criterion. Again, the proposed discriminative selector, $c - dps$, achieves the highest accuracy. In addition, the proposed conditional likelihood training permits higher accuracy than conventional likelihood training in most cases.

<table>
<thead>
<tr>
<th>Prototype selector</th>
<th>CCR(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>c-dps</td>
<td>70.35</td>
</tr>
<tr>
<td>c-cps</td>
<td>68.85</td>
</tr>
<tr>
<td>c-bps</td>
<td>64.15</td>
</tr>
<tr>
<td>c-rps</td>
<td>65.50</td>
</tr>
</tbody>
</table>

4.4. Discussion

To position our work properly, it is very important to state that current results on KTH are well in excess of 90% accuracy [9]. The goal of our paper is not that of proposing a more accurate action recognition method; rather, assessing the comparative accuracy of discriminative prototype selection in a significant classification exercise. As for what action recognition is concerned, we have gathered empirical evidence that the graphs built by using SIFT keypoints as their nodes are rather unstable and noisy, and we are working on the use of graph-cut techniques to substantially improve nodes’ extraction [24]. In addition, the usefulness of discriminative prototype selection extends well beyond action recognition: typical problems approached by graph embedding include, for instance, fingerprint recognition, character recognition and general object classification [5].

5. Conclusions and future work

In this paper, we have proposed a discriminative prototype selector for graph embedding and evaluated its use in an application of human action recognition. In our action recognition approach, an attributed graph is built in each frame to represent the actor’s shape. Thence, a set of prototypes is used to embed this graph into a point in vector space. The sequence of vectors for a whole video depicting an action is then collected as a time series, and the hidden Markov model is used for action classification. The experiments reported in the paper show that the proposed prototype selector allows accuracies that are $1.05\pm 1.50$ percentage points higher than that of the best competing selector. In addition, we have shown that an approximate maximum conditional likelihood training of the HMM allows accuracies that are up to $2.55$ percentage points higher than those with conventional likelihood training. In the near future, we plan to provide improvements to the graphs’ extraction, extend our study to other action datasets, as well as experiment with the discriminative selector over other domains such as object and character recognition.
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