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Abstract

Research on the pricing of multifactor American options has been growing at a slow pace due to the curse of dimensionality. If we start to consider the pricing of American option contracts written on more than one underlying asset or relax the constant volatility assumption of the Black and Scholes (1973) model, the computational burden increases as more computing power is required to handle the increasing number of dimensions.

This thesis deals with the problem of pricing multifactor American options under both constant and stochastic volatility. The main focus of the thesis is to extend the representation results of Kim (1990) and Carr, Jarrow and Myneni (1992) and to devise higher dimensional numerical techniques for pricing multifactor American options. We present numerical examples for two and three factor models. The pricing problems are formulated using the well known hedging arguments. We adopt two main approaches; the first involves deriving integral expressions for the American option prices with the aid of Jamshidian’s (1992) transformation of the associated partial differential equation from a homogeneous problem on a restricted domain to an inhomogeneous problem on an unrestricted domain, Duhamel’s principle and integral transform methods. The second technique involves implementing the method of lines algorithm for American exotic options, with the spread call option under stochastic volatility being the main example – this approach tackles directly the pricing partial differential equation. Chapter 1 contains an overview of the American option pricing problem from the viewpoint of the applications in this thesis. The chapter concludes with some technical results used in the rest of the thesis. The main contributions of the thesis are contained in the subsequent chapters.
Chapter 2 extends the integral transform approach of McKean (1965) and Chiarella and Ziogas (2005) to the pricing of American options written on two underlying assets under Geometric Brownian motion. A bivariate transition density function of the two underlying stochastic processes is derived by solving the associated backward Kolmogorov partial differential equation. Fourier transform techniques are used to transform the partial differential equation to a corresponding ordinary differential equation whose solution can be readily found by using the integrating factor method. An integral expression of the American option written on any two assets is then obtained by applying Duhamel’s principle. A numerical algorithm for calculating American spread call option prices is given as an example, with the corresponding early exercise boundaries approximated by linear functions. Numerical results are presented and comparisons made with other alternative approaches.

Chapter 3 considers the pricing of an American call option whose underlying asset evolves under the influence of two independent stochastic variance processes of the Heston (1993) type. We derive the associated partial differential equation (PDE) for the option price using standard hedging arguments. An integral expression for the general solution of the PDE is derived using Duhamel’s principle, which is expressed in terms of the yet to be determined trivariate transition density function for the driving stochastic processes. We solve the backward Kolmogorov PDE satisfied by the transition density function by first transforming it to the corresponding characteristic PDE using a combination of Fourier and Laplace transforms. The characteristic PDE is solved by the method of characteristics. Having determined the density function, we provide a full representation of the American call option price. By approximating the early exercise surface with a bivariate log-linear function, we develop a numerical algorithm to calculate the pricing function. Numerical results are compared with those from the method of lines algorithm. The approach is generalised in Chapter 4 to the case when the underlying asset evolves under the influence of more than two stochastic variance processes by using a combination of induction proofs and some lengthy derivations.
A numerical technique for the evaluation of American exotic options is developed in Chapter 5, with the American spread call option whose underlying assets dynamics evolve under the influence of a single stochastic variance process being presented as an example. The numerical algorithm involves extending the method of lines approach first presented in Meyer and van der Hoek (1997) when pricing the standard American put option to the multi-dimensional setting. We transform the pricing partial differential equation to a corresponding system of ordinary differential equations with the aid of the Riccati transformation. We use the implicit trapezoidal rule to solve the resulting Riccati equations. Numerical results are presented outlining the effectiveness of the algorithm. The effects of stochastic volatility are explored by making comparisons with the geometric Brownian motion results.

We summarise all thesis findings in Chapter 6. Concluding remarks and directions for future work are also presented.
A derivative security is an instrument which derives its value from an underlying asset. There are many different types of derivative securities, the most popular ones being forwards, futures and option contracts. A forward contract is an over-the-counter (OTC) agreement to buy or sell an asset at a specified price in the future. A futures contract shares similar features with forward contracts, except that a futures contract is standardised and exchange-traded. While both parties to either forward or futures contracts are obliged to fulfill their obligations as per the contract terms, the holder of an option contract has the right but not the obligation to buy or sell an underlying asset at an agreed date and at a pre-specified price. The option contract holder will only exercise if it is profitable to do so.

There are two main types of option contracts, namely European and American options. European options can only be exercised at maturity while American options can be exercised any time prior to maturity. European and American options can further be broken down into calls and puts. A call(put) option gives the holder the right to buy(sell) the underlying asset on or before maturity. Options can be written on single or multiple underlying assets. In this thesis we focus on multifactor American options.

Much work on the evaluation of options has been undertaken since the inception of the Black and Scholes (1973) framework, which is premised on hedging arguments involving the construction of a hedged portfolio consisting of a stock and an option written on the stock. Application of Ito’s Lemma yields the dynamics of the option
price and application of the condition of no riskless arbitrage to the hedged portfolio yields the associated option pricing partial differential equation (PDE) for European call and put options. This technique has been extended to American option pricing by adding suitable early exercise boundary conditions.

Whilst closed-form solutions have been derived in the 1970’s for European calls and puts under Geometric Brownian Motion (GBM) dynamics by Black and Scholes (1973), no such solution exists for their American counterparts. A vast range of research has since occurred on how to best represent American option prices written on a single underlying asset. In so doing, four major pathways have been adopted in the literature namely, approximate solution techniques, compound option theory, discrete numerical methods and the free-boundary value problem approach.

With the quest to represent American option prices with analytical expressions, approximation techniques have been the first to be used with Roll (1977) creating a portfolio of three European call options which duplicates the cash flows of an American call option on a stock that pays a single dividend before the expiry date. This approach has been refined in Geske (1979a), Whaley (1981) and Geske (1981) who all demonstrate that valuation by duplication does not yield a unique solution. Johnson (1983) also proposes an approximate analytical expression for the price and hedge ratios of an American put option written on a non-dividend paying stock.

The compound option theory of Geske (1979b) has been used to derive an analytical expression for an American put option price in Geske and Johnson (1984). Their analytical formula satisfies the associated Black and Scholes PDE, as well as the boundary conditions of the American put valuation problem. Geske and Johnson (1984) show that the American put option is equivalent to an infinite sequence of options on options that can be exercised at discrete points in time. This infinite sequence of options on options is then solved with the aid of a polynomial expression based upon some
extrapolation techniques resulting in an American option price. The compound option approach is further adopted by Whaley (1986), who considers the valuation of American futures contracts using compound option theory.

While approximation methods and compound option theory have played an important role in exposing the complexity of valuing American options, more compact numerical results can be found by the use of discrete numerical methods. Brennan and Schwartz (1977) use finite-difference techniques to solve the Black and Scholes (1973) PDE for the American put option subject to appropriate boundary and terminal conditions. Finite-difference techniques can handle any American option payoff structure and this is one of their major strengths. Cox, Ross and Rubinstein (1979) develop the binomial tree method premised on the risk-neutral pricing framework of Cox and Ross (1976). Under this framework, the continuous stock price distribution is replaced by a two-point discrete distribution over successive time intervals. Convergence to the true option value is achieved by increasing the number of time steps. This approach proves to be very fast and efficient in generating option prices.

Another numerical technique which has proved to be very powerful in terms of computational speed and accuracy is the method of lines (MOL) technique applied to option pricing in Meyer and van der Hoek (1997) and Carr and Faguet (1996). A particularly convenient feature of this approach is that it computes the price, delta and gamma of the option, as well as the free-boundary simultaneously at no additional computational cost. This approach can easily handle more complex payoff functions as will be demonstrated later in this thesis. Another novel approach is that of Chiarella, El-Hassan and Kucera (1999) who present the path integral formulation for the value of the American put option as an expansion of the value function in a series of orthogonal Fourier-Hermite expansions. A backward recursive algorithm for the American put option price together with the associated early exercise boundary is developed using the orthogonal polynomials. The valuation problem is discretised with respect to time
but remains continuous in the underlying asset domain. This method proves to be particularly effective in generating the early exercise boundary.

The American option pricing problem has also been formulated as a free-boundary value problem. An initial attempt along these lines is the work of McKean (1965) who formulates the valuation problem as a free-boundary problem. As the free-boundary value problem is defined on a restricted domain, McKean uses incomplete Fourier transform techniques to reduce the partial differential equation (PDE) to a corresponding ordinary differential equation (ODE). The solution of the resulting ordinary differential equation is presented in integral form with the aid of the integrating factor method. A refinement of McKean’s approach is presented in Kim (1990) who develops an equivalent but different expression for the American put option price. This representation is very convenient as it does not involve the derivative of the early exercise boundary, which becomes infinite at maturity and is difficult to handle numerically. The resulting expression can be readily implemented numerically. The American option price is shown to be the sum of two parts namely, a European option component and an early exercise premium component. This result has been authenticated by many researchers during the early 90’s with Jacka (1991), Carr et al. (1992) and Jamshidian (1992) who all show that the American option consists of a European option component and an early exercise premium component. Kim (1990) also reconciles the convergence of Geske and Johnson (1984) to McKean (1965) when the number of possible exercise times approach infinity. A derivation of the early exercise boundary at expiration is also presented in Kim (1990).

Armed with the Kim (1990) integral expression, Huang, Subrahmanyam and Yu (1996) provide a unified analytical valuation formula for American option prices that is based on the recursive computation of the early exercise boundary. This method uses the Geske-Johnson extrapolation techniques to compute option prices and hedge ratios simultaneously. Like the Geske and Johnson (1984) approach, the optimal-exercise
boundary is calculated at a few points and the Richardson Extrapolation scheme incorporated to approximate the entire boundary. Ju (1998) takes Kim’s (1990) integral equation and discretises it with respect to time into small subintervals. The early exercise boundary is then treated as an exponential function during each subinterval. This technique yields a closed-form integral formula for the entire early exercise premium term. Kallast and Kivinukk (2003) provide a numerical approximation technique for the Kim (1990) option pricing equation together with its delta and gamma using quadrature methods. The early exercise boundary is generated by making use of the Newton-Raphson iterative procedure. The method proves to be very efficient in terms of computational speed and accuracy. A survey of the integral representation of American option is presented in Chiarella and Ziogas (2004) where numerical comparisons of such methods are also highlighted.

Extensions to pricing options written on more than one underlying asset have also been considered in the literature. Magrabe (1978) derives a closed-form integral expression for the price of the European exchange call option\(^\text{1}\) by taking one of the underlying assets as a numeraire and applying the Black and Scholes (1973) hedging arguments. Magrabe (1978) also shows that the closed-form solution for the European exchange option can be used to price the special form of the corresponding American exchange option written on the two underlying assets as it is never optimal to exercise such an option before maturity. Stulz (1982) provides a closed-form formula for pricing European puts and calls on the maximum or the minimum of two assets. The solution is expressed in terms of bivariate cumulative standard normal distributions. When the strike price is zero the formula reduces to the Magrabe (1978) formula. Much of the work on multifactor options that followed has mainly focused on European options with Johnson (1987) deriving explicit formulas for the price of European options written on the maximum or minimum of several assets. When only two underlying securities are considered, the formulas reduce to the results of Stulz (1982). Boyle, Evnine and

\(^{1}\text{This is an option to exchange one asset for another asset.}\)
Gibbs (1989) also develop some numerical approximation schemes for pricing European options on multiple assets by extending the lattice binomial techniques of Cox et al. (1979). A survey of different forms of European spread option pricing models is also presented in Carmona and Durrleman (2003).

Whilst the pricing of multifactor European options has attracted a great deal of attention, much less has been done on pricing the corresponding American options. Geltner, Riddiough and Stojanovic (1996) derive expressions for option prices and their associated early exercise boundaries on real estate investments. Broadie and Detemple (1997) consider different payoff functions for American options written on two underlying assets and provide integral representations of the corresponding prices. Jackson, Jaimungal and Surkov (2008) and Jaimungal and Surkov (2008) develop a dynamic programming algorithm for pricing American options written on two underlying assets using the Fourier space time-stepping method.

All the work considered above is premised on the restrictive Black and Scholes (1973) assumptions, in particular that the volatility of the underlying asset returns is constant. This assumption implies that asset returns are normally distributed. However, a vast range of empirical findings even before the Black and Scholes (1973) model reveals that asset returns are not normally distributed. Mandelbrot (1963) postulates that the empirical distributions of price changes are usually too peaked to be viewed as samples from Gaussian populations and suggests symmetric-stable distributions as a possible candidate to model such changes. Press (1967) devises a distribution that is a Poisson mixture of normal distributions. This distribution is able to capture well the skewness, leptokurtosis and high peaks exhibited by asset returns. Praetz (1972) modifies the Brownian motion theory to account for changing variance of the share market leading to a scaled $t$-distribution. Officer (1972) shows that the distribution of asset returns has some characteristics of a non-normal generating process. The return distribution is shown to be fat-tailed relative to a normal distribution. Officer (1972)
also presents evidence illustrating that there is a tendency for longitudinal sums of daily stock returns to become thinner-tailed for larger sums but not to the extent that a normal distribution approximates the distribution.

Clark (1973) proposes a subordinated stochastic process to model asset price series after noting the leptokurtic feature of their return distribution. It is also shown in Clark (1973) that conditions for the Central Limit Theorem which guarantee normality for the return distribution are not satisfied. Blattberg and Gonedes (1974) also show that the student-\( t \) distribution can very well account for the fat-tails observed in return distributions. Comparisons between student-\( t \) and the symmetric-stable distributions of Mandelbrot (1963) are also presented in this paper. Much work on empirical distribution of asset returns followed, with the most recent findings by Platen and Rendek (2008) showing that returns of world stock indices are non-normal and can also be modelled by a student-\( t \) distribution. As pointed out earlier, many empirical studies demonstrate that volatility of asset returns is not constant with Rosenberg (1972), Latané and Rendleman (1976) among others coming to the same conclusion through the study of implied volatility.

Much work has followed along this line of research with Scott (1987) also providing empirical evidence showing that volatility changes with time and that the changes are unpredictable. Though persistent in nature, Scott notes that volatility has a tendency to revert to a long-run average. These findings triggered interest in incorporating mean-reverting stochastic volatility into option pricing models with much earlier work focusing on European type options. Scott derives the pricing function of a European option written on an underlying asset whose dynamics evolve under the influence of instantaneous volatility following an Ornstein-Uhlenbeck process. Risk neutral arguments are used to derive the European pricing function which can then be solved by using standard Monte Carlo simulation techniques. Monte Carlo techniques have also
been applied in Johnson and Shanno (1987) to simulate European call options for varying drift and diffusion parameters of the stochastic volatility process influencing the dynamics of the underlying asset.

Hull and White (1987) assume that both the underlying asset and the corresponding instantaneous variance are both driven by the Geometric Brownian Motion (GBM) type of processes. They derive a Taylor series solution for the European option price by solving the associated option pricing PDE under the assumption that the underlying asset price is instantaneously uncorrelated with the volatility. Wiggins (1987) formulates and solves the pricing PDE of a European call option under stochastic volatility using finite difference techniques. An explicit closed-form solution is derived in Stein and Stein (1991) by considering an underlying asset influenced by stochastic volatility whose evolution follows an arithmetic Ornstein-Uhlenbeck process. The most widely used formula for pricing European options under stochastic volatility is that of Heston (1993) who derives an analytical expression by modelling the dynamics of instantaneous variance with the square-root process, originally proposed by Feller (1951) and used by Cox, Ingersoll and Ross (1985) in interest rate modelling. Many practitioners and researchers frequently use the Heston (1993) model because of the integral form of the resulting solution. Zhu (2000) also provides an integral formula for European options where the underlying asset evolves under the influence of a stochastic variance process following a double square root process.

Extensions have been made to American option pricing with Touzi (1999) generalising the Black and Scholes (1973) model by allowing volatility to vary stochastically. Touzi also describes the dependence of the early exercise boundary of the American put option on the volatility parameter and proves that such a boundary is a decreasing function of volatility implying that for a fixed underlying asset price, as the volatility increases, the early exercise boundary gets lower. Clarke and Parrott (1999) develop an implicit finite-difference scheme for pricing American options written on underlying
assets whose dynamics evolve under the influence of stochastic volatility. A multigrid algorithm is described for the fast iterative solution of the resulting discrete linear complementarity problems. Computational efficiency is also enhanced by a strike price related analytical transformation of the asset price and adaptive time-stepping.

Detemple and Tian (2002) provide analytical integral formulas for the early exercise boundary and the option price when the asset price follows a Constant Elasticity of Variance (CEV) process. The characteristic functions of the formulas are expressed in terms of $\chi^2$ distribution functions. Tzavalis and Wang (2003) derive the integral representation of an American call option price when the volatility process evolves according to the square-root process proposed by Heston (1993). They derive the integral expressions using optimal stopping theory along the lines of Karatzas (1988). By appealing to the empirical findings by Broadie, Detemple, Ghysels and Torres (2000) who show that the early exercise boundary when variance evolves stochastically is a log-linear function of both time and instantaneous variance, a Taylor series expansion is applied to the resulting early exercise surface around the long-run variance. The unknown functions resulting from the Taylor series expansion are then approximated by fitting Chebyshev polynomials. Ikonen and Toivanen (2004) formulate and solve the linear complementarity problem of the American call option under stochastic volatility using componentwise splitting methods. The resulting subproblems from componentwise splitting are solved by using standard partial differential equation methods.

Adolfsson, Chiarella, Ziogas and Ziveyi (2009) also derive the integral representation of the American call option under stochastic volatility by formulating the pricing PDE as an inhomogeneous problem and then using Duhamel’s principle to represent the corresponding solution which is in terms of the joint transition density function. The joint density function solves the associated backward Kolmogorov PDE and a systematic approach for solving such a PDE is developed. A combination of Fourier and Laplace transforms is used to transform the homogeneous PDE for the density function to a
characteristic PDE. The resulting system is then solved using ideas first presented by Feller (1951). The early exercise boundary is approximated by a log-linear function as proposed in Tzavalis and Wang (2003). Instead of using approximating polynomials as in Tzavalis and Wang (2003) they derive an explicit characteristic function for the early exercise premium component and then incorporate numerical root finding techniques to find the unknown functions from the log-linear approximation.

There have also been attempts to generalise the Heston (1993) model to a multifactor specification for the volatility process in a single asset framework with da Fonseca, Grasselli and Tebaldi (2008) considering the pricing of European type options written on a single underlying asset whose dynamics evolve under the influence of the matrix Wishart volatility process. As demonstrated in da Fonseca et al. (2008) the main advantages of a multiple volatility system is that it calibrates short-term and long-term volatility levels better than a single process.

1.2. Thesis Structure

There are three major contributions in this thesis. The first, which is presented in Chapter 2, focuses on the pricing of American options written on more than one underlying asset whose dynamics evolve according to the geometric Brownian motion processes proposed by Black and Scholes (1973). This chapter first handles the case of American options written on two underlying assets and the results are then extended to the multi-asset setting. The second contribution is contained in Chapters 3 and 4 and involves the derivation of the American call option price for a contract written on a single underlying asset whose dynamics evolve under the influence of multiple stochastic variance processes of the Heston (1993) type. Chapter 3 covers the case when the underlying asset dynamics evolve under the influence of two stochastic variance processes. Chapter 4 extends this model to the case where the underlying asset dynamics are influenced by multiple stochastic variance processes. Chapter 5 contains
the third contribution which extends the model of Dempster and Hong (2000) for pricing European spread options when the two underlying assets dynamics evolve under the influence of a single stochastic variance process to the American spread option case. The method of lines approach is adopted to develop a very convenient numerical scheme.

1.2.1. Fourier Transform Approach for American Options on Two Assets. Fourier transform techniques are widely used to solve partial differential equations in the physical sciences and have proved to be very powerful tools in option pricing. McKean (1965) is the first to our knowledge to represent the general solution of the standard American put option by formulating the pricing problem as a free-boundary problem. Chiarella and Ziogas (2004, 2005) operationalise McKean’s (1965) approach by providing numerical algorithms and numerical examples for American calls and strangles respectively.

Chapter 2 extends these ideas to American options written on two underlying assets and we provide as an example the American spread call option. The difference between our approach and that based on McKean is that we derive the general solution of the pricing PDE by exploiting the techniques of Jamshidian (1992) which involves the transition density function. We solve the transition density PDE with the aid of complete Fourier transforms resulting in an ODE that is easier to handle unlike the incomplete Fourier transforms adopted by McKean (1965). The most powerful feature of transform methods is that the resulting pricing function is applicable to any continuous payoff function involving two underlying assets whose dynamics are governed by some processes. We present a systematic approach for solving the pricing PDE for American options written on two underlying assets in Chapter 2. A numerical algorithm for the American spread call option example is provided followed by a section on numerical results. We also compare our numerical results with other alternative approaches to verify their accuracy.
1.2.2. American Option Pricing Under Two Stochastic Volatility Processes. As discussed in earlier sections, a vast range of empirical studies (see Mandelbrot (1963) through to the most recent work by Platen and Rendek (2008)) reveal that asset returns are non-normal, exhibit fat tails and possess some leptokurtic features. It has also been proven empirically that volatility of asset returns changes with time and the changes are unpredictable (see Scott (1987)). These observations contradict one of the basic Black and Scholes (1973) assumptions namely that volatility of asset returns is constant. Rather volatility has a tendency to revert back to a long-run average. Based on these empirical findings, we are motivated to study models that accommodate stochastic volatility with mean reversion.

In Chapter 3 we develop an option pricing model for the case when the underlying asset evolves under the influence of two independent stochastic variance processes of the Heston (1993) type. Such processes have been considered in da Fonseca, Grasselli and Tebaldi (2005) and da Fonseca et al. (2008) when pricing European style options. The main advantage cited in da Fonseca et al. (2008) is that such processes fit accurately market data for short or long maturities. While this has been empirically tested in their work, we would also suggest that the dynamics of the underlying asset may be influenced by many independent stochastic factors which can be modelled as mean reverting processes. Motivated by these considerations, we derive the free-boundary pricing PDE and represent its general solution by exploiting Duhamel’s principle.

The general solution is a function of the transition density function which in turn is the solution of the Kolomogorov PDE for the driving stochastic processes. A systematic approach for solving the transition density function is presented and involves a combination of Fourier and Laplace transforms. We also provide a numerical algorithm for the evaluation of the American call option. Numerical results follow and comparisons are made with the method of lines algorithm. A natural extension of the model to the
1.2. American Spread Option Evaluation under Stochastic Volatility.

Spread option contracts are frequently written on correlated underlying assets implying that the fundamentals that affect one asset also directly influence the other asset. In Chapter 5 we propose an American spread option model where the two underlying asset dynamics are influenced by a single stochastic variance process. The European option case is handled in Dempster and Hong (2000) who develop a fast Fourier transform algorithm for European spread options. An extension of the fast Fourier transform method to the pricing of American option written on two underlying assets whose dynamics are governed by Levy processes is presented in Jackson et al. (2008) and Jaimungal and Surkov (2008). Broadie and Detemple (1997) provide integral expressions for American option written on two underlying assets under the geometric Brownian motion framework. To date not much work has been done on American spread options under stochastic volatility.

In Chapter 5 we extend the method of lines, first applied to option pricing by Meyer and van der Hoek (1997), to the pricing of American spread options under stochastic volatility. The method of lines has also been considered in Chiarella, Kang, Meyer and Ziogas (2009) when evaluating an American option written on an underlying asset whose dynamics evolve under the influence of both stochastic volatility and jump diffusion processes. The most powerful feature of the method of lines is that the price, delta, gamma and the early exercise boundary are all generated simultaneously as part of the solution at no additional computational cost.
1.3. Key Definitions and Assumptions

In this section we state some key definitions which we will be using in most parts of the thesis. In Chapters 2-4 we will consider transition probability density functions\(^2\), \(U(\tau, x, v; x_0, v_0)\) which denotes the transition from the state \((x, v)\) at time-to-maturity, \(\tau\) to \((x_0, v_0)\) at maturity of an option contract. The underlying state variables are \(x\) and \(v\). Such density functions are solutions of the backward Kolmogorov partial differential equations (PDEs) associated with the \(x, v\) processes. For convenience unless otherwise specified, we simply write \(U(\tau, x, v)\) to denote the transition probability density function.

The derivation of solutions of these Kolmogorov PDEs will involve using a combination of Fourier and Laplace transform techniques to transform the original PDE to corresponding system which can be solved using methods we outline. We make the following assumptions about this density function:

\[
\lim_{x \to \pm\infty} U(\tau, x, v) = \lim_{x \to \pm\infty} \frac{\partial U}{\partial x} = 0, \tag{1.3.1}
\]
\[
\lim_{v \to \infty} U(\tau, x, v) = \lim_{v \to \infty} \frac{\partial U}{\partial v} = 0, \tag{1.3.2}
\]
\[
\lim_{v \to 0} U(\tau, x, v) = 0. \tag{1.3.3}
\]

Such assumptions are made since by their nature, transition density functions and their derivatives converge to zero as their underlying processes assume larger values.

We present the definitions of Fourier and Laplace transforms below. We further assume that the density function, \(U(\tau, x, v)\) is twice differentiable with respect to both \(x\) and \(v\).

In Chapter 2 we operate under the GBM assumption implying that the \(v\) – vector will be constant. When considering American option pricing under multiple stochastic

\(^2\)Here, \(x = (x_1, \cdots, x_n)\) is a vector of log underlying asset prices and \(v = (v_1, \cdots, v_n)\) is a vector of instantaneous variances on the respective assets.
volatility processes in Chapters 3 and 4 the underlying asset vector, \( x \) will be a scalar as we consider only one asset.

1.3.1. The Fourier and Laplace Transforms.

**Definition 1.3.1.** The Fourier transform of a function \( U(\tau, x, v) \) with respect to the vector \( x \) is defined as

\[
\mathcal{F}\{U(\tau, x, v)\} = \int_{\mathbb{R}^n} e^{i\eta \cdot x} U(\tau, x, v) dx =: \hat{U}(\tau, \eta, v),
\]

where \( i \) is the complex number and \( \eta \) is the transform argument.

**Definition 1.3.2.** The inverse Fourier transform of \( \hat{U}(\tau, \eta, v) \) is represented as

\[
\mathcal{F}^{-1}\{\hat{U}(\tau, \eta, v)\} = \frac{1}{(2\pi)^n} \int_{\mathbb{R}^n} e^{-i\eta \cdot x} \hat{U}(\tau, \eta, v) d\eta = U(\tau, x, v).
\]

**Definition 1.3.3.** The Laplace transform of a function \( \hat{U}(\tau, \eta, v) \) with respect to the vector \( v \) is defined as

\[
\mathcal{L}\{\hat{U}(\tau, \eta, v)\} = \int_{\mathbb{R}_+^n} e^{-s \cdot v} \hat{U}(\tau, \eta, v) dv =: \tilde{U}(\tau, \eta, s),
\]

where \( s \) is a vector of complex variables whenever the improper integral exists.

The necessary conditions for Definition 1.3.3 to hold are that for every fixed \( s > 0 \) and \( \tau > 0 \) the functions \( e^{-s \cdot v} \hat{U}(\tau, \eta, v) \) and \( e^{-s \cdot v} \frac{\partial \hat{U}}{\partial \tau}(\tau, \eta, v) \) should be integrable over \( 0 < s < \infty \), and this uniformly in every interval \( 0 < \tau < T \), which we will assume. We also assume that the Laplace transform of \( \frac{\partial \hat{U}}{\partial \tau}(\tau, \eta, v) \) exists and can be obtained by formal differentiation of equation (1.3.6).
**Definition 1.3.4.** The inverse Laplace transform\(^3\) of the function \(\tilde{U}(\tau, \eta, s)\) with respect to \(s\) is defined as

\[
\mathcal{L}^{-1}\{\tilde{U}(\tau, \eta, s)\} = \frac{1}{(2\pi i)^n} \int_{c-i\infty}^{c+i\infty} e^{sv} \tilde{U}(\tau, \eta, s) ds =: \hat{U}(\tau, \eta, v),
\]

where the integral may be multidimensional and \(c > d\) for some real vector \(d\) and \(\tilde{U}(\tau, \eta, s)\) is analytic for\(^4\) \(Re(s) > d\).

**1.3.2. Duhamel’s Principle.** In most cases we will be making use of an important result for the representation of the general solution of inhomogeneous PDEs. This result is stated below.

**Proposition 1.3.1.** (Duhamel’s principle) Consider the one dimensional inhomogeneous parabolic PDE of the form

\[
\frac{\partial C}{\partial \tau} = \mathcal{L}C + f(\tau, x),
\]

where \(\mathcal{L}\) is a parabolic partial differential operator (which will be made explicit in particular applications) and solved subject to the initial condition

\[
C(0, x) = \phi(x).
\]

Let \(U(\tau, x)\) be the transition probability density function which is the solution to

\[
\frac{\partial U}{\partial \tau} = \mathcal{L}U,
\]

subject to the initial condition

\[
U(0, x) = \delta(x - x_0),
\]

\(^3\)In this thesis we will not evaluate directly the inverse Laplace transform from this definition as we will make use of those tabulated in Abramowitz and Stegun (1964).

\(^4\)\(Re(s) > d\) specifies the region in which \(\tilde{U}(\tau, \eta, s)\) is analytic.
then the solution of equation (1.3.8) can be represented as

\[ C(\tau, x) = \int_{-\infty}^{\infty} \phi(y)U(\tau, x - y)dy + \int_{0}^{\tau} \int_{-\infty}^{\infty} f(\xi, y)U(\tau - \xi, x - y)dyd\xi. \]

Proof: The proof of this proposition can be found in Logan (2004).

The multi-dimensional version of Duhamel’s principle can be readily derived as shown in Appendix 2.2. More details about Duhamel’s principle can be found in Logan (2004).

1.4. Properties of American Spread Call Options

An American spread call option, \( V(t, S_1, S_2) \), is a contract written on two underlying assets, \( S_1 \) and \( S_2 \) whose payoff can be represented as \( v(S_1, S_2) = \max(S_1 - S_2 - K, 0) \), where \( K \) is the strike price and \( t \) is the current time. As highlighted before, American style option contracts can be exercised anytime prior to maturity. Due to this early exercise feature, the price \( V(t, S_1, S_2) \) of the American spread call option should be at least the same as the payoff function \( v(S_1, S_2) \). This leads to the early exercise constraint \( V(t, S_1, S_2) \geq v(S_1, S_2) \). It is not known a priori where this constraint is active thus making derivation of analytical formulas for the price and corresponding hedge ratios generally intractable. The point at which this constraint becomes active is termed the early/immediate exercise boundary. We will denote this early exercise boundary of the American spread call option as \( S_1 = b(t, S_2) \). By setting \( \tau = T - t \) where \( T \) is the expiry time, the American spread call option satisfies the linear complementarity problem

\[
\mathcal{L}V - rV - \frac{\partial V}{\partial \tau} \geq 0, \quad \text{for all } \tau \in [0, T], \quad S_1 \geq 0, \quad S_2 \geq 0, \quad (1.4.1)
\]

\[
V(\tau, S_1, S_2) \geq v(S_1, S_2), \quad \text{for all } \tau \in [0, T], \quad S_1 \geq 0, \quad S_2 \geq 0, \quad (1.4.2)
\]
where

\[
\mathcal{L} = (r - q_1)S_1 \frac{\partial}{\partial S_1} + (r - q_2)S_2 \frac{\partial}{\partial S_2} + \frac{1}{2} \sigma_1^2 S_1 \frac{\partial^2}{\partial S_1^2} + (r - q_2)S_2 \frac{\partial^2}{\partial S_2^2} + \frac{1}{2} \sigma_2^2 S_2 \frac{\partial^2}{\partial S_2^2} + \rho \sigma_1 \sigma_2 S_1 \frac{\partial^2}{\partial S_1 \partial S_2} + \frac{1}{2} \sigma_2^2 S_2 \frac{\partial^2}{\partial S_2^2}. \tag{1.4.3}
\]

is the Black-Scholes partial differential operator. Here, \( r \) is the risk-free rate of interest, \( q_1 \) and \( q_2 \) are the continuously compounded dividend yields of \( S_1 \) and \( S_2 \) respectively, \( \rho \) is the correlation between the two underlying assets and should be chosen such that \( |\rho| < 1 \), and \( \sigma_1 \) and \( \sigma_2 \) are the constant volatilities associated with \( S_1 \) and \( S_2 \) respectively. Boundary conditions are imposed on equations (1.4.1) and (1.4.2) such that

\[
V(\tau, 0, S_2) = 0 \quad \text{and} \quad V(\tau, S_1, 0) = \max(S_1 - K, 0). \tag{1.4.4}
\]

On the far-field, the asymptotic behaviour of \( V(\tau, S_1, S_2) \) is given by

\[
\lim_{S_1 \to \infty} \frac{\partial V}{\partial S_1}(\tau, S_1, S_2) = 0 \quad \text{and} \quad \lim_{S_2 \to \infty} \frac{\partial V}{\partial S_2}(\tau, S_1, S_2) = 0. \tag{1.4.5}
\]

Due to the early exercise constraint we introduced earlier, we can then divide the set \( \{(\tau, S_1, S_2); 0 \leq \tau \leq T, S_1 \geq 0, S_2 \geq 0\} \) into two regions, namely; the stopping set

\[
\mathcal{S} = \{ (\tau, S_1, S_2); V(\tau, S_1, S_2) = (S_1 - S_2 - K)^+ \}, \tag{1.4.6}
\]

and the continuation set

\[
\mathcal{C} = \{ (\tau, S_1, S_2); V(\tau, S_1, S_2) > (S_1 - S_2 - K)^+ \}. \tag{1.4.7}
\]

The surface of \( S_1 = b(\tau, S_2) \) forms the boundary between \( \mathcal{C} \) and \( \mathcal{S} \) and belongs to the set of stopping times \( \mathcal{S} \). Shreve (2000) shows that equality holds in equation (1.4.1) for \( (\tau, S_1, S_2) \in \mathcal{C} \) provided that \( \tau \neq T \). For \( (\tau, S_1, S_2) \in \mathcal{S} \) a strict inequality holds in equation (1.4.1) except on the surface \( S_1 = b(\tau, S_2) \) where the equality holds in (1.4.1).
Now, for \( S_1 \geq b(\tau, S_2) \) we have

\[
\frac{\partial V}{\partial \tau} = \mathcal{L}V - rV + q_1S_1 - q_2S_2 - rK. \tag{1.4.8}
\]

Also, for \( S_1 \geq b(\tau, S_2) \) we have \( V(\tau, S_1, S_2) = S_1 - S_2 - K \) such that\(^5\)

\[
\lim_{S_1 \to b(\tau, S_2)} \frac{\partial V}{\partial S_1}(\tau, S_1, S_2) = 1 \quad \text{and} \quad \lim_{S_1 \to b(\tau, S_2)} \frac{\partial V}{\partial S_2}(\tau, S_1, S_2) = -1, \quad 0 < \tau \leq T. \tag{1.4.9}
\]

The two equations in (1.4.9) are popularly termed smooth pasting conditions as they guarantee continuity of the pricing function at the early exercise boundary and thus eliminate the possibility of arbitrage opportunities. Given the above arguments, the American spread call option price solves the following partial differential equation

\[
\frac{\partial V}{\partial \tau} = \mathcal{L}V - rV, \tag{1.4.10}
\]

where \( 0 < S_1 < b(\tau, S_2) \), and \( 0 < S_2 < \infty \). The PDE (1.4.10) is solved subject to the initial and boundary conditions

\[
V(0, S_1, S_2) = (S_1 - S_2 - K)^+, \quad 0 < S_1, S_2 < \infty, \tag{1.4.11}
\]

\[
V(\tau, 0, S_2) = 0, \quad \tau \geq 0, \tag{1.4.12}
\]

\[
V(\tau, S_1, 0) = (S_1 - K)^+, \quad \tau \geq 0, \tag{1.4.13}
\]

\[
V(\tau, b(\tau, S_2), S_2) = b(\tau, S_2) - S_2 - K, \quad \tau \geq 0, \tag{1.4.14}
\]

\[
\lim_{S_1 \to b(\tau, S_2)} \frac{\partial V}{\partial S_1}(\tau, S_1, S_2) = 1, \quad \lim_{S_1 \to b(\tau, S_2)} \frac{\partial V}{\partial S_2}(\tau, S_1, S_2) = -1, \quad \tau \geq 0, \tag{1.4.15}
\]

\[
\lim_{S_1 \to \infty} \frac{\partial V}{\partial S_1}(\tau, S_1, S_2) = 0 \quad \text{and} \quad \lim_{S_2 \to \infty} \frac{\partial V}{\partial S_2}(\tau, S_1, S_2) = 0. \tag{1.4.16}
\]

In Chapter 2, we will present a technique for solving the PDE (1.4.10) using Fourier transform techniques.

\(^5\)Note that \( \tau = T - t \) is the time to maturity.
CHAPTER 2

Fourier Transform Approach for American Options on Two Assets

2.1. Introduction

The initial attempt at the pricing of American options is presented in McKean (1965) where the valuation problem is presented as a free-boundary value problem. Due to the fact that the free boundary causes a consideration of the pricing partial differential equation (PDE) on a bounded interval, McKean uses incomplete Fourier transforms to transform the pricing partial differential equation (PDE) to a corresponding ordinary differential equation (ODE). No numerical results are presented in his paper but an exposition on how to tackle the problem is highlighted. A refinement of McKean’s approach is presented in Chiarella and Ziogas (2004,2005) who provide numerical results for the American call and strangle options respectively. The transform techniques prove to be very effective in transforming the PDEs to solvable ODEs. However, there has not been much focus on multifactor American options due to the high computational complexity and the curse of dimensionality.

In this chapter we attempt to extend the Fourier transform approach of McKean (1965) to the pricing of American options written on two underlying assets. We differ from McKean’s approach in that we first transform the homogeneous pricing PDE to a corresponding inhomogeneous PDE by using the techniques of Jamshidian (1992). By making use of Duhamel’s principle, we then present the general solution of the inhomogeneous PDE which depends on the yet to be determined transition density function for the two stochastic processes driving the dynamics of the underlying assets. It is
well known that the transition density function is the solution of the associated backward Kolmogorov PDE. With this knowledge, we derive and transform this PDE to a corresponding ODE by using complete Fourier transforms. The ODE is then solved by the integrating factor method, a familiar technique for solving such ODEs.

This chapter is organized as follows, Section 2.2 outlines the problem statement. It is in this section where we derive the general solution for the price of an American option written on two underlying assets. The associated PDE for the density function is also presented. We apply the Fourier transform to the PDE for the density function in Section 2.3. The resulting ODE is then solved using the integrating factor method. Once the solution is found, we then apply an inverse Fourier transform as detailed in Section 2.4. The inverse Fourier transform generates the explicit representation of the transition density function. In Section 2.5 we provide the full price representation. Having found the general pricing function, we present the American spread option example in Section 2.6. Details of numerical implementation of the American spread option are presented in Section 2.8. We compare our results with three existing methods, namely the Monte Carlo algorithm of Ibáñez and Zapatero (2004), the Fourier space time-stepping method of Jackson et al. (2008) and the method of lines approach first applied to option pricing in Meyer and van der Hoek (1997). Details for the implementation of the method of lines algorithm are discussed in Chapter 5. The numerical algorithm for the Monte Carlo method is outlined in Section 2.9. We provide numerical examples for the spread option in Section 2.10. Concluding remarks are then presented in Section 2.12.

2.2. Problem Statement of the American Option written on Two Assets

Let \( V(t, S_1, S_2) \) be the price of an American option written on two underlying assets, \( S_1 \) and \( S_2 \) at current time, \( t \). The two underlying assets pay continuously compounded dividend yields \( q_1 \) and \( q_2 \) per unit time respectively in a market with constant rate
of interest, denoted as \( r \). The payoff at maturity of the option contract is denoted as \( v(S_1, S_2) \). We assume that under the real world probability measure, \( \mathbb{P} \), the underlying assets are driven by the geometric Brownian motion processes

\[
\begin{align*}
    dS_1 &= \mu_1 S_1 dt + \sigma_1 S_1 dZ_1, \\
    dS_2 &= \mu_2 S_2 dt + \sigma_2 S_2 dZ_2,
\end{align*}
\]  

(2.2.1)

where \( t \) denotes the current time, \( \mu_1 \) and \( \mu_2 \) are the instantaneous returns per unit time on \( S_1 \) and \( S_2 \) respectively, \( \sigma_1 \) and \( \sigma_2 \) are the corresponding constant volatilities, and \( Z_1 \) and \( Z_2 \) are correlated Wiener processes such that, \( \mathbb{E}(dZ_1dZ_2) = \rho dt \). To avoid trivial cases, we assume that \( |\rho| < 1 \).

It is more convenient to work with independent rather than correlated Wiener processes, so we apply the Cholesky decomposition to the joint SDE system in (2.2.1) which allow us to express it in terms of independent Wiener processes\(^2\). Effecting this transformation to the SDE system we obtain

\[
\begin{align*}
    dS_1 &= \mu_1 S_1 dt + \sigma_1 S_1 dW_1 \\
    dS_2 &= \mu_2 S_2 dt + \sigma_2 \rho S_2 dW_1 + \sigma_2 \sqrt{1 - \rho^2} S_2 dW_2,
\end{align*}
\]  

(2.2.2)

where \( W_1 \) and \( W_2 \) are two independent Wiener processes. The SDE system (2.2.2) represents the real world evolution of \( S_1 \) and \( S_2 \) and we denote the associated real world probability measure as \( \mathbb{P} \).

---

\(^1\)This is the general payoff function for any option contract which is not path dependent written on two underlying assets. By path dependency we mean exotic payoffs such as barrier, lookback and Asian options among others. We will provide the spread option example in this chapter.

\(^2\)This is accomplished by setting

\[
\begin{align*}
    dZ_1 &= dW_1 \\
    dZ_2 &= \rho dW_1 + \sqrt{1 - \rho^2} dW_2.
\end{align*}
\]
2.2. PROBLEM STATEMENT OF THE AMERICAN OPTION WRITTEN ON TWO ASSETS

**Proposition 2.2.1.** By setting $\tau = T - t$ where $T$ is the maturity time, the value of an American option contract, $V(\tau, S_1, S_2)$, written on $S_1$ and $S_2$ satisfies the PDE

$$\frac{\partial V}{\partial \tau} = \mathcal{L} V - rV,$$

(2.2.3)

where $\mathcal{L}$ is a differential operator associated with the processes deriving $S_1$ and $S_2$ and is defined as

$$\mathcal{L} = (r - q_1)S_1 \frac{\partial}{\partial S_1} + (r - q_2)S_2 \frac{\partial}{\partial S_2} + \frac{1}{2} \sigma_1^2 S_1^2 \frac{\partial^2}{\partial S_1^2} + \rho \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2}{\partial S_1 \partial S_2} + \frac{1}{2} \sigma_2^2 S_2^2 \frac{\partial^2}{\partial S_2^2}. $$

(2.2.4)

Equation (2.2.3) is solved subject to the terminal and boundary conditions

$$V(0, S_1, S_2) = v(S_1, S_2), \quad 0 < S_1, S_2 < \infty,$$

(2.2.5)

$$V(\tau, 0, 0) = 0, \quad \tau \geq 0.$$

(2.2.6)

The pricing partial differential equation (2.2.3) has to satisfy smooth-pasting and value matching conditions which are enforced to eliminate arbitrage opportunities. Such conditions are payoff specific. The smooth pasting conditions guarantee continuity of the first derivatives of the American option prices with respect to the underlying assets at the free-boundary.

**Proof:** Refer to Appendix 2.1. □

**Remark 2.2.1.** Strictly speaking we should use different symbols to denote $V(T - \tau, S_1, S_2)$ and $V(\tau, S_1, S_2)$, but for convenience we use the same symbol.

**Remark 2.2.2.** The smooth pasting conditions are payoff specific. For instance, when considering the American spread call option, we have demonstrated in Section 1.4 that smooth pasting conditions are imposed such that

$$\lim_{S_1 \to b(\tau, S_2)} \frac{\partial V}{\partial S_1} = 1,$$

(2.2.7)
and

\[ \lim_{S_1 \to b(\tau, S_2)} \frac{\partial V}{\partial S_2} = -1, \]  

(2.2.8)

where \( S_1 = b(\tau, S_2) \) is the early exercise boundary which needs to be determined as part of the solution and this will be handled later in the chapter when we consider the American spread call option example.

The early exercise and continuation regions will be payoff specific as we will demonstrate in later sections when we present the American spread option example. Condition (2.2.5) is the payoff at maturity of the option contract while equation (2.2.6) specifies that the price of the American option is zero if the underlying asset values are zero. The underlying asset domains of the PDE (2.2.3) are usually defined in restricted domains which are payoff specific. Such restricted domains pose formidable challenges when trying to solve PDEs like (2.2.3) subject to the relevant initial and boundary conditions.

One alternative for bypassing the challenges associated with the restricted underlying asset domains is to apply the techniques of Jamshidian (1992) which transforms equation (2.2.3) to a corresponding inhomogeneous PDE which is defined on an unbounded underlying asset domain.

**Proposition 2.2.2.** The PDE (2.2.3) can be alternatively represented as

\[ \frac{\partial V}{\partial \tau} = \mathcal{L}V - rV + g(\tau, S_1, S_2), \]  

(2.2.9)

where

\[ g(\tau, S_1, S_2) = 1_{\{Y \geq 0\}} [rv - \mathcal{L}v(S_1, S_2)]. \]  

(2.2.10)
Here as before $v(S_1, S_2)$ is the general payoff function, $0 < S_1, S_2 < \infty$, and $\mathcal{Y}$ is the event that $S_1$ and $S_2$ fall in the early exercise region. The formula $1_{\{\mathcal{Y} \geq 0\}}$ is an indicator function whose value is one if the event $\mathcal{Y} \geq 0$ or zero otherwise and if $\mathcal{Y} \geq 0$, it is then optimal to exercise the American option early. Equation (2.2.9) is to be solved subject to the conditions in equations (2.2.5)-(2.2.6). Smooth pasting and value matching conditions are also imposed as highlighted in Section 1.4 and Proposition 2.2.1 to guarantee continuity of the pricing function at the early exercise boundary.

**Proof:** At each time instant, $\tau$, there exists an optimal early exercise boundary point above\(^3\) which the option can be exercised, that is $V(\tau, S_1, S_2) = v(S_1, S_2)$. When it is optimal to exercise the American option Jamshidian (1992) has shown that

$$\frac{\partial V}{\partial \tau} = \mathcal{L}V - rV + rv - \mathcal{L}v(S_1, S_2).$$  

(2.2.11)

If it is not optimal to exercise, the option will be held and satisfies the PDE

$$\frac{\partial V}{\partial \tau} = \mathcal{L}V - rV.$$  

(2.2.12)

Combining equations (2.2.11) and (2.2.12) and also using the fact that the pricing function $V(\tau, S_1, S_2)$ is continuously differentiable at the early exercise boundary we obtain the result in equation (2.2.9).

**Remark 2.2.3.** In the American spread call option case, the inequality $\mathcal{Y} \geq 0$ is equivalent to $S_1 \geq b(\tau, S_2)$.

The bounds for the underlying assets are now defined in the entire positive real axis. Instead of solving the homogeneous PDE (2.2.3) on a restricted asset domain, we

\(^3\)The early exercise boundaries are payoff specific. For example, if we are dealing with the American spread call option case, we have shown that the early exercise boundary point above which the call option can be exercised is represented as $S_1 = b(\tau, S_2)$. By making use of the value matching condition we end up with the equation $V(\tau, b(\tau, S_2), S_2) = v(b(\tau, S_2), S_2)$. 
are now faced with solving the inhomogeneous PDE (2.2.9) on an unrestricted asset domain.

Also associated with the SDE system (2.2.2) is the bivariate transition density function\(^4\) which we denote here as\(^5\), \(G(\tau, S_1, S_2; S_{1,0}, S_{2,0})\) and this represents the transition probability density function for the passage from the state \((S_1, S_2)\) at time-to-maturity \(\tau\) to \((S_{1,0}, S_{2,0})\) at maturity. The transition density function is a solution of the backward Kolmogorov PDE

\[
\frac{\partial G}{\partial \tau} = \mathcal{L}G. \tag{2.2.13}
\]

Equation (2.2.13) is solved subject to the initial condition

\[
G(0, S_1, S_2; S_{1,0}, S_{2,0}) = \delta(S_1 - S_{1,0})\delta(S_2 - S_{2,0}),
\]

where \(\delta(\cdot)\) is the Dirac delta function.

We can nicely represent the general solution of the inhomogeneous PDE (2.2.9) by first switching to log-underlying asset space variables. This is accomplished by letting \(S_j = e^{x_j}\) for \(j = 1, 2\) and setting

\[
C(\tau, x_1, x_2) \equiv V(\tau, e^{x_1}, e^{x_2}), \quad c(x_1, x_2) \equiv v(e^{x_1}, e^{x_2}), \quad f(\tau, x_1, x_2) \equiv g(\tau, e^{x_1}, e^{x_2}), \tag{2.2.14}
\]

such that equation (2.2.9) becomes

\[
\frac{\partial C}{\partial \tau} = \mathcal{M}C - rC + f(\tau, x_1, x_2), \tag{2.2.15}
\]

where \(\mathcal{M}\) is a partial differential operator defined as

---

\(^4\)Sometimes called the Green's function.

\(^5\)Here \(S_{1,0}\) and \(S_{2,0}\) are the values of \(S_1\) and \(S_2\) at maturity.
2.2. PROBLEM STATEMENT OF THE AMERICAN OPTION WRITTEN ON TWO ASSETS

\[ M = \left( r - q_1 - \frac{1}{2} \sigma_1^2 \right) \frac{\partial}{\partial x_1} + \left( r - q_2 - \frac{1}{2} \sigma_2^2 \right) \frac{\partial}{\partial x_2} + \frac{1}{2} \sigma_1^2 \frac{\partial^2}{\partial x_1^2} + \frac{1}{2} \sigma_2^2 \frac{\partial^2}{\partial x_2^2} + \rho \sigma_1 \sigma_2 \frac{\partial^2}{\partial x_1 \partial x_2} + \frac{1}{2} \sigma_2^2 \frac{\partial^2}{\partial x_2^2}. \]  

(2.2.16)

The corresponding initial and boundary conditions become

\[ C(0, x_1, x_2) = c(x_1, x_2), \quad -\infty < x_1, x_2 < \infty, \]  

(2.2.17)

\[ C(\tau, -\infty, -\infty) = 0, \quad \tau \geq 0. \]  

(2.2.18)

Applying similar transformations to the transition density partial differential equation and setting \( U(\tau, x_1, x_2; x_{1,0}, x_{2,0}) \equiv G(\tau, e^{x_1}, e^{x_2}; e^{x_{1,0}}, e^{x_{2,0}}) \) we obtain

\[ \frac{\partial U}{\partial \tau} = MU. \]  

(2.2.19)

Equation (2.2.19) is solved subject to the initial condition

\[ U(0, x_1, x_2) = \delta(x_1 - x_{1,0})\delta(x_2 - x_{2,0}). \]  

(2.2.20)

For convenience we will write \( U(\tau, x_1, x_2) \) to denote the transition density function unless otherwise explicitly specified. We are now in a position to present the general solution of the PDE (2.2.15) as stated in the proposition below.

**Proposition 2.2.3.** By considering the American spread call option payoff, the solution (see Proposition 1.3.1) of the inhomogeneous PDE (2.2.15) can be represented as

\[ C(\tau, x_1, x_2) = C_E(\tau, x_1, x_2) + C_P(\tau, x_1, x_2), \]  

(2.2.21)

where

\[ C_E(\tau, x_1, x_2) = e^{-\tau \tau} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (e^{u_1} - e^{u_2} - K)^+ U(\tau, x_1, x_2; u_1, u_2) du_1 du_2, \]
and
\[
C_P(\tau, x_1, x_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left(q_1 e^{u_1} - q_2 e^{u_2} - rK\right)U(\tau - \xi, x_1, x_2; u_1, u_2)du_1du_2d\xi.
\]

Here, \(K\) is the strike price of the option contract and \(b(\tau, e^{x_2})\) is the optimal early exercise boundary which need to be implicitly determined as part of the solution.

The first component of equation (2.2.21) is the European option component whilst the second component is the early exercise premium.

**Proof:** Refer to Appendix 2.2.

**Corollary 2.2.4.** Following the results of Proposition 2.2.3, the general solution (see Proposition 1.3.1) of the inhomogeneous PDE (2.2.15) applicable to any continuous payoff function can be represented as

\[
C(\tau, x_1, x_2) = C_E(\tau, x_1, x_2) + C_P(\tau, x_1, x_2),
\]

where
\[
C_E(\tau, x_1, x_2) = e^{-r\tau} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} c(u_1, u_2)U(\tau, x_1, x_2; u_1, u_2)du_1du_2,
\]

and
\[
C_P(\tau, x_1, x_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\xi, u_1, u_2)U(\tau - \xi, x_1, x_2; u_1, u_2)du_1du_2d\xi.
\]

Equations (2.2.21) and (2.2.22) are expressed in terms of the transition density function, \(U(\tau, x_1, x_2; u_1, u_2)\) which is the solution of the PDE (2.2.19) subject to the initial condition in equation (2.2.20). This PDE needs to be solved in order for us to have an explicit representation of the option price. Note that by presenting the solution in Proposition 2.2.3 we have managed to transform a free-boundary value problem to one of solving the homogeneous PDE for the density function which is a relatively simpler task to handle as we will demonstrate in the coming sections. In solving (2.2.19) we will
first make use of Fourier transform techniques to reduce the PDE to a corresponding ODE whose solution can be readily found by using the integrating factor method. We will present a step-by-step procedure for solving the homogeneous PDE.

### 2.3. Applying the Fourier Transform

Given Definition 1.3.1 of the Fourier transform, we can apply this to the transition density PDE (2.2.19) so as to obtain the corresponding ODE for the Fourier transform.

**Proposition 2.3.1.** By applying the Fourier transform definition given in equation (1.3.4) to the PDE (2.2.19) we find that $\hat{U}(\tau, \eta_1, \eta_2)$ satisfies the ODE

$$
\frac{\partial \hat{U}}{\partial \tau}(\tau, \eta_1, \eta_2) + (i\eta_1 \kappa_1 + i\eta_2 \kappa_2 + \frac{1}{2} \sigma_1^2 \eta_1^2 + \eta_1 \eta_2 \rho \sigma_1 \sigma_2 + \frac{1}{2} \sigma_2^2 \eta_2^2) \hat{U}(\tau, \eta_1, \eta_2) = 0,
$$

where

$$
\kappa_1 = r - q_1 - \frac{1}{2} \sigma_1^2 \quad \text{and} \quad \kappa_2 = r - q_2 - \frac{1}{2} \sigma_2^2.
$$

Equation (2.3.1) is to be solved subject to the initial condition

$$
\hat{U}(0, \eta_1, \eta_2) = e^{i\eta_1 x_{1,0} + i\eta_2 x_{2,0}}.
$$

**Proof:** Refer to Appendix 2.3. □

The ODE (2.3.1) can be solved by applying the integrating factor method. We present the solution in the proposition below.

**Proposition 2.3.2.** The solution of the ODE (2.3.1) can be represented as

$$
\hat{U}(\tau, \eta_1, \eta_2) = \hat{U}(0, \eta_1, \eta_2) \hat{K}(\tau, \eta_1, \eta_2),
$$

where

$$
\hat{K}(\tau, \eta_1, \eta_2) = e^{i \kappa_1 \tau + i \kappa_2 \eta_1 + i \eta_1 \eta_2 \rho \sigma_1 \sigma_2 + \frac{1}{2} \sigma_1^2 \eta_1^2 + \frac{1}{2} \sigma_2^2 \eta_2^2}.
$$
where

\[ \hat{K}(\tau, \eta_1, \eta_2) = \exp \left\{ - \left[ i\eta_1 \kappa_1 + i\eta_2 \kappa_2 + \frac{1}{2} \sigma_1^2 \eta_1^2 + \eta_1 \eta_2 \rho \sigma_1 \sigma_2 + \frac{1}{2} \sigma_2^2 \eta_2^2 \right] \tau \right\}. \]

**Proof:** Refer to Appendix 2.4. \( \square \)

### 2.4. Inverting the Fourier Transform

We have managed to solve the ODE for \( \hat{U}(\tau, \eta_1, \eta_2) \), the next step is to recover the original quantity \( U(\tau, x_1, x_2) \). This is accomplished by applying the Fourier inversion theorem to equation (2.3.4). We present this result in the proposition below.

**Proposition 2.4.1.** By using Definition 1.3.2, the inverse Fourier transform of equation (2.3.4) can be represented as

\[
U(\tau, x_1, x_2) = \frac{1}{2\pi \sigma_1 \sigma_2 \sqrt{1 - \rho^2}} \exp \left\{ -\frac{1}{2\tau(1 - \rho^2)} \left[ \left( \frac{x_1 - x_{1,0} + \kappa_1 \tau}{\sigma_1} \right)^2 \right. \right. \\
\left. \left. -2\rho \left( \frac{x_1 - x_{1,0} + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - x_{2,0} + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - x_{2,0} + \kappa_2 \tau}{\sigma_2} \right)^2 \right] \right\}. \tag{2.4.1}
\]

**Proof:** Refer to Appendix 2.5. \( \square \)

Equation (2.4.1) is the explicit form of the bivariate transition density function of the two underlying stochastic processes. Of course it could have been written down as a well known result (see for instance Wilmott (2006) or Wystup (2009) ), however we believe it is useful to give full details as they illustrate the power of the Fourier transform technique. We will use Fourier transform techniques in later chapters of this thesis for situations in which the transition density function is not known. Given this density function we can now price option contracts written on these two underlying assets whose dynamics evolve according to the system of equations in (2.2.2).
2.5. The American Option Price

In this section we re-state the results presented in Proposition 2.2.3 for the American option price in terms of the explicit bivariate density function as provided in equation (2.4.1). The American option price can be represented as

\[ C(\tau, x_1, x_2) = C_E(\tau, x_1, x_2) + C_P(\tau, x_1, x_2), \quad (2.5.1) \]

with

\[
C_E(\tau, x_1, x_2) = \frac{e^{-r\tau}}{2\pi\sigma_1\sigma_2\tau\sqrt{1-\rho^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} c(u_1, u_2) \exp \left\{ \frac{-1}{2\tau(1-\rho^2)} \left[ \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right]^2 ight\} du_1 du_2, \quad (2.5.2) 
\]

and

\[
C_P(\tau, x_1, x_2) = \int_{0}^{\tau} \frac{e^{-r(\tau-\xi)}}{2\pi\sigma_1\sigma_2(\tau-\xi)\sqrt{1-\rho^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\xi, u_1, u_2) \times \exp \left\{ \frac{-1}{2(\tau-\xi)(1-\rho^2)} \left[ \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right]^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right) \times \left( \frac{x_2 - u_2 + \kappa_2(\tau-\xi)}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2(\tau-\xi)}{\sigma_2} \right)^2 \right\} du_1 du_2 d\xi. \quad (2.5.3) 
\]

As highlighted in Proposition 2.2.3, the first component of equation (2.5.1) is the European option component whilst the second component is the early exercise premium component. The option will be exercised early only if it is optimal to do so. We can use the representation in equation (2.5.1) to specify any payoff function involving the two underlying assets to obtain the corresponding option price. As stated before, we will implement the American spread call option example, details of which are given in the next section.
2.6. Price of the American Spread Option

In this section we consider the pricing of an American spread call option whose payoff is known to be \( c(x_1, x_2) = \max(0, e^{x_1} - e^{x_2} - K) \), where \( K \) is the strike price. By substituting this payoff function into equation (2.5.1) we can represent the American spread call option price as

\[
C^S(\tau, x_1, x_2) = \frac{-e^{-r\tau}}{2\pi \sigma_1 \sigma_2 \sigma_2 \tau \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( e^{u_1} - e^{u_2} - K \right)^+ \exp \left\{ \frac{-1}{2r(1 - \rho^2)} \left[ \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right)^2 \right] \right\} du_1 du_2
\]

\[
+ \int_0^{\tau} r e^{-r(\tau - \xi)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left( q_1 e^{u_1} - q_2 e^{u_2} - rK \right) \exp \left\{ \frac{-1}{2(1 - \rho^2)(\tau - \xi)} \right\} du_1 du_2 d\xi.
\]

Here, \( x_1 = \ln B(\tau, x_2) \equiv \ln b(\tau, e^{x_2}) \) is the early exercise surface of the American spread call option which needs to be determined as part of the solution. It is the calculation of this component which makes the pricing of American options a formidable task. The two dimensional nature of \( B(\tau, x_2) \) makes the valuation problem even harder compared to options written on a single underlying asset. The above pricing equation can be simplified further by evaluating the integral with respect to \( u_1 \). We present the result in the proposition below.

**Proposition 2.6.1.** The value of the American spread call option can be expressed as

\[
C^S(\tau, x_1, x_2) = C^S_E(\tau, x_1, x_2) + C^S_P(\tau, x_1, x_2),
\]

(2.6.2)
where

\[
C_E^S(\tau,x_1,x_2) = \frac{e^{x_1-q_1\tau}}{\sigma_2\sqrt{2\pi\tau}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{[x_2 - u_2 + \kappa_2\tau + \rho\sigma_1\sigma_2\tau]^2}{2\sigma_2^2\tau} \right\} \mathcal{N}(d_1[\tau,x_1,K_1(u_2)]) \, du_2 \\
- \frac{e^{x_2-q_2\tau}}{\sigma_2\sqrt{2\pi\tau}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{[x_2 - u_2 + \kappa_2\tau + \sigma_2^2\tau]^2}{2\sigma_2^2\tau} \right\} \mathcal{N}(d_2[\tau,x_1,K_1(u_2)]) \, du_2 \\
- \frac{Ke^{-\tau\rho}}{\sigma_2\sqrt{2\pi\tau}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{(x_2 - u_2 + \kappa_2\tau)^2}{2\sigma_2^2}\right\} \mathcal{N}(d_2[\tau,x_1,K_1(u_2)]) \, du_2, \tag{2.6.3}
\]

with

\[ K_1(u_2) = e^{u_2} + K, \]

and

\[
C_P^S(\tau,x_1,x_2) = \int_0^\tau \frac{q_1e^{x_1-q_1(\tau-\xi)}}{\sigma_2\sqrt{2\pi(\tau-\xi)}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{[x_2 - u_2 + \kappa_2(\tau-\xi) + \rho\sigma_1\sigma_2(\tau-\xi)]^2}{2\sigma_2^2(\tau-\xi)} \right\} \\
\times \mathcal{N}(d_1[(\tau-\xi),x_1,B(\xi,u_2)]) \, du_2 \, d\xi \\
- \int_0^\tau \frac{q_2e^{x_2-q_2(\tau-\xi)}}{\sigma_2\sqrt{2\pi(\tau-\xi)}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{[x_2 - u_2 + \kappa_2(\tau-\xi) + \sigma_2^2(\tau-\xi)]^2}{2\sigma_2^2(\tau-\xi)} \right\} \\
\times \mathcal{N}(d_2[(\tau-\xi),x_1,B(\xi,u_2)]) \, du_2 \, d\xi \\
- \int_0^\tau \frac{rKe^{-r(\tau-\xi)}}{\sigma_2\sqrt{2\pi(\tau-\xi)}} \int_{-\infty}^{\infty} \exp \left\{ - \frac{(x_2 - u_2 + \kappa_2(\tau-\xi))^2}{2\sigma_2^2(\tau-\xi)} \right\} \\
\times \mathcal{N}(d_2[(\tau-\xi),x_1,B(\xi,u_2)]) \, du_2 \, d\xi. \tag{2.6.4}
\]

Here

\[ d_1[\tau,x_1,K_1(u_2)] = \frac{x_1 + \kappa_1\tau - \rho\sigma_1(x_2 - u_2 + \kappa_2\tau) - \ln K_1(u_2) + \sigma_1^2(1-\rho^2)\tau}{\sigma_1\sqrt{(1-\rho^2)\tau}}, \]

\[ d_2[\tau,x_1,K_1(u_2)] = d_1[\tau,x_1,K_1(u_2)] - \sigma_1\sqrt{(1-\rho^2)\tau}, \]
and

\[ \mathcal{N}(y) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{y} e^{-\frac{x^2}{2}} \, dx. \]

**Proof:** Refer to Appendix 2.6.

Equation (2.6.2) involves the function \( B(\xi, u_2) \) which is the unknown early exercise boundary. This function needs to be determined at each time instant for us to be able to calculate the corresponding option price. To find the early exercise surface we make use of the value-matching condition which ensures continuity of the option price at the early exercise boundary. We present this in the proposition below.

**Proposition 2.6.2.** The early exercise boundary of the American spread call option satisfies the non-linear Volterra integral equation

\[
B(\tau, x_2) - e^{x_2} - K = C^S(\tau, B(\tau, x_2), x_2). \tag{2.6.5}
\]

**Proof:** Continuity at the free-boundary implies that the option’s continuation value should equal the early exercise value. This amounts to setting \( x_1 = \ln B(\tau, x_2) \) in equation (2.6.2) which leads to equation (2.6.5).

Once the early exercise boundary is determined, the corresponding American spread option price can then be evaluated using equation (2.6.2). We have managed to simplify the integral with respect to \( u_1 \) on both the European option component and the early exercise premium component which is a major step especially when it comes to numerical implementation. The European option component can be readily solved using in-built quadrature routines which come with a variety of software applications. However, such routines cannot be readily applied to the early exercise premium component as it involves the entire history of the early exercise boundary, \( x_1 = \ln B(\tau, x_2), \)
which is a function of two continuous variables, $\tau$ and $x_2$. In implementing the early exercise premium component and equation (2.6.5), we resort to numerical approximation techniques of the early exercise boundary as discussed in the next section.

2.7. Approximating the Early Exercise Boundary

As pointed out in the above section, to successfully implement the American spread option pricing equation (2.6.2), we need to first numerically solve equation (2.6.5) to obtain the early exercise boundary, $x_1 = \ln B(\tau, x_2)$. The most immediate approach would involve the discretisation of both the running time-to-maturity, $\xi$, and the integral with respect to $u_2$ using suitable quadrature techniques such as the Gaussian quadrature. However, such schemes are not computationally efficient due to the two-dimensional nature of the problem. For instance, if we discretise the running time-to-maturity domain into $N$ subintervals and the $u_2$ domain into $M$ subinterval, this would imply that at each time step we need to solve a system of $M$ equations, this becomes cumbersome for an increasing number of time steps as we would require the entire history of the previously calculated early exercise boundary mesh points.

One suitable approach to lessen this computational burden is to approximate the early exercise boundary with a suitable approximating function. Early exercise boundary approximation techniques have found greater application in the pricing of American options written on a single underlying asset. Carr (1998) uses a randomization approximation technique to value American put and call options on dividend paying underlying assets. Ait-Sahalia and Lai (2001) have used exponential linear functions to approximate Kim’s (1990) early exercise boundary. A variety of other approximation techniques have also been utilised to approximate Kim’s (1990) pricing function.

By implementing the method of lines algorithm for the American spread option pricing PDE (2.2.3), we have found that the resulting early exercise boundary is approximately linear in $e^{x_2} = S_2$. This observation leads us to approximate the early exercise boundary
with a linear function such that

\[ B(\tau, x_2) \approx b_0(\tau) + b_1(\tau)e^{x_2}, \]  \tag{2.7.1} \]

where \( b_0(\tau) \) and \( b_1(\tau) \) are functions of time which need to be determined numerically. By incorporating this approximation into equations (2.6.2) and (2.6.5) we obtain a simplified system for \( C^{S}(\tau, x_1, x_2) \) and \( B(\tau, x_2) \) respectively as demonstrated in the proposition below.

**Proposition 2.7.1.** By approximating linearly the early exercise boundary, \( B(\tau, x_2) \) as given by equation (2.7.1), the value of the American spread call option may be approximated by

\[ C^{S}(\tau, x_1, x_2) \approx C^{S}_E(\tau, x_1, x_2) + C^{A}_P(\tau, x_1, x_2), \]  \tag{2.7.2} \]

where \( C^{S}_E(\tau, x_1, x_2) \) is given in Proposition 2.6.1 and the approximate early exercise premium is

\[
C^{A}_P(\tau, x_1, x_2) = \int_{0}^{\tau} \frac{q_1e^{x_1\tau - q_1(\tau - \xi)}}{\sigma_2\sqrt{2\pi(\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{[x_2 - u_2 + \kappa_2(\tau - \xi) + \rho\sigma_1\sigma_2(\tau - \xi)]^2}{2\sigma_2^2(\tau - \xi)} \right\} \times \mathcal{N}[d_1[(\tau - \xi), x_1, b_0(\xi) + b_1(\xi)e^{u_2}] du_2 d\xi \\
- \int_{0}^{\tau} \frac{q_2e^{x_2\tau - q_2(\tau - \xi)}}{\sigma_2\sqrt{2\pi(\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{[x_2 - u_2 + \kappa_2(\tau - \xi) + \sigma_2^2(\tau - \xi)]^2}{2\sigma_2^2(\tau - \xi)} \right\} \times \mathcal{N}[d_2[(\tau - \xi), x_1, b_0(\xi) + b_1(\xi)e^{u_2}] du_2 d\xi \\
- \int_{0}^{\tau} \frac{rKe^{r(\tau - \xi)}}{\sigma_2\sqrt{2\pi(\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{(x_2 - u_2 + \kappa_2(\tau - \xi))^2}{2\sigma_2^2(\tau - \xi)} \right\} \times \mathcal{N}[d_2[(\tau - \xi), x_1, b_0(\xi) + b_1(\xi)e^{u_2}] du_2 d\xi.
\]
2.7. APPROXIMATING THE EARLY EXERCISE BOUNDARY

The approximate early exercise boundary solves the integral equation

\[ b_0(\tau) + b_1(\tau)e^{x_2} - e^{x_2} - K = C^S(\tau, b_0(\tau) + b_1(\tau)e^{x_2}, x_2). \]  

(2.7.3)

**Proof:** By substituting (2.7.1) into the pricing equation (2.6.2) and using the value matching condition (2.6.5) we obtain the results in the above proposition. □

**Remark 2.7.1.** One might first suspect that the approximate early exercise boundary should exhibit a sub-optimality feature. Whilst this is certainly observed from the numerical simulations in Section 2.10, it does not seem possible to prove this result for the multiasset situation being considered in this thesis.

**Remark 2.7.2.** We use the subscripts on \( C^S_E \) as a convenient way to denote the European spread option component while \( C^A_P \) denotes the approximate early exercise premium component.

To successfully solve the resulting equations in Proposition 2.7.1, we need to determine the functions, \( b_0(\tau) \) and \( b_1(\tau) \). In order to develop an iterative scheme we write equation (2.7.3) in terms of the two functions

\[ b_0(\tau) = C^S(\tau, b_0(\tau) + b_1(\tau)e^{x_2}, x_2) - b_1(\tau)e^{x_2} + e^{x_2} + K, \]  

(2.7.4)

\[ b_1(\tau) = \frac{1}{e^{x_2}} \left[ C^S(\tau, b_0(\tau) + b_1(\tau)e^{x_2}, x_2) - b_0(\tau) + e^{x_2} + K \right]. \]  

(2.7.5)

Here \( x_2 = \ln S_2 \) so for computational purposes, any price level of \( x_2 \) in the domain, \((-\infty, \infty)\) can be chosen. We have chosen \( S_2 \) to be in the range \([0, 200]\) and calculated \( b_0(\tau) \) and \( b_1(\tau) \) at each of these values as presented in Section 2.10 on numerical results. As we shall see in the next section, when we discretise in the \( \tau \) direction we use equations (2.7.4) and (2.7.5) as the basis of an iterative scheme to calculate \( b_0(\tau) \) and \( b_1(\tau) \) respectively at successive time steps.
2.8. Numerical Implementation of the American Spread Option

Having approximated the American spread call option price as presented in equation (2.7.2) and the corresponding system of equations (2.7.4)-(2.7.5) for tracking the approximate early exercise boundary, we now present an algorithm that implements these equations. We adopt the numerical integration techniques developed in Huang et al. (1996) where they implement Kim’s (1990) American put option pricing equation. Similar techniques have also been applied in Kallast and Kivinukk (2003) for approximating both the American call option price and the option delta, gamma and vega.

As pointed out earlier, the European option component of equation (2.7.2) involves a single integral with respect to \( u_2 \), and a cumulative normal distribution function both of which can be easily handled by a variety of in-built software applications. We have used Gaussian quadrature techniques to handle the integral with respect to \( u_2 \). However, as stated previously such software applications cannot be readily applied to the early exercise premium component as this term involves the entire history of the early exercise boundary, \( B(\tau, x_2) \) which we are approximating by a linear function in (2.7.3). The early-exercise premium component also involves an integral with respect to the running time-to-maturity, \( \xi \), which also makes use of the whole history of the early exercise boundary at each point in time.

In implementing equations (2.7.2), (2.7.4) and (2.7.5), we treat the option as a Bermudan, that is an option that can be exercised at discrete points in time. We discretise the time variable, \( \tau \), into \( M \) equally spaced subintervals of length \( h = T/M \) and apply Simpson’s rule. As with the European option component, we apply Gaussian quadrature techniques to the integral with respect to \( u_2 \). The numerical algorithm is initiated at maturity, \( \tau_0 = 0 \) where we know the option value as the payoff of the spread option. It has been shown in Broadie and Detemple (1997) that the early exercise boundary
2.8. NUMERICAL IMPLEMENTATION OF THE AMERICAN SPREAD OPTION

of the American spread call option at maturity takes the form

\[ B(0, x_2) = \max \left( K + e^{x_2} \frac{r}{q_1} K + \frac{q_2}{q_1} e^{x_2} \right). \]  

(2.8.1)

By comparing coefficients, we can readily deduce that

\[ b_0(0) = \max \left( K, \frac{r}{q_1} K \right), \quad \text{and} \quad b_1(0) = \max \left( 1, \frac{q_2}{q_1} \right). \]  

(2.8.2)

The two conditions in equation (2.8.2) serve as the starting values for tracking the early exercise boundary backwards in time. We denote the time steps as \( \tau_m = mh \), for \( m = 1, 2, \ldots, M \). The discretised version of the approximate American spread call option price is then represented as

\[ C_S(mh, x_1, x_2) \approx C_S^E(mh, x_1, x_2) + C_A^P(mh, x_1, x_2), \]  

(2.8.3)

where \( C_S^E(mh, x_1, x_2) \) is found by setting \( \tau = mh \) in equation (2.6.3) and

\[
C_A^P(mh, x_1, x_2) = h \sum_{j=0}^{m} w_j \frac{q_1 e^{x_1} e^{-q_1(m-j)h}}{\sigma_2 \sqrt{2\pi (m-j)h}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{[x_2 - u_2 + \kappa_2(m-j)h + \rho \sigma_1 \sigma_2(m-j)h]^2}{2\sigma_2^2(m-j)h} \right\} 
\times N[d_1((\tau - \xi), x_1, b_0(mh) + b_1(mh)e^{u_2})] \, du_2 
\]

\[
- h \sum_{j=0}^{m} w_j \frac{q_2 e^{x_2} e^{-q_2(m-j)h}}{\sigma_2 \sqrt{2\pi (m-j)h}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{[x_2 - u_2 + \kappa_2(m-j)h + \sigma_2^2(m-j)h]^2}{2\sigma_2^2(m-j)h} \right\} 
\times N[d_2((m-j)h, x_1, b_0(mh) + b_1(mh)e^{u_2})] \, du_2 
\]

\[
- h \sum_{j=0}^{m} w_j \frac{r K e^{-r(m-j)h}}{\sigma_2 \sqrt{2\pi (m-j)h}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{(x_2 - u_2 + \kappa_2(m-j)h)^2}{2\sigma_2^2(m-j)h} \right\} 
\times N[d_2((m-j)h, x_1, b_0(mh) + b_1(mh)e^{u_2})] \, du_2. 
\]

Here, \( w_j \) are the weights of Simpson’s rule for integration in the \( \xi \) direction while \( h \) is the corresponding step size. At each time step, \( \tau_m \), we need to determine the two unknown boundary functions, \( b_0^m = b_0(mh) \) and \( b_1^m = b_1(mh) \) each of which depends
on its entire history up to the current time step. Root finding techniques are employed to find these unknown functions at each time step.

When iterating for $b_{0}^{m}$ and $b_{1}^{m}$ we use as initial guesses $b_{0,0}^{m} = b_{0}^{m-1}$ and $b_{1,0}^{m} = b_{1}^{m-1}$, and then solve the following system of linked equations

$$
\begin{align*}
    b_{0,k}^{m} &= C(mh, b_{0,k}^{m} + b_{1,k-1}^{m}e^{x_2}, x_2) - b_{1,k-1}^{m}e^{x_2} + e^{x_2} + K, \quad (2.8.4) \\
    b_{1,k}^{m} &= \frac{1}{e^{x_2}} [C(mh, b_{0,k}^{m} + b_{1,k}^{m}e^{x_2}, x_2) - b_{0,k}^{m} + e^{x_2} + K]. \quad (2.8.5)
\end{align*}
$$

We continuously repeat the iterative process at each time step for $k = 1, 2, \cdots$ until $|b_{0,k}^{m} - b_{0,k-1}^{m}| < \epsilon_0$ and $|b_{1,k}^{m} - b_{1,k-1}^{m}| < \epsilon_1$, where $\epsilon_0$ and $\epsilon_1$ are pre-set tolerance values. We present the numerical implementation of the Monte Carlo algorithm in the next section.

### 2.9. Numerical Implementation of the Monte Carlo Method

In validating our numerical integration approach one of the methods we will use for comparison purposes is the Monte Carlo algorithm of Ibáñez and Zapatero (2004). This algorithm treats the American option problem as a Bermudan option and the early exercise boundary is tracked by using a dynamic programming algorithm. The valuation method is heavily dependent on the value-matching condition which asserts that

$$
V(t, b(t), S_2), S_2) = v(b(t), S_2), S_2), \quad (2.9.1)
$$

where as before $v(b(t), S_2), S_2)$ is the payoff of the option and $S_1 = b(t), S_2)$ is the early exercise surface at time $t$. We use the bisection method as a root finding method for the early exercise surface. The time domain is discretised into $M$ equally spaced subintervals and we set $h = T/M$. Each time step is denoted as $t_{m} = hm$ for $m = 0, 1, \cdots, M$ with $t_{0}$ being the initial time. In computing the American option price

---

6The subscript $k$ in the two functions $b_{0,k}^{m}$ and $b_{1,k}^{m}$ represents the number of iterations required for convergence of the iterative process at time step $m$.

7In this section we use $t$ to denote the current time.
at each time step, we take advantage of the knowledge of both the price and exercise surface at the previous time steps. The value of the American option is then treated like a European option which allows us to implement the valuation problem using the plain vanilla Monte Carlo method. The intrinsic value of the American spread option at any given time step, \( t_m \), is denoted as \((S_{1,t_m} - S_{2,t_m} - K)^+\). The value of the American spread option is then represented as

\[
V(t_m, S_{1,t_m}, S_{2,t_m}) = \tilde{E}_{t_m}[e^{-r(\tau-t_m)}(S_{1,\tau} - S_{2,\tau} - K)^+(S_{1,t_m}, S_{2,t_m})],
\]

where \( \tau \) is given by

\[
\tau = \begin{cases} 
  t_{m+i} & \text{if } S_{1,t_{m+i}} > b(t_{m+i}, S_{2,t_{m+i}}) \text{ for } t_{m+i} = t_{m+1}, \ldots, t_M \\
  \infty & \text{otherwise.}
\end{cases}
\]

The relationship (2.9.3) implies that the option can either be exercised at \( t_{m+1} \) or \( t_{m+2} \) or \( \cdots \) or \( t_M \) else it expires worthless. This process is recursively repeated at each time step yielding both the early exercise surface and pricing surface simultaneously. The algorithm can be schematised as in Figure 2.1.

\[ \text{Figure 2.1. Possible price path of } S_1 \text{ for the Monte Carlo Approach} \]
2.10. Numerical Results of the American Spread Option

In this section we present numerical results obtained using the method developed in Section 2.8, which we dub the numerical integration method. We assess the effectiveness of the numerical integration method by making comparisons with three other methods namely the Monte Carlo approach of Ibáñez and Zapatero (2004), the Fourier space time-stepping (FST) approach of Surkov (2008) and the method of lines (MOL) approach which has been used to price American options written on a single underlying asset under different frameworks in Meyer and van der Hoek (1997), Meyer (1998) and Chiarella et al. (2009). The source codes\(^8\) for the numerical integration method, the FST and Monte Carlo approaches have been implemented in MATLAB whilst a FORTRAN code was developed for the MOL algorithm.

We have used the FST method for price comparison purposes only as it does not explicitly generate the early exercise boundary as part of the solution but instead uses a dynamic programming algorithm to check the early exercise condition at each time step. Details on how to implement the FST method can be found in Surkov (2008). For the early exercise boundary, comparisons are made between the numerical integration method and the MOL. Monte Carlo results are used to assess confidence bounds for the option prices. We consider a six-month American spread call option whose parameters are provided in Table 2.1.

For all Monte Carlo calculations we have used 10,000 simulations as presented in Ibáñez and Zapatero (2004). Details of the numerical schemes for both the numerical integration method and Monte Carlo method have been outlined in Sections 2.8 and 2.9 respectively. The numerical algorithm for the MOL approach is explained later in Chapter 5 where we consider the pricing of an American spread option under stochastic volatility using this method. In all our numerical experiments unless otherwise

---

\(^8\)All the source codes have been run on the UTS HPC Linux Cluster with a graphics user interface consisting of 8 nodes running Red Hat Enterprise Linux 4.0 (64 bit) with 2 \times 3 GHz 4MB cache Xeon 5160 dual core Processors, 8GB 667 MHz DDR2-RAM.
Table 2.1. Parameters for the six-month American spread call option.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>FST Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>K</td>
<td>100</td>
<td>N</td>
<td>1,024</td>
</tr>
<tr>
<td>r</td>
<td>3%</td>
<td>M</td>
<td>50</td>
</tr>
<tr>
<td>( q_1 )</td>
<td>6%</td>
<td>T</td>
<td>0.5</td>
</tr>
<tr>
<td>( q_2 )</td>
<td>2%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma_1 )</td>
<td>25%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \sigma_2 )</td>
<td>30%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \rho )</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

stated, we have used \( M = 50 \) time steps implying that \( \Delta \tau = 1 \times 10^{-2} \). For the FST method \( N = 1,024 \) is the total number of mesh points for the two underlying asset domains. For convenience, the two underlying assets are discretised into a square mesh implying an equal number of grid points in both asset domains.

For the method of lines we have used cubic splines for any interpolation and we considered the underlying asset domains, \( 0 \leq S_1 \leq 500 \) and \( 0 \leq S_2 \leq 200 \). The \( S_1 \) domain has been discretised into 1,438 non-uniformly spaced points. The large number of points in the \( S_1 \) direction is required to help improve the smoothness of the early exercise boundary estimates. The \( S_2 \) domain has been discretised into 200 equally spaced nodes.

We first present the early exercise surface of the American spread call option in Figure 2.2. As highlighted in earlier sections, the early exercise boundary needs to be determined first at each time step in order to obtain the corresponding option price except for the method of lines algorithm which generates the prices, delta, gamma and the free-boundary simultaneously as part of the solution. Figure 2.3 shows the nature of the early exercise boundaries for varying maturities; these have been calculated using the MOL. The linear relationship we proposed on Section 2.7 between \( S_1 \) and \( S_2 \) is clear from this figure. We have also indicated the early exercise and continuation regions on this graph.
We also present the early exercise boundaries we found from the two methods by fitting seventh degree polynomials in Figure 2.4 when $S_2 = 100$. As can be seen from the graphs, the numerical integration method and the MOL yield comparable boundaries which are not significantly different from each other implying a high level of accuracy for the two methods. By their nature, early exercise boundaries are very sensitive to the way in which the state variables are discretised. However, option prices are not as sensitive as their associated early exercise boundaries. The effects for varying correlation on the early exercise surface are presented in Figure 2.5. We note that by varying correlation from positive to negative, the early exercise boundary becomes steeper.

![Early Exercise Boundary of the American Spread Call Option](image)

**Figure 2.2.** Free surface of the American spread option generated by the method of lines.

Having presented the early exercise boundaries, the next task involves price comparisons for the approaches under consideration. Figure 2.6 shows the price surface of the American spread call option generated using the numerical integration method. A similar surface can be generated by using the MOL. We present option prices from the four different pricing techniques in Tables 2.2-2.4. In these tables, we present American spread call option prices for increasing $S_1$ and $S_2$. From the three tables, we
Figure 2.3. Early exercise boundaries of the American spread option of varying maturities using the method of lines.

Figure 2.4. Comparison of early exercise boundaries when $S_2 = 100$.

note that all the four approaches considered provide quite comparable results. Most of the computed prices lie within the 95% Monte Carlo confidence interval except for a few instances when the three approaches generate prices which do not lie within the confidence interval. This maybe due to the weak convergence properties of the Monte
Figure 2.5. Early Exercise boundaries for varying correlation when $S_2 = 100$ using the method of lines.

Carlo method as will be demonstrated shortly when assessing time convergence among the four approaches.

Figure 2.7 shows price differences for varying correlation where we make prices generated when $\rho = 0$ the reference. For instance, the negative(positive) correlation option price differences are calculated by subtracting prices generated when correlation is negative(positive) from prices generated when correlation is zero. From this figure, we note high price differences for at-the-money options with option prices increasing as correlation between the two underlying assets is varied from positive to negative. These price differences have been calculated when $S_2 = 100$.

It is worthwhile to study the time convergence rates of the methods under consideration for us to have an idea of which is computationally faster and more efficient. We have taken the FST with $N = 4,096$ and $M = 300$ as a reference method for the time convergence comparisons. Here, we used large values of $M$ and $N$ to eliminate time discretisation errors and the errors arising from the discretisation of the two underlying asset domains. It took 919.04 seconds to compute the reference price.
We present the absolute price differences for both the numerical integration method and Monte Carlo approach in Table 2.5. We have used 50,000 Monte Carlo simulations in this table. We have also included the computation time elapsed by each method at an increasing number of time steps. As revealed from this table, the numerical integration method and the MOL quickly converge to the reference solution. However, this is not the case with Monte Carlo approach which seems not to change much as we increase both time steps and the number of simulations. It requires only 16 time steps to achieve 3-digit convergence with the numerical integration method. The calculation of both the early exercise boundary and the corresponding option prices takes 33.49 seconds. The results in Table 2.5 can also be summarised graphically as shown in Figure 2.8. This figure shows the high rate of convergence for both the numerical integration approach and MOL as highlighted earlier.

We have highlighted that the most powerful feature of the MOL algorithm is that the prices, free boundaries and the option deltas are all generated simultaneously as part of the solution at no additional computational cost. We present the American spread call option delta in Figure 2.9 calculated using the method of lines. As is well known and implied by the figure, delta of a call option is defined in the interval, $0 \leq \Delta \leq 1$. A deep out-of-the-money call option has a delta of zero, while that of a deep in-the-money is one. At-the-money options have a delta of 0.5.

<table>
<thead>
<tr>
<th>$S_2$</th>
<th>Numerical Integration</th>
<th>FST</th>
<th>MOL</th>
<th>Monte Carlo (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>8.4127</td>
<td>8.5788</td>
<td>8.5847</td>
<td>[8.1833, 8.7477]</td>
</tr>
<tr>
<td>80</td>
<td>2.6740</td>
<td>2.7057</td>
<td>2.7075</td>
<td>[2.5709, 2.8994]</td>
</tr>
<tr>
<td>100</td>
<td>0.6927</td>
<td>0.6977</td>
<td>0.6985</td>
<td>[0.5919, 0.7454]</td>
</tr>
<tr>
<td>120</td>
<td>0.1555</td>
<td>0.1561</td>
<td>0.1611</td>
<td>[0.1276, 0.1933]</td>
</tr>
<tr>
<td>140</td>
<td>0.0318</td>
<td>0.0319</td>
<td>0.0604</td>
<td>[0.0160, 0.0469]</td>
</tr>
<tr>
<td>160</td>
<td>0.0061</td>
<td>0.0061</td>
<td>0.00974</td>
<td>[0.000755, 0.00877]</td>
</tr>
</tbody>
</table>
Figure 2.6. Price surface of the American spread option using the numerical integration method.

Figure 2.7. Price differences of the American spread call option for varying correlation $S_2 = 100$. 
Table 2.3. American spread call option price comparisons when $S_1 = 200$.

<table>
<thead>
<tr>
<th>$S_2$</th>
<th>Numerical Integration</th>
<th>FST</th>
<th>MOL</th>
<th>Monte Carlo (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>60</td>
<td>60</td>
<td>60</td>
<td>[59.3957, 60.6043]</td>
</tr>
<tr>
<td>60</td>
<td>40</td>
<td>40.0004</td>
<td>40</td>
<td>[39.4294, 40.5706]</td>
</tr>
<tr>
<td>100</td>
<td>10.7548</td>
<td>10.7441</td>
<td>10.7508</td>
<td>[10.2896, 10.9940]</td>
</tr>
<tr>
<td>120</td>
<td>4.4190</td>
<td>4.4596</td>
<td>4.4589</td>
<td>[4.2123, 4.6768]</td>
</tr>
<tr>
<td>140</td>
<td>1.6316</td>
<td>1.6405</td>
<td>1.6415</td>
<td>[1.4577, 1.7261]</td>
</tr>
<tr>
<td>160</td>
<td>0.5480</td>
<td>0.5496</td>
<td>0.6020</td>
<td>[0.5357, 0.6981]</td>
</tr>
</tbody>
</table>

Table 2.4. American spread call option price comparisons when $S_1 = 300$.

<table>
<thead>
<tr>
<th>$S_2$</th>
<th>Numerical Integration</th>
<th>FST</th>
<th>MOL</th>
<th>Monte Carlo (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>160</td>
<td>160</td>
<td>160</td>
<td>[159.0530, 160.9470]</td>
</tr>
<tr>
<td>60</td>
<td>140</td>
<td>140</td>
<td>140</td>
<td>[139.0780, 140.9220]</td>
</tr>
<tr>
<td>80</td>
<td>120</td>
<td>120</td>
<td>120</td>
<td>[119.0982, 120.9018]</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>[99.1346, 100.8654]</td>
</tr>
<tr>
<td>120</td>
<td>80</td>
<td>80</td>
<td>80</td>
<td>[79.1207, 80.8793]</td>
</tr>
<tr>
<td>140</td>
<td>60</td>
<td>60.0015</td>
<td>60</td>
<td>[59.1645, 60.8355]</td>
</tr>
<tr>
<td>160</td>
<td>41.3035</td>
<td>41.7167</td>
<td>41.0932</td>
<td>[39.2412, 40.7660]</td>
</tr>
</tbody>
</table>

Table 2.5. Price differences for increasing time-steps $S_1 = 200$ and $S_2 = 100$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>Numerical Integration</th>
<th>MOL</th>
<th>Monte Carlo</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0.0364</td>
<td>4.117</td>
<td>0.2512</td>
</tr>
<tr>
<td>8</td>
<td>0.0105</td>
<td>10.360</td>
<td>0.074</td>
</tr>
<tr>
<td>16</td>
<td>0.0012</td>
<td>33.493</td>
<td>0.0236</td>
</tr>
<tr>
<td>32</td>
<td>0.0005</td>
<td>127.069</td>
<td>0.006</td>
</tr>
<tr>
<td>50</td>
<td>0.0003</td>
<td>296.598</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Figure 2.8. Time Step Convergence Comparisons
2.11. Generalization of the Fourier Transform Approach

2.11.1. Problem Statement. Let $V(t, S_1, \cdots, S_n)$ be the price at time, $t$ of the American option written on $n$ underlying assets, $S_1, \cdots, S_n$. The underlying assets pay continuously compounded dividend yields $q_1, \cdots, q_n$ respectively in a market offering a risk-free rate of interest, $r$. The payoff at maturity of the option contract is represented as $v(S_1, \cdots, S_n)$, this may resemble the payoff of a portfolio of basket options. Under the real world probability measure, $\mathbb{P}$, we assume that the underlying assets are driven by the geometric Brownian motion processes

$$dS_i = \mu_i S_i dt + \sigma_i S_i dZ_i, \quad i = 1, \cdots, n$$

where $\mu_i$ is the instantaneous return of the $i^{th}$ asset per unit time, $Z_i$, for $i = 1, \cdots, n$ are correlated Wiener processes under the real world probability measure $\mathbb{P}$. We denote the correlation between any two Wiener processes by $\rho_{i,j}$. To avoid trivial cases, we assume that $|\rho_{i,j}| \leq 1$, $\rho_{i,i} = 1$ and $\rho_{i,j} = \rho_{j,i}$ for $i, j = 1, \cdots, n$. Using standard hedging arguments it can be shown that an American option contract written on the $n$ underlying assets satisfies the PDE

$$\frac{\partial V}{\partial \tau} = \mathcal{L}V - rV,$$
where $\mathcal{L}$ is a Dynkin operator defined as
\begin{equation}
\mathcal{L} = \sum_{i=1}^{n} (r - q_i) S_i \frac{\partial}{\partial S_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i,j} \sigma_i \sigma_j S_i S_j \frac{\partial^2}{\partial S_i \partial S_j}.
\end{equation}

The PDE (2.11.2) is solved subject to the initial and boundary conditions
\begin{align}
V(0, S_1, \cdots, S_n) &= v(S_1, \cdots, S_n), \quad 0 < S_1, \cdots, S_n < \infty, \quad (2.11.4) \\
V(\tau, 0, \cdots, 0) &= 0, \quad \tau \geq 0. \quad (2.11.5)
\end{align}

Equation (2.11.4) is the payoff at maturity and (2.11.5) is the absorbing state ensuring that the value of the option is zero if the underlying assets prices are zero. The PDE (2.11.2) is also solved subject to other boundary and smooth-pasting conditions which are payoff specific. The early exercise feature of American options coupled with the dimension of the contract make their pricing more demanding as compared to their European counterparts.

Also associated with the $n$ stochastic differential equations in the system of equations in (2.11.1) is the multivariate transition probability density function which we denote as $G(\tau, S_1, \cdots, S_n; S_{1,0}, \cdots, S_{n,0})$ and represents the transition probability density for the passage from the state $(S_1, \cdots, S_n)$ at time-to-maturity $\tau$ to $S_{1,0}, \cdots, S_{n,0}$ at maturity. The transition density function is the solution of the backward Kolmogorov PDE
\begin{equation}
\frac{\partial G}{\partial \tau} = \sum_{i=1}^{n} (r - q_i) S_i \frac{\partial G}{\partial S_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i,j} \sigma_i \sigma_j S_i S_j \frac{\partial^2 G}{\partial S_i \partial S_j}.
\end{equation}

Equation (2.11.6) is solved subject to the initial condition
\begin{equation}
G(0, S_1, \cdots, S_n; S_{1,0}, \cdots, S_{n,0}) = \delta(S_1 - S_{1,0}) \cdots \delta(S_n - S_{n,0}),
\end{equation}
where $\delta(\cdot)$ is the Dirac delta function. For convenience, we will simply write $G(\tau, S_1, \cdots, S_n)$ to denote the transition density function unless the context requires that we make explicit $S_{1,0}, \cdots, S_{n,0}$ dependence.
Depending on the payoff under consideration, the underlying assets of the American option pricing problem will have finite bounds which will be the associated early exercise boundaries. Such bounds pose challenges when trying to find the corresponding solution of the pricing PDE. To bypass this challenge, we again employ the technique of Jamshidian (1992) and transform the homogeneous PDE (2.11.2) to a corresponding inhomogeneous PDE by introducing an indicator function such that

\[
\frac{\partial V}{\partial \tau} = \mathcal{L}V - rV + y(\tau, S_1, \cdots, S_n),
\]  

where

\[
y(\tau, S_1, \cdots, S_n) = 1_{\{Y > 0\}} [rv - \mathcal{L}v(S_1, \cdots, S_n)].
\]

Here, \(1_{\{Y > 0\}}\) is an indicator function which is one if the event \(Y > 0\) implying that it is optimal to exercise the American option early, otherwise it is zero. The underlying asset bounds are now defined in the unbounded domains, \(0 < S_1, \cdots, S_n < \infty\). This transformation ensures that all the underlying assets have an unbounded domain which is a desirable property for the solution procedure we wish to adopt. The PDE (2.11.9) is solved subject to the initial and terminal conditions in equations (2.11.4) and (2.11.5) respectively.

In solving the inhomogeneous PDE (2.11.7), we first switch to the log of the underlying asset space by setting \(S_j = e^{x_j}\) for \(j = 1, \cdots, n\) and letting \(C(\tau, x_1, \cdots, x_n) \equiv V(\tau, e^{x_1}, \cdots, e^{x_n}), f(\tau, x_1, \cdots, x_n) \equiv y(\tau, e^{x_1}, \cdots, e^{x_n})\). Applying these changes to the PDE we obtain

\[
\frac{\partial C}{\partial \tau} = \sum_{i=1}^{n} (r - q_i - \frac{1}{2} \sigma_i^2) \frac{\partial C}{\partial x_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i,j} \sigma_i \sigma_j \frac{\partial^2 C}{\partial x_i \partial x_j} - rC + f(\tau, x_1, \cdots, x_n). \tag{2.11.9}
\]

The initial and boundary conditions transform to

\[
C(0, x_1, \cdots, x_n) = c(x_1, \cdots, x_n), \quad -\infty < x_1, \cdots, x_n < \infty, \tag{2.11.10}
\]

\[
C(\tau, -\infty, \cdots, -\infty) = 0, \quad \tau \geq 0. \tag{2.11.11}
\]
We can also apply similar log underlying asset transformations to the transition density function and letting \( U(\tau, x_1, \cdots, x_n) \equiv G(\tau, e^{x_1}, \cdots, e^{x_n}) \) to obtain

\[
\frac{\partial U}{\partial \tau} = \sum_{i=1}^{n} (r - q_i - \frac{1}{2} \sigma_i^2) \frac{\partial U}{\partial x_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{i,j} \sigma_i \sigma_j \frac{\partial^2 U}{\partial x_i \partial x_j}.
\] (2.11.12)

This is solved subject to the initial condition

\[
U(0, x_1, \cdots, x_n; x_{1,0}, \cdots, x_{n,0}) = \delta(x_1 - x_{1,0}) \cdots \delta(x_n - x_{n,0}).
\] (2.11.13)

We are now in a position to represent the the general solution for the PDE (2.11.9) by using Duhamel’s principle. The solution is presented in the following proposition.

**Proposition 2.11.1.** The general solution of the PDE (2.11.9) can be represented as

\[
C(\tau, x_1, \cdots, x_n) = C_E(\tau, x_1, \cdots, x_n) + C_P(\tau, x_1, \cdots, x_n),
\] (2.11.14)

where

\[
C_E(\tau, x_1, \cdots, x_n) = e^{-r\tau} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} c(u_1, \cdots, u_n) U(\tau, x_1, \cdots, x_n; u_1, \cdots, u_n) du_1 \cdots du_n,
\]

and

\[
C_P(\tau, x_1, \cdots, x_n) = \int_{0}^{\tau} e^{-r(\tau - \xi)} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} y(\xi, u_1, \cdots, u_n) \times U(\tau - \xi, x_1, \cdots, x_n; u_1, \cdots, u_n) du_1 \cdots du_n d\xi.
\]

**Proof:** Refer to Appendix 2.7. \( \square \)

The first component on the RHS of equation (2.11.14) is the European option component whilst the second component is the early exercise premium. The early exercise premium constitutes the difference between total dividends receivable on the underlying assets and the total interest payments on the strike. The pricing function in
Proposition 2.11.1 is a function of the multivariate density function, \( U(\tau, x_1, \cdots, x_n) \) which is not known in explicit form but is the solution to the PDE (2.11.12). Once this density function is determined, we will be in a position to represent the price of any American option written on the \( n \) underlying assets.

We have managed to reduce an inhomogeneous free-boundary value problem to that of solving a homogeneous PDE (2.11.12) for the density function subject to initial condition (2.11.13) which needs to be satisfied. This is much easier to handle than solving the free-boundary problem directly. This is the major advantage of using Jamshidian’s (1992) transformation. In solving equation (2.11.12) we first convert this to a corresponding ODE by applying Fourier transforms. The resulting ODE is then solved by the integrating factor method. These steps are outlined below.

### 2.11.2. Applying the Fourier Transform

We apply a Fourier transform to the PDE (2.11.12) by using the result in Definition 1.3.1. We present the resulting ODE in the proposition below.

**Proposition 2.11.2.** The Fourier transform of the PDE (2.11.12) satisfies the ODE

\[
\frac{\partial \hat{U}}{\partial \tau}(\tau, \eta_1, \cdots, \eta_n) + \left[ \sum_{j=1}^{n} i\eta_j \kappa_j + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} \rho_{j,k} \sigma_j \sigma_k \eta_j \eta_k \right] \hat{U}(\tau, \eta_1, \cdots, \eta_n) = 0, \quad (2.11.15)
\]

where

\[
\kappa_j = r - q_j - \frac{1}{2} \sigma_j^2, \quad j = 1, \cdots, n. \quad (2.11.16)
\]

Equation (2.11.15) is solved subject to the initial condition

\[
\hat{U}(0, \eta_1, \cdots, \eta_n) = e^{i\eta_1 x_1,0 + \cdots + i\eta_n x_n,0}. \quad (2.11.17)
\]

**Proof:** Application of the Fourier transform operator in equation (1.3.4) to the partial differential equation (2.11.12) subject to the initial condition (2.11.13) yields the result in the above proposition. \( \square \)
We have managed to transform the homogeneous PDE to a corresponding homogeneous ODE which we can readily solve by using the integrating factor method.

**Proposition 2.11.3.** The solution of the ODE (2.11.15) is represented as

\[ \hat{U}(\tau, \eta_1, \ldots, \eta_n) = \hat{U}(0, \eta_1, \ldots, \eta_n) \hat{K}(\tau, \eta_1, \ldots, \eta_n), \quad (2.11.18) \]

where

\[ \hat{K}(\tau, \eta_1, \ldots, \eta_n) = \exp \left\{ - \left( \sum_{j=1}^{n} i \eta_j \kappa_j + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} \rho_{j,k} \sigma_j \sigma_k \eta_j \eta_k \right) \tau \right\}, \quad (2.11.19) \]

and \( \hat{U}(0, \eta_1, \ldots, \eta_n) \) is given by equation (2.11.17).

**Proof:** Refer to Appendix 2.8. \( \square \)

**2.11.3. Inverting the Fourier Transform.** Having solved the ODE, the next step involves recovering the original transition density function, \( U(\tau, x_1, \ldots, x_n) \) which is expressed in terms of the time-to-maturity \( \tau \), and the vector \( x_1, \ldots, x_n \). This is accomplished by applying the Fourier inversion theorem to equation (2.11.18) and we give the result in the proposition below.

**Proposition 2.11.4.** The inverse Fourier transform of (2.11.18) is represented as

\[ U(\tau, x_1, \ldots, x_n) = \frac{e^{-r\tau}}{(2\pi \tau)^{n/2} \sigma_1 \cdots \sigma_n \sqrt{\det(\Sigma)}} \exp \left\{ -\frac{1}{2} \alpha^T \Sigma^{-1} \alpha \right\}, \quad (2.11.20) \]

where \( \Sigma \) is the variance-covariance matrix for the vector of underlying assets and

\[ \alpha_j = \frac{1}{\sigma_j \sqrt{\tau}} \left( x_j - x_{j,0} + \kappa_j \tau \right), \]

for \( j = 1, \ldots, n \).

**Proof:** By applying the results of Definition 1.3.2 for the inverse Fourier transform to equation (2.11.18) and subsequently generalising the arguments in Proposition 2.4.1 we arrive at the results stated in Proposition 2.11.4. \( \square \)
Having found the explicit representation of the multivariate transition density function, the next step involves substituting this back into equation (2.11.14) to obtain the full representation of our pricing function.

### 2.11.4. The American Option Value

With the density function in Proposition 2.11.4, the American option price can be re-expressed as

\[
C(\tau, x_1, \cdots, x_n) = C_E(\tau, x_1, \cdots, x_n) + C_P(\tau, x_1, \cdots, x_n),
\]

(2.11.21)

where

\[
C_E(\tau, x_1, \cdots, x_n) = \frac{e^{-r\tau}}{(2\pi)^{n/2} \sigma_1 \cdots \sigma_n \sqrt{\det(\Sigma)}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} c(u_1, \cdots, u_n)
\times \exp \left\{ -\frac{1}{2} \alpha^T \Sigma^{-1} \alpha \right\} du_1 \cdots du_n,
\]

and

\[
C_P(\tau, x_1, \cdots, x_n) = \int_0^{\tau} \frac{e^{-r(\tau - \xi)}}{(2\pi(\tau - \xi))^{n/2} \sigma_1 \cdots \sigma_n \sqrt{\det(\Sigma)}} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(\tau, u_1, \cdots, u_n)
\times \exp \left\{ -\frac{1}{2} \alpha^T \Sigma^{-1} \alpha \right\} du_1 \cdots du_n d\xi.
\]

Equation (2.11.21) forms the general solution of any American option price written on \( n \) underlying assets. The only thing needed is the specification of the payoff function and the corresponding early exercise premium component. As is well known, the early exercise component of any American option will be a function of the early exercise boundary which needs to be determined as part of the solution at every instant. The process of finding the early exercise boundary is heavily dependent on the value matching condition which ensures that at this boundary the continuation value should equal the immediate exercise value of the option. Many techniques have been employed for lower dimensional problems such as numerical integration as in Kallast and Kivinukk.
2.12. Conclusion

In this chapter we have derived the American option price of a contract written on more than one underlying asset under the geometric Brownian motion framework of Black and Scholes (1973). Unlike McKean (1965) and Chiarella and Ziogas (2004) where the pricing partial differential equation (PDE) is converted to the corresponding ordinary differential equation (ODE) using the incomplete Fourier transform, we have exploited the transformation proposed by Jamshidian (1992) to represent the American option pricing PDE as an inhomogeneous PDE in an unrestricted domain thus paving the way to the application of the complete Fourier transform. By using Duhamel’s principle, we have managed to derive the general solution of the inhomogeneous PDE whose solution involves the transition density function of the two underlying stochastic processes.

The transition density function satisfies the backward Kolmogorov equation associated with the underlying stochastic processes. By presenting the general solution of the
inhomogeneous PDE, we have managed to transform our problem from that of solving the free boundary problem to that of solving the PDE for the transition density function which is a comparatively simpler task to handle. In solving the PDE for the density function, we have transformed the PDE to a corresponding ODE by using Fourier transforms. The ODE has been solved using the well-known integrating factor approach. After finding the solution of the ODE, we revert back to the original variables by applying the Fourier inversion theorem to recover the full representation of the density function which holds for any payoff function associated with these two assets.

For illustrative purposes, we have presented a two-dimensional example of the American spread call option. In implementing the pricing function, we first reduced the dimensions of integration by simplifying the integral with respect to one asset variable and then performed numerical integration on the second asset variable. Details on how to tackle the pricing components have been presented with an approximation technique for the free-boundary introduced. To carry out the implementation process, the time integral has been discretised into equally spaced intervals followed by the application of Simpson’s rule. We have compared the accuracy of our results with the Monte Carlo simulation method of Ibáñez and Zapatero (2004), the Fourier space time-stepping method of Surkov (2008) and the MOL algorithm we developed for the spread option PDE.

It has been left for future research to develop computational schemes for the integral expressions of contracts written on more than two underlying assets. Another line of research is to factor stochastic volatility into the pricing model for the American spread option as will be demonstrated in Chapter 5.
Appendix 2.1. Proof of Proposition 2.2.1

In this appendix we derive the pricing PDE for an American option written on the two assets $S_1$ and $S_2$ using hedging arguments. The underlying assets, $S_1$ and $S_2$ pay continuously compounded dividend yields at rates $q_1$ and $q_2$ respectively. We set $V(t, S_1, S_2)$ to be the option value. Application of Ito’s Lemma yields

$$dV = \mu_V dt + \sigma^1_V dW_1 + \sigma^2_V dW_2,$$

where expected return of the option contract is given by

$$\mu_V = \frac{\partial V}{\partial t} + \mu_1 S_1 \frac{\partial V}{\partial S_1} + \mu_2 S_2 \frac{\partial V}{\partial S_2} + \frac{1}{2} \sigma^1_S \sigma^2_S \frac{\partial^2 V}{\partial S_1^2} + \rho \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2 V}{\partial S_1 \partial S_2} + \frac{1}{2} \sigma^2_S \sigma^2_S \frac{\partial^2 V}{\partial S_2^2},$$

and the volatilities associated with each Wiener process are given by

$$\sigma^1_V = \sigma_1 S_1 \frac{\partial V}{\partial S_1} + \rho \sigma_2 S_2 \frac{\partial V}{\partial S_2},$$

$$\sigma^2_V = \sigma_2 \sqrt{1 - \rho^2} S_2 \frac{\partial V}{\partial S_2}.$$

We now construct a portfolio consisting of a long position in an option, and short positions in $Q_1$ units of $S_1$ and $Q_2$ units of $S_2$. At current time, $t$, the value of this portfolio is represented as

$$H = Q_1 S_1 + Q_2 S_2 + V.$$

Over a small change in time, $dt$, the corresponding change in portfolio value, given that the underlying assets pay continuously compounded dividend yields at the rates $q_1$ and $q_2$ respectively, is

$$dH = Q_1 (dS_1 + q_1 S_1 dt) + Q_2 (dS_2 + q_2 S_2 dt) + dV.$$
Substituting equation (A2.1.1) and the system (2.2.2) into equation (A2.1.3) yields

\[ dH = [Q_1(\mu_1 + q_1)S_1 + Q_2(\mu_2 + q_2)S_2 + \mu_V V]dt \]
\[ + [Q_1\sigma_1 S_1 + Q_2\rho \sigma_2 S_2 + \sigma^1_V V]dW_1 \]
\[ + [Q_2\sigma_2 \sqrt{1 - \rho^2} S_2 + \sigma^2_V V]dW_2. \]  

(A2.1.4)

The quantities, \( Q_1 \) and \( Q_2 \) are chosen so as to eliminate risk and this is achieved by setting

\[ Q_1\sigma_1 S_1 + Q_2\rho \sigma_2 S_2 + \sigma^1_V V = 0, \]  

(A2.1.5)

\[ Q_2\sigma_2 \sqrt{1 - \rho^2} S_2 + \sigma^2_V V = 0. \]

Solving for \( Q_1 \) and \( Q_2 \) yields

\[ Q_1 = -\frac{\partial V}{\partial S_1} \quad \text{and} \quad Q_2 = -\frac{\partial V}{\partial S_2}. \]  

(A2.1.6)

This implies that the portfolio consists of short positions on the underlying assets, \( S_1 \) and \( S_2 \) and a long option position. By substituting (A2.1.6) into equations (A2.1.4) and (A2.1.2) we find that in a risk free market \( H \) is given by

\[ H = -S_1 \frac{\partial V}{\partial S_1} - S_2 \frac{\partial V}{\partial S_2} + V, \]  

(A2.1.7)

and \( H \) evolves according to

\[ dH = \left[ -\frac{\partial V}{\partial S_1}(\mu_1 + q_1)S_1 - \frac{\partial V}{\partial S_2}(\mu_2 + q_2)S_2 + \mu_V V \right]dt. \]  

(A2.1.8)

Given that the change in the portfolio value is now riskless, it must earn the risk free rate of interest \( r \) to avoid riskless arbitrage opportunities, that is

\[ dH = rH dt. \]
The last two equations imply that
\[-\frac{\partial V}{\partial S_1}(\mu_1 + q_1)S_1 - \frac{\partial V}{\partial S_2}(\mu_2 + q_2)S_2 + \mu_VV = r \left(-S_1\frac{\partial V}{\partial S_1} - S_2\frac{\partial V}{\partial S_2} + V\right).\]

Substituting for \(\mu_VV\) yields
\[-\frac{\partial V}{\partial t} + (r - q_1)S_1\frac{\partial V}{\partial S_1} + (r - q_2)S_2\frac{\partial V}{\partial S_2} + \frac{1}{2}\sigma_1^2 S_1^2 \frac{\partial^2 V}{\partial S_1^2} + \rho \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2 V}{\partial S_1 \partial S_2} + \frac{1}{2}\sigma_2^2 S_2^2 \frac{\partial^2 V}{\partial S_2^2} - rV = 0.\]

By letting \(\tau = T - t\) the above equation becomes
\[-\frac{\partial V}{\partial \tau} = (r - q_1)S_1\frac{\partial V}{\partial S_1} + (r - q_2)S_2\frac{\partial V}{\partial S_2} + \frac{1}{2}\sigma_1^2 S_1^2 \frac{\partial^2 V}{\partial S_1^2} + \rho \sigma_1 \sigma_2 S_1 S_2 \frac{\partial^2 V}{\partial S_1 \partial S_2} + \frac{1}{2}\sigma_2^2 S_2^2 \frac{\partial^2 V}{\partial S_2^2} - rV,\]

which is the pricing PDE in Proposition 2.2.1. The solution of the PDE depends on different payoff functions and their associated boundary conditions.

**Appendix 2.2. Proof of Proposition 2.2.3**

In this appendix we want to show that Duhamel’s principle holds by demonstrating that the result in Proposition 2.2.3 is consistent with the PDE (2.2.15). The variables \(x_1, x_2\) and \(C(\tau, x_1, x_2)\), the PDE (2.2.15) can be written as
\[\frac{\partial C}{\partial \tau} = \mathcal{MC} - rC + f(\tau, x_1, x_2),\]

where
\[\mathcal{MC} = (r - q_1 - \frac{1}{2}\sigma_1^2) \frac{\partial C}{\partial x_1} + (r - q_2 - \frac{1}{2}\sigma_2^2) \frac{\partial C}{\partial x_2} + \frac{1}{2}\sigma_1^2 \frac{\partial^2 C}{\partial x_1^2} + \rho \sigma_1 \sigma_2 \frac{\partial^2 C}{\partial x_1 \partial x_2} + \frac{1}{2}\sigma_2^2 \frac{\partial^2 C}{\partial x_2^2}.\]

Since we are considering the American spread call option payoff, \(c(x_1, x_2) = (e^{x_1} - e^{x_2} - K)^+\) and \(f(\tau, x_1, x_2) = q_1 e^{x_1} - q_2 e^{x_2} - rK\). We now want to show that (2.2.21) satisfies (A2.2.1). Substituting \(C(\tau, x_1, x_2) = C_E(\tau, x_1, x_2) + C_P(\tau, x_1, x_2)\) into (A2.2.1)
and making use of the initial condition in equation (2.2.20) we find that

\[
\frac{\partial C}{\partial \tau} - MC + rC - f(\tau, x_1, x_2) = e^{-r\tau} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} c(u_1, u_2) \left\{ \frac{\partial U}{\partial \tau} - MU \right\} du_1 du_2 \\
+ \int_{0}^{\tau} e^{-r(\tau - \xi)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\xi, u_1, u_2) \left\{ \frac{\partial U}{\partial \tau} - MU \right\} du_1 du_2 d\xi + rC - rC \\
+ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\tau, u_1, u_2) U(0, x_1, x_2) du_1 du_2 - f(\tau, x_1, x_2) \\
= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(\tau, u_1, u_2) \delta(x_1 - u_1) \delta(x_2 - u_2) du_1 du_2 - f(\tau, x_1, x_2) \\
= f(\tau, x_1, x_2) - f(\tau, x_1, x_2) = 0. \tag{A2.2.2}
\]

This implies that the pricing function (2.2.21) satisfies the PDE (A2.2.1).

**Appendix 2.3. Proof of Proposition 2.3.1**

We consider first the partial derivative of \(U(\tau, x_1, x_2)\) with respect to time. By using the results in Definition 1.3.1 and interchanging the order of differentiation and integration we note that

\[
\mathcal{F} \left\{ \frac{\partial U}{\partial \tau} \right\} = \frac{\partial}{\partial \tau} \left[ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} U(\tau, x_1, x_2) dx_1 dx_2 \right] = \frac{\partial \hat{U}}{\partial \tau}(\tau, \eta_1, \eta_2). \tag{A2.3.1}
\]

We will make the following assumptions about the density function:

\[
\lim_{x_1, x_2 \to \pm \infty} U(\tau, x_1, x_2) = \lim_{x_1 \to \pm \infty} \frac{\partial U}{\partial x_1} = \lim_{x_2 \to \pm \infty} \frac{\partial U}{\partial x_2} = 0. \tag{A2.3.2}
\]

The Fourier transform of the first derivative of \(U(\tau, x_1, x_2)\) with respect to \(x_1\) is

\[
\mathcal{F} \left\{ \frac{\partial U}{\partial x_1} \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial U}{\partial x_1} dx_1 dx_2. \tag{A2.3.3}
\]

Integrating by parts and then applying the assumptions in equation (A2.3.2) we obtain

\[
\mathcal{F} \left\{ \frac{\partial U}{\partial x_1} \right\} = -i\eta_1 \hat{U}(\tau, \eta_1, \eta_2). \tag{A2.3.4}
\]
Likewise
\[ \mathcal{F}\left\{ \frac{\partial U}{\partial x_2} \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial U}{\partial x_2} dx_1 dx_2 = -i\eta_2 \hat{U}(\tau, \eta_1, \eta_2). \] (A2.3.5)

The Fourier transform of the second derivative with respect to \( x_1 \) is
\[ \mathcal{F}\left\{ \frac{\partial^2 U}{\partial x_1^2} \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial^2 U}{\partial x_1^2} dx_1 dx_2 = -\eta_1^2 \hat{U}(\tau, \eta_1, \eta_2). \] (A2.3.6)

Similarly by using the assumptions in (A2.3.2) we find that
\[ \mathcal{F}\left\{ \frac{\partial^2 U}{\partial x_2^2} \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial^2 U}{\partial x_2^2} dx_1 dx_2 = -\eta_2^2 \hat{U}(\tau, \eta_1, \eta_2). \] (A2.3.7)

Lastly, the Fourier transform of the mixed partial derivative term becomes
\[
\mathcal{F}\left\{ \frac{\partial^2 U}{\partial x_1 \partial x_2} \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial^2 U}{\partial x_1 \partial x_2} dx_1 dx_2 \\
= \int_{-\infty}^{\infty} \frac{\partial}{\partial x_2} \left[ \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial U}{\partial x_1} dx_1 \right] dx_2 \\
= \int_{-\infty}^{\infty} \frac{\partial}{\partial x_2} \left[ -i\eta_1 \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} U(\tau, x_1, x_2) dx_1 \right] dx_2 \\
= -i\eta_1 \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \frac{\partial U}{\partial x_2} dx_1 dx_2 \\
= -\eta_1 \eta_2 \hat{U}(\tau, \eta_1, \eta_2). \] (A2.3.8)

By substituting equations (A2.3.1)-(A2.3.8) into equation (2.2.19) we obtain the result in Proposition 2.3.1.

The Fourier transform of the initial condition (2.2.20) with respect to \( x_1 \) and \( x_2 \) is
\[
\mathcal{F}\left\{ U(0, x_1, x_2) \right\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{i\eta_1 x_1 + i\eta_2 x_2} \delta(x_1 - x_{1,0}) \delta(x_2 - x_{2,0}) dx_1 dx_2 \\
= e^{i\eta_1 x_{1,0} + i\eta_2 x_{2,0}}, \] (A2.3.9)

which is the result presented in equation (2.3.3) of Proposition 2.3.1.
Appendix 2.4. Proof of Proposition 2.3.2

For convenience, we first set

\[ \alpha(\eta_1, \eta_2) = i\eta_1 \kappa_1 + i\eta_2 \kappa_2 + \frac{1}{2}\sigma_1^2 \eta_1^2 + \sigma_1 \sigma_2 \eta_1 \eta_2 + \frac{1}{2}\sigma_2^2 \eta_2^2, \]

such that equation (2.3.1) can be rewritten as

\[ \frac{\partial \hat{U}}{\partial \tau}(\tau, \eta_1, \eta_2) + \alpha(\eta_1, \eta_2) \hat{U}(\tau, \eta_1, \eta_2) = 0. \quad (A2.4.1) \]

Taking \( e^{\int_0^\tau \alpha(\eta_1, \eta_2) d\tau} \) as the integrating factor yields the solution

\[ \hat{U}(\tau, \eta_1, \eta_2) = e^{-\alpha(\eta_1, \eta_2) \tau} \hat{U}(0, \eta_1, \eta_2), \quad (A2.4.2) \]

which is the result presented in Proposition 2.3.2.

Appendix 2.5. Proof of Proposition 2.4.1

In this appendix we want to find the inverse Fourier transform of the transform given in Proposition 2.3.2. From definition 1.3.2, we note that

\[ \hat{U}(\tau, x_1, x_2) = \mathcal{F}^{-1} \left\{ \hat{U}(0, \eta_1, \eta_2) \hat{K}(\tau, \eta_1, \eta_2) \right\} \]

\[ = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} e^{-i\eta_1 x_1 - i\eta_2 x_2} e^{i\eta_1 x_1,0 + i\eta_2 x_2,0} \]

\[ \times \exp \left\{ - \left[ i\eta_1 \kappa_1 + i\eta_2 \kappa_2 + \frac{1}{2}\sigma_1^2 \eta_1^2 + \rho \sigma_1 \sigma_2 \eta_1 \eta_2 + \frac{1}{2}\sigma_2^2 \eta_2^2 \right] \tau \right\} d\eta_1 d\eta_2. \]
By rearranging the components of equation (A2.5.1) we obtain

\[ U(\tau, x_1, x_2) = \frac{1}{4\pi^2} \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2} \rho^2 \sigma_1^2 \eta_2^2 + (x_{2,0} - x_2 - \kappa_2 \tau) i\eta_2 \right\} \times \left[ \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2} \rho^2 \sigma_1^2 \eta_2^2 - i(x_1 - x_{1,0} + \kappa_1 \tau - \rho \sigma_1 \sigma_2 i\eta_2) \right\} d\eta_1 \right] d\eta_2. \]  

(A2.5.3)

By letting \( p = \frac{1}{2} \rho^2 \sigma_1^2 \), \( q = i(x_1 - x_{1,0} + \kappa_1 \tau - \rho \sigma_1 \sigma_2 i\eta_2) \) and making use of the result in Footnote 9 with \( n = 0 \) in the above equation we obtain

\[ U(\tau, x_1, x_2) = \frac{\sqrt{2\pi} e^{-r\tau}}{4\pi^2 \sigma_1 \sqrt{\tau}} \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2} \rho^2 \sigma_1^2 \eta_2^2 + (x_{2,0} - x_2 - \kappa_2 \tau) i\eta_2 \right\} \times \exp \left\{ - \left( \frac{x_1 - x_{1,0} + \kappa_1 \tau}{2\sigma_1^2 \tau} \right)^2 \right\} \times \left[ \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2} \sigma_2^2 \tau (1 - \rho^2) \eta_2^2 - \left[ x_2 - x_{2,0} + \kappa_2 \tau - \frac{\rho \sigma_2 (x_1 - x_{1,0} + \kappa_1 \tau)}{\sigma_1} \right] i\eta_2 \right\} d\eta_2 \right]. \]  

(A2.5.4)

We apply similar techniques to the integral with respect to \( \eta_2 \) by letting \( p = \frac{1}{2} \rho^2 \sigma_2^2 (1 - \rho^2) \) and \( q = i \left[ x_2 - x_{2,0} + \kappa_2 \tau - \frac{\rho \sigma_2 (x_1 - x_{1,0} + \kappa_1 \tau)}{\sigma_1} \right] \). Application of the result in Footnote 9 to equation (A2.5.4) and rearranging terms yields

\[ U(\tau, x_1, x_2) = \frac{1}{2\pi \sigma_1 \sigma_2 \sqrt{1 - \rho^2}} \exp \left\{ -\frac{1}{2\tau (1 - \rho^2)} \left[ \frac{x_1 - x_{1,0} + \kappa_1 \tau}{\sigma_1} \right]^2 \right. \]  

\[ -2\rho \left( \frac{x_1 - x_{1,0} + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - x_{2,0} + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - x_{2,0} + \kappa_2 \tau}{\sigma_2} \right)^2 \left. \right\}. \]  

(A2.5.5)

which is the result presented in Proposition 2.4.1.

---

Footnote 9: We make use of the following key result for complex functions (See for example Abramowitz and Stegun (1964)). Let \( p \) and \( q \) be complex variables independent of the integration variable \( \eta \), with \( \text{Re}(p) \geq 0 \). Also let \( n \) be a positive integer. Then the integral of the exponential quadratic function with respect to \( \eta \) is given by

\[ \int_{-\infty}^{\infty} e^{-pq^2 - q^n \eta^n} d\eta = (-1)^n \sqrt{\frac{\pi}{p}} q^n \partial^n (e^{q^2}). \]  

(A2.5.2)
Appendix 2.6. Proof of Proposition 2.6.1

We break this proof into a number of components as it is quite lengthy. We start by deriving equation (2.6.3) for the European option component followed by equation (2.6.4) for the early exercise premium component.

(1) Derivation of the European Spread Option Component

In order to derive equation (2.6.3), we know from the spread call option payoff that \( c(x_1, x_2) = (e^{x_1} - e^{x_2} - K)^+ \). Substituting this into equation (2.5.2) we obtain

\[
C_S^E(\tau, x_1, x_2) = \frac{e^{-r\tau}}{2\pi\sigma_1\sigma_2\tau \sqrt{1 - \rho^2}} \int_{-\infty}^\infty \int_{-\infty}^\infty (e^{u_1} - e^{u_2} - K)^+ \exp \left\{ \frac{-1}{2\tau(1 - \rho^2)} \left[ \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right)^2 \right] \right\} du_1 du_2.
\]

(A2.6.1)

We note first of all that \( e^{u_1} - e^{u_2} - K = 0 \) at \( e^{u_1} = e^{u_2} + K \equiv K_1(u_2) \). We break the above integral into three parts such that

\[
C_S^E(\tau, x_1, x_2) = A_1(\tau, x_1, x_2) - A_2(\tau, x_1, x_2) - A_3(\tau, x_1, x_2),
\]

(A2.6.2)

where

\[
A_1(\tau, x_1, x_2) = \frac{e^{-r\tau}}{2\pi\sigma_1\sigma_2\tau \sqrt{1 - \rho^2}} \int_{-\infty}^\infty \int_{-\infty}^\infty e^{u_1} \exp \left\{ \frac{-1}{2\tau(1 - \rho^2)} \left[ \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right)^2 \right] \right\} du_1 du_2,
\]

(A2.6.3)

\[
A_2(\tau, x_1, x_2) = \frac{e^{-r\tau}}{2\pi\sigma_1\sigma_2\tau \sqrt{1 - \rho^2}} \int_{-\infty}^\infty \int_{-\infty}^\infty e^{u_2} \exp \left\{ \frac{-1}{2\tau(1 - \rho^2)} \left[ \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right)^2 \right] \right\} du_1 du_2,
\]

(A2.6.4)
and

\[
A_3(\tau, x_1, x_2) = \frac{e^{-\tau\rho}}{2\pi\sigma_1\sigma_2 \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2\tau(1 - \rho^2)} \left[ \frac{(x_1 - u_1 + \kappa_1 \tau)^2}{\sigma_1} \right] \right\} du_1 du_2.
\]

\[
- 2\rho \left( \frac{x_1 - u_1 + \kappa_1 \tau}{\sigma_1} \right) \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2 \tau}{\sigma_2} \right)^2 \right\} du_1 du_2.
\]

**(Simplifying the \( A_1(\tau, x_1, x_2) \) term):**

We first rearrange equation (A2.6.3) such that

\[
A_1(\tau, x_1, x_2) = \frac{e^{-\tau\rho}}{2\pi\sigma_1\sigma_2 \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 \tau)^2}{-2\sigma_2^2(1 - \rho^2)\tau} \right\} \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1 \tau)^2}{-2\sigma_1^2(1 - \rho^2)\tau} \right\} du_1 du_2.
\]

Equation (A2.6.6) simplifies to

\[
A_1(\tau, x_1, x_2) = \frac{e^{-\tau\rho}}{2\pi\sigma_1\sigma_2 \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 \tau)^2}{-2\sigma_2^2(1 - \rho^2)\tau} \right\} \times \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1 \tau)^2 - 2\rho^2 \sigma_1^2 (x_2 - u_2 + \kappa_2 \tau)(x_1 - u_1 + \kappa_1 \tau) - 2\rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2 \tau)(x_1 - u_1 + \kappa_1 \tau) + 2\sigma_1^2 \tau(1 - \rho^2)u_1}{-2\sigma_1^2(1 - \rho^2)} \right\} du_1 du_2.
\]

By collecting like terms and completing the square in the above equation we obtain

\[
A_1(\tau, x_1, x_2) = \frac{e^{\tau\rho} e^{-q_1 \tau}}{\sigma_2 \sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 \tau + \rho \sigma_1 \sigma_2 \tau]^2}{-2\sigma_2^2 \tau} \right\} \times \frac{1}{\sigma_1 \sqrt{2\pi \tau(1 - \rho^2)}} \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{[u_1 - \{x_1 + \kappa_1 \tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2 \tau) + \sigma_1^2 \tau(1 - \rho^2)\}]^2}{-2\sigma_1^2 \tau(1 - \rho^2)} \right\} du_1 du_2.
\]

We make the change of variables

\[
y_1 = \frac{u_1 - \{x_1 + \kappa_1 \tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2 \tau) + \sigma_1^2 \tau(1 - \rho^2)\}}{\sigma_1 \sqrt{(1 - \rho^2)}}.
\]

from which \( du_1 = \sigma_1 \sqrt{(1 - \rho^2)} dy_1. \)
Also,

\[ u_1 = \ln K_1(u_2) \implies y_1 = \frac{\ln K_1(u_2) - \{x_1 + \kappa_1 \tau - \rho \sigma_2 \sigma_1^2 (x_2 - u_2 + \kappa_2 \tau) + \sigma_1^2 \tau (1 - \rho^2)\}}{\sigma_1 \sqrt{\tau (1 - \rho^2)}}. \]

Substituting this into equation (A2.6.7) yields

\[ A_1(\tau, x_1, x_2) = \frac{e^{x_1} e^{-q_1 \tau}}{\sigma_2 \sqrt{2 \pi \tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 \tau + \rho \sigma_1 \sigma_2 \tau]^2}{-2\sigma_2^2 \tau} \right\} \times \frac{1}{\sigma_1 \sqrt{2 \pi \tau (1 - \rho^2)}} \int_{-\infty}^{\infty} e^{-\frac{y_1^2}{2}} dy_1 du_2, \]

where

\[ d_1[\tau, x_1, K_1(u_2)] = \frac{x_1 + \kappa_1 \tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2 \tau) - \ln K_1(u_2) + \sigma_1^2 (1 - \rho^2) \tau}{\sigma_1 \sqrt{(1 - \rho^2) \tau}}. \]

Equation (A2.6.8) can be more simply represented as

\[ A_1(\tau, x_1, x_2) = \frac{e^{x_1} e^{-q_1 \tau}}{\sigma_2 \sqrt{2 \pi \tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 \tau + \rho \sigma_1 \sigma_2 \tau]^2}{-2\sigma_2^2 \tau} \right\} \mathcal{N}(d_1[\tau, x_1, K_1(u_2)]) du_2, \]

where \( \mathcal{N}(x) \) is the cumulative normal distribution function.

**Simplifying the \( A_2(\tau, x_1, x_2) \) term:**

The second term, equation (A2.6.4) can be rearranged to

\[ A_2(\tau, x_1, x_2) = \frac{e^{-\tau} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 \tau]^2 + u_2}{-2\sigma_2^2 (1 - \rho^2) \tau} \right\} \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1 \tau)^2}{-2\sigma_1^2 (1 - \rho^2) \tau} \right\} du_1 du_2}{2\pi \sigma_1 \sigma_2 \sqrt{1 - \rho^2}} \]

\[ \times \exp \left\{ \frac{\rho (x_2 - u_2 + \kappa_2 \tau)(x_1 - u_1 + \kappa_1 \tau)}{\sigma_1 \sigma_2 (1 - \rho^2) \tau} \right\} \]  

After completing the square, the above equation simplifies to
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\[ A_2(\tau, x_1, x_2) = \frac{e^{x_2}e^{-q_2\tau}}{\sigma_2\sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[u_2 - (x_2 + \kappa_2\tau + \sigma_2^2\tau)]^2}{-2\sigma_2^2\tau} \right\} \]

\[ \times \frac{1}{\sigma_1\sqrt{2\pi\tau(1-\rho^2)}} \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{[x_1 - u_1 + \kappa_1\tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2\tau)]^2}{-2\sigma_1^2(1-\rho^2)\tau} \right\} du_1 du_2. \]  

(A2.6.12)

We set

\[ y_2 = \frac{x_1 - u_1 + \kappa_1\tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2\tau)}{\sigma_1 \sqrt{(1-\rho^2)\tau}}, \]

so that \( du_1 = \sigma_1 \sqrt{(1-\rho^2)\tau} dy_2. \) Also note that

\[ u_1 = \ln K_1(u_2) \implies y_2 = \frac{x_1 + \kappa_1\tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2\tau) - \ln K_1(u_2)}{\sigma_1 \sqrt{(1-\rho^2)\tau}}. \]

Substituting these expressions into equation (A2.6.12) yields

\[ A_2(\tau, x_1, x_2) = \frac{e^{x_2}e^{-q_2\tau}}{\sigma_2\sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[u_2 - (x_2 + \kappa_2\tau + \sigma_2^2\tau)]^2}{-2\sigma_2^2\tau} \right\} \]

\[ \times \frac{1}{\sigma_1\sqrt{2\pi\tau(1-\rho^2)}} \int_{d_2[\tau, x_1, K_1(u_2)]}^{\infty} e^{-\frac{y_2^2}{2}} dy_2 du_2, \]  

(A2.6.13)

where

\[ d_2[\tau, x_1, K_1(u_2)] = \frac{x_1 + \kappa_1\tau - \rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2\tau) - \ln K_1(u_2)}{\sigma_1 \sqrt{(1-\rho^2)\tau}} \]

\[ = d_1[\tau, x_1, K_1(u_2)] - \sigma_1^2 \sqrt{(1-\rho^2)\tau}. \]

Equation (A2.6.13) simplifies to

\[ A_2(\tau, x_1, x_2) = \frac{e^{x_2}e^{-q_2\tau}}{\sigma_2\sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[u_2 - (x_2 + \kappa_2\tau + \sigma_2^2\tau)]^2}{-2\sigma_2^2\tau} \right\} \mathcal{N}(d_2[\tau, x_1, K_1(u_2)]) du_2. \]

(A2.6.14)

**Simplifying the \( A_3(\tau, x_1, x_2) \) term:**

By rearranging equation (A2.6.5) we obtain
\[ A_3(\tau, x_1, x_2) = \frac{e^{-r\tau} K}{2\pi\sigma_1\sigma_2\tau\sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2\tau)^2}{-2\sigma_2^2(1 - \rho^2)\tau} \right\} \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1\tau)^2}{-2\sigma_1^2(1 - \rho^2)\tau} \right\} \\
\times \exp \left\{ \frac{\rho(x_2 - u_2 + \kappa_2\tau)(x_1 - u_1 + \kappa_1\tau)}{\sigma_1\sigma_2(1 - \rho^2)\tau} \right\} \text{d}u_1\text{d}u_2. \]  
(A2.6.15)

After completing the square, the above equation simplifies to

\[ A_3(\tau, x_1, x_2) = \frac{e^{-r\tau} K}{\sigma_2\sqrt{2\pi\tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2\tau)^2}{-2\sigma_2^2\tau} \right\} \]  
\times \frac{1}{\sigma_1\sqrt{2\pi\tau(1 - \rho^2)}} \int_{\ln K_1(u_2)}^{\infty} \exp \left\{ \frac{[x_1 - u_1 + \kappa_1\tau - \rho\sigma_1\sigma_2(x_2 - u_2 + \kappa_2\tau)]^2}{-2\sigma_1^2(1 - \rho^2)\tau} \right\} \text{d}u_1\text{d}u_2. \]  
(A2.6.16)

If we let

\[ y_3 = \frac{x_1 - u_1 + \kappa_1\tau - \rho\sigma_1\sigma_2(x_2 - u_2 + \kappa_2\tau)}{\sigma_1\sqrt{(1 - \rho^2)\tau}}, \]

then \( \text{d}u_1 = \sigma_1\sqrt{(1 - \rho^2)\tau}\text{d}y_3. \) Also

\[ u_1 = \ln K_1(u_2) \implies y_3 = \frac{x_1 + \kappa_1\tau - \rho\sigma_1\sigma_2(x_2 - u_2 + \kappa_2\tau) - \ln K_1(u_2)}{\sigma_1\sqrt{(1 - \rho^2)\tau}}. \]

Substituting this into equation (A2.6.16) we obtain

\[ A_3(\tau, x_1, x_2) = \frac{e^{-r\tau} K}{\sigma_2\sqrt{2\pi\tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2\tau)^2}{-2\sigma_2^2\tau} \right\} \]  
\times \frac{1}{\sigma_1\sqrt{2\pi\tau(1 - \rho^2)}} \int_{d_2[\tau, x_1, K_1(u_2)]}^{\infty} e^{-\frac{y_3^2}{2}} \text{d}y_3\text{d}u_2. \]  
(A2.6.17)

Equation (A2.6.17) simplifies to

\[ A_3(\tau, x_1, x_2) = \frac{e^{-r\tau} K}{\sigma_2\sqrt{2\pi\tau}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2\tau)^2}{-2\sigma_2^2\tau} \right\} \mathcal{N}(d_2[\tau, x_1, K_1(u_2)]) \text{d}u_2. \]  
(A2.6.18)
By combining equations (A2.6.10), (A2.6.14) and (A2.6.18) together we can represent the European spread call option component as

\[
C_{SE}(\tau, x_1, x_2) = e^{x_1} e^{-q_1 \tau} \frac{e^{-q_2 \tau}}{\sigma_2 \sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{-\frac{[x_2 - u_2 + \kappa_2 \tau + \rho \sigma_1 \sigma_2 \tau]^2}{2\sigma_2^2 \tau} \right\} N(d_1[\tau, x_1, K_1(u_2)]) du_2
\]

\[-e^{x_2} e^{-q_2 \tau} \frac{e^{-q_1 \tau}}{\sigma_2 \sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{-\frac{[x_2 - u_2 + \kappa_2 \tau + \sigma_2^2 \tau]^2}{2\sigma_2^4 \tau} \right\} N(d_2[\tau, x_1, K_1(u_2)]) du_2
\]

\[-e^{-r \tau} K \frac{e^{-q_2 \tau}}{\sigma_2 \sqrt{2\pi \tau}} \int_{-\infty}^{\infty} \exp \left\{-\frac{(x_2 - u_2 + \kappa_2 \tau)^2}{2\sigma_2^4 \tau} \right\} N(d_2[\tau, x_1, K_1(u_2)]) du_2, \tag{A2.6.19}
\]

which is the result in equation (2.6.3) of Proposition 2.6.2.

(2) Derivation of the Early Exercise Premium Component

We now turn to the derivation equation (2.6.4) for the early exercise premium component. The derivation is very similar to that of \(C_{SE}(\tau, x_1, x_2)\) the main difference being in the limits of the \(u_1\) integral and also the early exercise premium component involves a time integral. By specifying the spread option payoff, it can be shown that \(f(\tau, x_1, x_2) = q_1 e^{x_1} - q_2 e^{x_2} - r K\) so that equation (2.5.3) becomes

\[
C_{SP}(\tau, x_1, x_2) = \int_0^{\tau} \frac{e^{-r(\tau - \xi)}}{2\pi \sigma_1 \sigma_2 (\tau - \xi) \sqrt{1 - \rho^2}} \int_{\ln B(\xi, u_2)}^{\infty} \int_{\ln B(\xi, u_2)}^{\infty} (q_1 e^{u_1} - q_2 e^{u_2} - r K) \times \exp \left\{-\frac{1}{2(\tau - \xi)(1 - \rho^2)} \left[ \left( \frac{x_1 - u_1 + \kappa_1 (\tau - \xi)}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1 (\tau - \xi)}{\sigma_1} \right) \right. \right.
\]

\[-\left. \times \left( \frac{x_2 - u_2 + \kappa_2 (\tau - \xi)}{\sigma_2} \right) + \left( \frac{x_2 - u_2 + \kappa_2 (\tau - \xi)}{\sigma_2} \right)^2 \right\} \right] du_1 du_2 d\xi. \tag{A2.6.20}
\]

In simplifying equation (A2.6.20), we first split it into three parts such that

\[
C_{SP}(\tau, x_1, x_2) = I_1(\tau, x_1, x_2) - I_2(\tau, x_1, x_2) - I_3(\tau, x_1, x_2), \tag{A2.6.21}
\]

where
\[ I_1(\tau, x_1, x_2) = \int_0^\tau \frac{e^{-r(\tau-x)}}{2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2}} \int_{-\infty}^{\ln B(\xi, u_2)} \int_{-\infty}^{\infty} \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right) \times \left( \frac{x_2 - u_2 + \kappa_2(\tau-\xi)}{\sigma_2} \right)^2 \right) du_1 du_2 d\xi, \]  

\[ A2.6.22 \]

\[ I_2(\tau, x_1, x_2) = \int_0^\tau \frac{e^{-r(\tau-x)}}{2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2}} \int_{-\infty}^{\ln B(\xi, u_2)} \int_{-\infty}^{\infty} \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right) \times \left( \frac{x_2 - u_2 + \kappa_2(\tau-\xi)}{\sigma_2} \right)^2 \right) du_1 du_2 d\xi, \]  

\[ A2.6.23 \]

\[ I_3(\tau, x_1, x_2) = \int_0^\tau \frac{rKe^{-r(\tau-x)}}{2\pi \sigma_1 \sigma_2 \sqrt{1-\rho^2}} \int_{-\infty}^{\ln B(\xi, u_2)} \int_{-\infty}^{\infty} \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right)^2 - 2\rho \left( \frac{x_1 - u_1 + \kappa_1(\tau-\xi)}{\sigma_1} \right) \times \left( \frac{x_2 - u_2 + \kappa_2(\tau-\xi)}{\sigma_2} \right)^2 \right) du_1 du_2 d\xi. \]  

\[ A2.6.24 \]
Simplifying the \( I_1(\tau, x_1, x_2) \) term:

We first rearrange equation (A2.6.22) such that

\[
I_1(\tau, x_1, x_2) = \int_0^\tau \frac{q_1 e^{-r(\tau - \xi)}}{2\pi \sigma_1 \sigma_2 (\tau - \xi) \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 (\tau - \xi))^2}{-2\sigma_1^2 (1 - \rho^2) (\tau - \xi)} \right\} \left( \int_{\ln B(\xi, u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1 (\tau - \xi))^2}{-2\sigma_1^2 (1 - \rho^2) (\tau - \xi)} \right\} \right\} \times \exp \left\{ \frac{\rho (x_2 - u_2 + \kappa_2 (\tau - \xi))(x_1 - u_1 + \kappa_1 (\tau - \xi))}{\sigma_1 \sigma_2 (1 - \rho^2) (\tau - \xi)} \right\} + u_1 \right\} \, du_1 du_2 d\xi.
\]

Equation (A2.6.25) can be rearranged to read

\[
I_1(\tau, x_1, x_2) = \int_0^\tau \frac{q_1 e^{-r(\tau - \xi)}}{2\pi \sigma_1 \sigma_2 (\tau - \xi) \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 (\tau - \xi))^2}{-2\sigma_1^2 (1 - \rho^2) (\tau - \xi)} \right\} \left( \int_{\ln B(\xi, u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1 (\tau - \xi))^2 - 2\sigma_1^2 (\tau - \xi)(1 - \rho^2) u_1}{-2\sigma_1^2 (\tau - \xi)(1 - \rho^2)} \right\} \right\} \times \exp \left\{ \frac{-2\rho \sigma_1 \sigma_2 (x_2 - u_2 + \kappa_2 (\tau - \xi))(x_1 - u_1 + \kappa_1 (\tau - \xi))}{-2\sigma_1^2 (\tau - \xi)(1 - \rho^2)} \right\} \, du_1 du_2 d\xi.
\]

By proceeding as we did when handling the \( A_1 \) term for the European option component in equation (A2.6.6) it can be shown that the above equation reduces to

\[
I_1(\tau, x_1, x_2) = \int_0^\tau \frac{q_1 e^{x_1} e^{-q_1 (\tau - \xi)}}{\sigma_2 \sqrt{2\pi (\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 (\tau - \xi) + \rho \sigma_1 \sigma_2 (\tau - \xi)]^2}{-2\sigma_1^2 (\tau - \xi)} \right\} \times \frac{1}{\sigma_1 \sqrt{2\pi (\tau - \xi)(1 - \rho^2)}} \int_{-d_1[\tau, x_1, B(\xi, u_2)]}^{\infty} e^{-\frac{y_1^2}{2}} dy_1 du_2 d\xi.
\]

The above equation can further be simplified to

\[
I_1(\tau, x_1, x_2) = \int_0^\tau \frac{q_1 e^{x_1} e^{-q_1 (\tau - \xi)}}{\sigma_2 \sqrt{2\pi (\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 (\tau - \xi) + \rho \sigma_1 \sigma_2 (\tau - \xi)]^2}{-2\sigma_1^2 (\tau - \xi)} \right\} \times \frac{1}{\sigma_1 \sqrt{2\pi (\tau - \xi)(1 - \rho^2)}} \int_{-\infty}^{d_1[\tau, x_1, B(\xi, u_2)]} e^{-\frac{y_1^2}{2}} dy_1 du_2 d\xi.
\]
where \( d_1(\tau, x, y) \) is defined in equation (A2.6.9).

Equation (A2.6.27) thus simplifies to

\[
I_1(\tau, x_1, x_2) = \int_0^\tau \frac{q_1 e^{x_1} e^{-q_1(\tau-\xi)}}{\sigma_2 \sqrt{2\pi(\tau-\xi)}} \int_{-\infty}^\infty \exp \left\{ \frac{[x_2 - u_2 + \kappa_2(\tau - \xi) + \rho \sigma_1 \sigma_2(\tau - \xi)]^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times N(d_1((\tau - \xi), x_1, B(\xi, u_2))) du_2 d\xi. \tag{A2.6.28}
\]

**Simplifying the \( I_2(\tau, x_1, x_2) \) term:**

First we rearrange equation (A2.6.23) to the form

\[
I_2(\tau, x_1, x_2) = \int_0^\tau \frac{q_2 e^{-r(\tau-\xi)}}{2\pi \sigma_1 \sigma_2 (\tau-\xi) \sqrt{1 - \rho^2}} \int_{-\infty}^\infty \exp \left\{ \frac{(x_2 - u_2 + \kappa_2(\tau - \xi))^2 + u_2}{-2\sigma_2^2(1 - \rho^2)(\tau - \xi)} \right\} \\
\times \exp \left\{ \frac{\rho(x_2 - u_2 + \kappa_2(\tau - \xi))(x_1 - u_1 + \kappa_1(\tau - \xi))}{\sigma_1 \sigma_2(1 - \rho^2)(\tau - \xi)} \right\} du_1 du_2 d\xi. \tag{A2.6.29}
\]

By proceeding as we did for the \( A_2 \) term in equation (A2.6.11) it can be shown that

\[
I_2(\tau, x_1, x_2) = \int_0^\tau \frac{q_2 e^{x_2} e^{-q_2(\tau-\xi)}}{\sigma_2 \sqrt{2\pi(\tau-\xi)}} \int_{-\infty}^\infty \exp \left\{ \frac{[u_2 - (x_2 + \kappa_2(\tau - \xi) + \sigma_2^2(\tau - \xi))]^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times \frac{1}{\sigma_1 \sqrt{2\pi(\tau - \xi) (1 - \rho^2)}} \int_{d_2[\tau, x_1, B(\xi, u_2)]} e^{-\frac{y^2}{2}} dy_2 du_2 d\xi. \tag{A2.6.30}
\]

Equation (A2.6.30) thus simplifies to

\[
I_2(\tau, x_1, x_2) = \int_0^\tau \frac{q_2 e^{x_2} e^{-q_2(\tau-\xi)}}{\sigma_2 \sqrt{2\pi(\tau-\xi)}} \int_{-\infty}^\infty \exp \left\{ \frac{[x_2 - u_2 + \kappa_2(\tau - \xi) + \sigma_2^2(\tau - \xi)]^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times N(d_2((\tau - \xi), x_1, B(\xi, u_2))) du_2 d\xi. \tag{A2.6.31}
\]
**APPENDIX 2.7. PROOF OF PROPOSITION 2.6.1**

**Simplifying the \( I_3(\tau, x_1, x_2) \) term:**

By rearranging equation (A2.6.24) we obtain

\[
I_3(\tau, x_1, x_2) = \int_0^\tau \frac{r Ke^{-r(\tau-\xi)}}{2\pi \sigma_1 \sigma_2 (\tau - \xi) \sqrt{1 - \rho^2}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 (\tau - \xi))^2}{-2\sigma_2^2(1 - \rho^2)(\tau - \xi)} \right\} \\
\times \int_{\ln B(\xi, u_2)}^{\infty} \exp \left\{ \frac{(x_1 - u_1 + \kappa_1 (\tau - \xi))^2}{-2\sigma_1^2(1 - \rho^2)(\tau - \xi)} \right\} \\
\times \exp \left\{ \frac{\rho (x_2 - u_2 + \kappa_2 (\tau - \xi)) (x_1 - u_1 + \kappa_1 (\tau - \xi))}{\sigma_1 \sigma_2 (1 - \rho^2)(\tau - \xi)} \right\} \, du_1 du_2 d\xi.
\]

(A2.6.32)

By repeating the steps involved in simplifying the \( A_3 \) term in equation (A2.6.15) to the above equation we find that

\[
I_3(\tau, x_1, x_2) = \int_0^\tau \frac{r Ke^{-r(\tau-\xi)}}{\sigma_2 \sqrt{2\pi (\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 (\tau - \xi))^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times \mathcal{N}(d_2[(\tau - \xi), x_1, B(\xi, u_2)]) \, du_2 d\xi.
\]

(A2.6.33)

Combining equations (A2.6.28), (A2.6.31) and (A2.6.33) together we can represent the early exercise premium component as

\[
C_P(\tau, x_1, x_2) = \int_0^\tau q_1 e^{x_1} e^{-q_1(\tau-\xi)} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 (\tau - \xi) + \rho \sigma_1 \sigma_2 (\tau - \xi)]^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times \mathcal{N}(d_1[(\tau - \xi), x_1, B(\xi, u_2)]) \, du_2 d\xi
\]

\[- \int_0^\tau \frac{q_2 e^{x_2} e^{-q_2(\tau-\xi)}}{\sigma_2 \sqrt{2\pi (\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ \frac{[x_2 - u_2 + \kappa_2 (\tau - \xi) + \sigma_2^2 (\tau - \xi)]^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times \mathcal{N}(d_2[(\tau - \xi), x_1, B(\xi, u_2)]) \, du_2 d\xi
\]

\[- \int_0^\tau \frac{r Ke^{-r(\tau-\xi)}}{\sigma_2 \sqrt{2\pi (\tau - \xi)}} \int_{-\infty}^{\infty} \exp \left\{ \frac{(x_2 - u_2 + \kappa_2 (\tau - \xi))^2}{-2\sigma_2^2(\tau - \xi)} \right\} \\
\times \mathcal{N}(d_2[(\tau - \xi), x_1, B(\xi, u_2)]) \, du_2 d\xi,
\]

(A2.6.34)

which is the result in Proposition 2.6.1.
Appendix 2.7. Proof of Proposition 2.11.1

In this appendix we want to show that Duhamel’s principle holds, that is we want to show that the function in equation (2.11.14) is a solution of the PDE (2.11.9). The PDE (2.11.9) can be written as

$$\frac{\partial C}{\partial \tau} = \mathcal{M}C - rC + f(\tau, x_1, \ldots, x_n),$$  \hspace{1cm} (A2.7.1)

where

$$\mathcal{M}C = \sum_{i=1}^{n} \left( r - q_i - \frac{1}{2}\sigma_i^2 \right) \frac{\partial C}{\partial x_i} + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \rho_{ij}\sigma_i\sigma_j \frac{\partial^2 C}{\partial x_i \partial x_j},$$

and $f(\tau, x_1, \ldots, x_n)$ is the inhomogeneous term which is the difference between total dividends receivable and total interest payments on the strike in the case of a call option.

We now want to show that (2.11.14) satisfies (A2.7.1). Substituting $C(\tau, x_1, \ldots, x_n) = C_E(\tau, x_1, \ldots, x_n) + C_P(\tau, x_1, \ldots, x_n)$ into (A2.7.1) we proceed as follows

$$\frac{\partial C}{\partial \tau} - \mathcal{M}C + rC - f(\tau, x_1, \ldots, x_n) = e^{-r\tau} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} c(u_1, \ldots, u_n) \left\{ \frac{\partial U}{\partial \tau} - \mathcal{M}U \right\} du_1 \cdots du_n$$

$$+ \int_{0}^{\tau} e^{-r(\tau-\xi)} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(\xi, u_1, \ldots, u_n) \left\{ \frac{\partial U}{\partial \tau} - \mathcal{M}U \right\} du_1 \cdots du_n d\xi + rC - rC$$

$$+ \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(\tau, u_1, \ldots, u_n) U(0, x_1, \ldots, x_n) du_1 \cdots du_n - f(\tau, x_1, \ldots, x_n)$$

$$= \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f(\tau, u_1, \ldots, u_n) \delta(x_1 - u_1) \cdots \delta(x_n - u_n) du_1 \cdots du_n - f(\tau, x_1, \ldots, x_n)$$

$$= f(\tau, x_1, \ldots, x_n) - f(\tau, x_1, \ldots, x_n) = 0.$$  \hspace{1cm} (A2.7.2)

This implies that the pricing function in equation (2.11.14) satisfies the PDE (A2.7.1).

Appendix 2.8. Proof of Proposition 2.11.3

First let

$$\alpha(\eta_1, \ldots, \eta_n) = \sum_{j=1}^{n} \eta_j \kappa_j + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} \rho_{jk}\sigma_j\sigma_k \eta_j \eta_k,$$
so that equation (2.11.15) can be rewritten as

\[
\frac{\partial \hat{U}}{\partial \tau}(\tau, \eta_1, \cdots, \eta_n) + \alpha(\eta_1, \cdots, \eta_n) \hat{U}(\tau, \eta_1, \cdots, \eta_n) = 0.
\]

Taking \( e^{\int_0^\tau \alpha(\eta_1, \cdots, \eta_n) \, ds} \) as the integrating factor and rearranging yields,

\[
\hat{U}(\tau, \eta_1, \cdots, \eta_n) = \hat{U}(0, \eta_1, \cdots, \eta_n) e^{-\alpha(\eta_1, \cdots, \eta_n) \tau},
\]

which is the result presented in Proposition 2.11.3.
CHAPTER 3

American Option Pricing Under Two Stochastic Volatility Processes

3.1. Introduction

As reviewed in Chapter 1, volatility of asset returns changes with time and the changes are unpredictable. Volatility has the tendency of reverting to a long-run average. This has led to a great deal of research on the pricing of European options under a single stochastic volatility process such as the contributions of Scott (1987), Wiggins (1987), Hull and White (1987), Stein and Stein (1991) and Heston (1993).

Of all these models, that of Heston (1993) leads to a semi closed-form solution for the European option price involving the evaluation of complex integrals. However, Cont and da Fonseca (2002) use principal component analysis to show that the smile features on implied volatility surfaces can be well captured by at least two stochastic factors. Furthermore Bergomi (2004) reveals that there is a structural limitation that prevents single-factor stochastic volatility models from generating consistent option prices. Given such evidence, da Fonseca et al. (2005) and (2008) consider the pricing of European options when the underlying asset evolves under the influence of multi-factor stochastic variance processes. The multifactor stochastic variance processes are taken to be instantaneous variances processes effective over different maturity periods. Christoffersen, Heston and Jacobs (2009) have also used principal componentwise analysis to investigate the need to model Black-Scholes implied variances with multifactor stochastic volatility models and note that such models capture a lot of the variation in empirical European style options data.
Whilst a great deal of effort has been dedicated to European options under stochastic volatility, little research has been devoted to American option pricing. Ikonen and Toivanen (2004) use operator splitting methods to solve numerically the PDE for the American put option under stochastic volatility. Tzavalis and Wang (2003) derive the integral representation of the American put option and approximate the early exercise surface with a log-linear function. The unknown functions of the log-linear representation are then approximated by Chebyshev polynomials. Adolfsson et al. (2009) use the same log-linear approximation but however, instead of using Chebyshev polynomials, the integral equation is explicitly solved resulting in a Heston (1993) type characteristic function for the early exercise premium component.

Motivated by the multifactor volatility feature, we seek to extend the American option pricing model of Adolfsson et al. (2009) to the multifactor stochastic volatility case. As a starting point we will assume that the underlying asset is driven by two independent stochastic variance processes of the Heston (1993) type. These Whilst da Fonseca et al. (2005) and (2008) specify the two stochastic variance processes to be effective during different periods of the maturity domain, in this work we model the variance processes as independent risk factors influencing the dynamics of the underlying asset over the entire maturity domain.

By first applying the Girsanov theorem for Wiener processes to the driving stochastic processes, we derive the corresponding pricing PDE using Ito’s Lemma and some hedging arguments. The PDE is solved subject to initial and boundary conditions that specify the type of option under consideration. As is well known, the underlying asset of the American call option is bounded above by the early exercise boundary and below by zero. As in Chapter 2 of this thesis, we convert the upper bound of the underlying asset to an unbounded domain by using the approach of Jamshidian (1992). The three stochastic processes; one for the underlying asset and the two variance processes
can also be used to derive the corresponding PDE for their joint transition probability density function which satisfies a backward Kolmogorov PDE. Coupled with this and the unbounded PDE for the option price, we derive the general solution for the American option price by using Duhamel’s principle. The only unknown term in the general solution is the transition density function which is the solution of the backward Kolmogorov PDE for the three driving processes.

In solving the Kolmogorov PDE, we first reduce it to a characteristic PDE by using a combination of Fourier and Laplace transforms. The resulting equation is then solved by the method of characteristics. Once the solution is found, we revert back to the original variables by applying the Fourier and Laplace inversion theorems. With the transition density in place, we can readily obtain the full integral representation of the American option price. As implied by Duhamel’s principle, the American option price is the sum of two components namely the European and early exercise premium components. The European option component can be readily reduced to the Heston (1993) form by using similar techniques to those in Adolfsson et al. (2009). In dealing with the early exercise premium component, we extend the idea of Tzavalis and Wang (2003) and approximate the early exercise boundary as a bivariate log-linear function. This approximation allows us to reduce the integral dimensions of the early exercise premium by simplifying the integrals with respect to the two variance processes. The reduction of the dimensionality has the net effect of enhancing computational efficiency by reducing the computational time of the early exercise premium component.

This chapter is organized as follows, we present the problem statement and the corresponding general solution of the American call option price in Section 3.2. We apply a Fourier transform to the underlying asset variable in the PDE for the density function in Section 3.3 followed by application of a bivariate Laplace transform to the variance variables in Section 3.4. Application of the Laplace transform yields the PDE which we solve by the method of characteristics, details of which are given in Section 3.5. Once
this PDE is solved the next step involves reverting back to the original underlying asset and variance variables. This is accomplished by applying Laplace and Fourier inversion theorems as detailed in Sections 3.6 and 3.7 respectively. The resulting function is the explicit representation of the transition density function. Section 3.8 nicely represents the integral form of the American call option price. Having found a representation of the American option price we then present details of how to implement the pricing relationship in Section 3.10. Numerical results are finally presented in Section 3.11 followed by concluding remarks in Section 3.12. Lengthy derivations have been relegated to appendices.

3.2. Problem Statement

In this chapter we consider the evaluation of the American call option written on an underlying asset whose dynamics evolve under the influence of two stochastic variance processes of the Heston (1993) type. We represent the value of this option at the current time, \( t \) as \( V(t, S, v_1, v_2) \) where \( S \) is the price of the underlying asset paying a continuously compounded dividend yield at a rate \( q \) in a market offering a risk-free rate of interest denoted here as \( r \), and \( v_1 \) and \( v_2 \) are the two variance processes driving \( S \). Under the real world probability measure, \( \mathbb{P} \), the underlying asset dynamics are governed by the stochastic differential equation (SDE) system

\[
\begin{align*}
    dS &= \mu S dt + \sqrt{v_1} S dZ_1 + \sqrt{v_2} S dZ_2, \\
    dv_1 &= \kappa_1 (\theta_1 - v_1) dt + \sigma_1 \sqrt{v_1} dZ_3, \\
    dv_2 &= \kappa_2 (\theta_2 - v_2) dt + \sigma_2 \sqrt{v_2} dZ_4,
\end{align*}
\]

where \( \mu \) is the instantaneous return per unit time of the underlying asset, \( \theta_1 \) and \( \theta_2 \) are the long-run means of \( v_1 \) and \( v_2 \) respectively, \( \kappa_1 \) and \( \kappa_2 \) are the speeds of mean-reversion, while \( \sigma_1 \) and \( \sigma_2 \) are the instantaneous volatilities of \( v_1 \) and \( v_2 \) per unit time respectively. The processes, \( Z_1, Z_2, Z_3 \) and \( Z_4 \) are correlated Wiener processes with a
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special correlation structure such that $E^P(dZ_1dZ_3) = \rho_{13}dt$, $E^P(dZ_2dZ_4) = \rho_{24}dt$ and all other correlations are zero.

In the next few paragraphs we will apply Girsanov’s Theorem for multiple Wiener processes. As this theorem is usually stated in terms of independent Wiener processes, it is convenient to transform the Wiener processes in the SDE system (3.2.1) - (3.2.3) to a corresponding system which is expressed in terms of independent Wiener processes whose increments we denote as $dW_j$ for $j = 1, \cdots, 4$. This transformation is accomplished by performing the Cholesky decomposition such that

$$
\begin{bmatrix}
  dZ_1 \\
  dZ_2 \\
  dZ_3 \\
  dZ_4
\end{bmatrix}
= 
\begin{bmatrix}
  1 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 \\
  \rho_{13} & 0 & \sqrt{1-\rho_{13}^2} & 0 \\
  0 & \rho_{24} & 0 & \sqrt{1-\rho_{24}^2}
\end{bmatrix}
\begin{bmatrix}
  dW_1 \\
  dW_2 \\
  dW_3 \\
  dW_4
\end{bmatrix}.
$$

(3.2.4)

As highlighted in the correlation matrix above, we assume that correlation exists between the pairs, $(Z_1, Z_3)$ and $(Z_2, Z_4)$ such that all other correlation terms except $\rho_{13}$ and $\rho_{24}$ are zero. These assumptions about the correlation structure allow us to apply transform methods as we avoid the product term $\sqrt{\nu_1}\sqrt{\nu_2}$ which is impossible to handle using the transform based methods that we propose. By incorporating the transformation (3.2.4) into equations (3.2.1)-(3.2.3) we obtain the system of SDEs

$$
dS = \mu S dt + \sqrt{\nu_1}SdW_1 + \sqrt{\nu_2}SdW_2, $$

(3.2.5)

$$
dv_1 = \kappa_1(\theta_1 - v_1) dt + \rho_{13}\sigma_1\sqrt{v_1}dW_1 + \sqrt{1 - \rho_{13}^2}\sigma_1\sqrt{v_1}dW_3, $$

(3.2.6)

$$
dv_2 = \kappa_2(\theta_2 - v_2) dt + \rho_{24}\sigma_2\sqrt{v_2}dW_2 + \sqrt{1 - \rho_{24}^2}\sigma_2\sqrt{v_2}dW_4. $$

(3.2.7)

It has been documented in Feller (1951) that for equations like (3.2.6) and (3.2.7) to be positive processes, the following conditions need to be satisfied:

$$
2\kappa_1\theta_1 \geq \sigma_1^2 \quad \text{and} \quad 2\kappa_2\theta_2 \geq \sigma_2^2.
$$

(3.2.8)
Cheang, Chiarella and Ziogas (2009) also show that in addition to the two conditions in (3.2.8) the following conditions need to be satisfied for the two variances to be finite:

\[-1 < \rho_{13} < \min \left( \frac{\kappa_1}{\sigma_1}, 1 \right) \text{ and } -1 < \rho_{24} < \min \left( \frac{\kappa_2}{\sigma_2}, 1 \right).\]  (3.2.9)

By following similar arguments to those in Cheang et al. (2009), it can be shown that the two conditions in equation (3.2.9) together with (3.2.8) also ensure that the solution of the underlying asset pricing process takes the form

\[S_t = S_0 \exp \left\{ \mu t - \frac{1}{2} \int_0^t v_1 du - \frac{1}{2} \int_0^t v_2 du + \int_0^t \sqrt{v_1} dW_1 + \int_0^t \sqrt{v_2} dW_2 \right\}. \]  (3.2.10)

where

\[\exp \left\{ -\frac{1}{2} \int_0^t v_1 du - \frac{1}{2} \int_0^t v_2 du + \int_0^t \sqrt{v_1} dW_1 + \int_0^t \sqrt{v_2} dW_2 \right\}, \]  (3.2.11)

is a martingale under the real world probability measure, \(P\).

The system (3.2.5)-(3.2.7) contains four Wiener processes but only one traded asset \(S\) as the two variance processes are non-tradable. This single asset is insufficient to hedge away these four risk factors when combined in a portfolio with an option dependent on the underlying asset, \(S\). This situation leads to market incompleteness. In order to hedge away these risk sources, the market needs to be completed in some way. The process of completing the market is usually done by placing a sufficient number of options of different maturities in the hedging portfolio\(^1\).

The hedging technique usually results in the triplet of underlying processes \((S, v_1, v_2)\) having different drift coefficients from those specified in the system, (3.2.5)-(3.2.7) thus resulting in different processes. We would however prefer to keep the original underlying asset price dynamics, a process achieved by switching from the real world

\(^1\)After applying these hedging arguments, it turns out that the resulting option pricing PDE is a function of two market prices of risk corresponding to the number of non-traded factors under consideration.
probability measure, $\mathbb{P}$ to the risk-neutral probability measure, $\mathbb{Q}$. The change of measure is accomplished by making use of the Girsanov’s Theorem for Wiener processes. Girsanov’s Theorem\(^2\) uses the so-called Radon-Nikodym derivative, $(R_N)$ which takes the form (see for instance Cheang et al. (2009))

$$R_N = \frac{d\mathbb{Q}}{d\mathbb{P}} = \exp \left\{ -\frac{1}{2} \int_0^t \Lambda_u^T \Sigma^{-1} \Lambda_u du - \int_0^t (\Sigma^{-1} \Lambda_u)^T dW \right\}, \quad (3.2.12)$$

where $\Sigma$ is the correlation matrix in (3.2.4) and $\Lambda_t$ is the vector of market prices of risk associated with the vector of Wiener processes, $W$. Market prices of risk associated with shocks on traded assets can be diversified away, however, for non-traded assets investors will always require a positive risk premium to compensate them for bearing such risk. Once the market prices of risk vector is specified, then by Girsanov’s Theorem for Wiener processes there exist

$$d\tilde{W}_j = \lambda_j(t) dt + dW_j, \quad (3.2.13)$$

where $\tilde{W}_j$, for $j = 1, \cdots, 4$ are Wiener processes under the risk neutral measure $\mathbb{Q}$. From the vector, $\Lambda_t$, we denote the constituent parameters as $\lambda_1(t)$ and $\lambda_2(t)$ to represent the market prices of risk associated with the shocks, $dW_1$ and $dW_2$, on the underlying asset price dynamics, and $\lambda_3(t)$ and $\lambda_4(t)$ to be the market prices of risk associated with bearing the $dW_3$ and $dW_4$ risks on the non-traded variance factors, $v_1$ and $v_2$ respectively. As highlighted above, $\lambda_3(t)$ and $\lambda_4(t)$ cannot be diversified away as variance cannot be traded. Application of Girsanov’s Theorem to the system (3.2.5)-(3.2.7) yields

$$dS = (r - q)S dt + \sqrt{v_1} S d\tilde{W}_1 + \sqrt{v_2} S d\tilde{W}_2, \quad (3.2.14)$$

$$dv_1 = \kappa_1(\theta_1 - v_1) dt - \lambda_3(t) \sqrt{1 - \rho_{13}^2} \sigma_1 \sqrt{v_1} dt + \rho_{13} \sigma_1 \sqrt{v_1} d\tilde{W}_1 + \sqrt{1 - \rho_{13}^2} \sigma_1 \sqrt{v_1} d\tilde{W}_3,$$

$$dv_2 = \kappa_2(\theta_2 - v_2) dt - \lambda_4(t) \sqrt{1 - \rho_{24}^2} \sigma_2 \sqrt{v_2} dt + \rho_{24} \sigma_2 \sqrt{v_2} d\tilde{W}_2 + \sqrt{1 - \rho_{24}^2} \sigma_2 \sqrt{v_2} d\tilde{W}_4,$$

\(^2\)For a detailed discussion see Harrison (1990).
where $r$ is the risk-free interest rate and $q$ is the continuously compounded dividend yield on the underlying asset, $S$. The key assumption we make on $\lambda_3(t)$ and $\lambda_4(t)$ is that both quantities are strictly positive to guarantee an investor a positive risk premium for holding the non-traded variance factors. In determining the market prices of the two variance risks, we use the same reasoning as in Heston (1993) with a slight modification such that

$$\lambda_3(t) = \frac{\lambda_1 \sqrt{v_1}}{\sigma_1 \sqrt{1 - \rho_{13}^2}}, \quad \text{and} \quad \lambda_4(t) = \frac{\lambda_2 \sqrt{v_2}}{\sigma_2 \sqrt{1 - \rho_{24}^2}},$$  \quad (3.2.15)

where $\lambda_1$ and $\lambda_2$ are constants. By substituting these into the system (3.2.14) we obtain

$$dS = (r - q)Sdt + \sqrt{v_1}Sd\tilde{W}_1 + \sqrt{v_2}Sd\tilde{W}_2,$$  \quad (3.2.16)

$$dv_1 = [\kappa_1 \theta_1 - (\kappa_1 + \lambda_1)v_1]dt + \rho_{13} \sigma_1 \sqrt{v_1}d\tilde{W}_1 + \sqrt{1 - \rho_{13}^2} \sigma_1 \sqrt{v_1}d\tilde{W}_3,$$  \quad (3.2.17)

$$dv_2 = [\kappa_2 \theta_2 - (\kappa_2 + \lambda_2)v_2]dt + \rho_{24} \sigma_2 \sqrt{v_2}d\tilde{W}_2 + \sqrt{1 - \rho_{24}^2} \sigma_2 \sqrt{v_2}d\tilde{W}_4.$$  \quad (3.2.18)

The conditions in equations (3.2.8) and (3.2.9) also ensure that the explicit solution of the asset price process, (3.2.16) can be represented as

$$S_t = S_0 \exp \left\{ (r - q)t - \frac{1}{2} \int_0^t v_1 du - \frac{1}{2} \int_0^t v_2 du + \int_0^t \sqrt{v_1}d\tilde{W}_1 + \int_0^t \sqrt{v_2}d\tilde{W}_2 \right\},$$  \quad (3.2.19)

where

$$\exp \left\{ -\frac{1}{2} \int_0^t v_1 du - \frac{1}{2} \int_0^t v_2 du + \int_0^t \sqrt{v_1}d\tilde{W}_1 + \int_0^t \sqrt{v_2}d\tilde{W}_2 \right\},$$  \quad (3.2.20)

is a positive martingale under the risk-neutral probability measure, $\mathbb{Q}$. Now with the system of equations (3.2.16)-(3.2.18), the next step involves the derivation of the corresponding American call option pricing PDE for the option written on the underlying
The pricing PDE can be shown to be\(^3\)

\[
\frac{\partial V}{\partial \tau}(\tau, S, v_1, v_2) = \mathcal{L}V(\tau, S, v_1, v_2) - rV,
\]

(3.2.21)

where

\[
\mathcal{L} = (r - q)S \frac{\partial}{\partial S} + [\kappa_1(\theta_1 - v_1) - \lambda_1v_1] \frac{\partial}{\partial v_1} + [\kappa_2(\theta_2 - v_2) - \lambda_2v_2] \frac{\partial}{\partial v_2} \\
+ \frac{1}{2} v_1 S^2 \frac{\partial^2}{\partial S^2} + \frac{1}{2} \sigma_1^2 v_1 \frac{\partial^2}{\partial v_1^2} + \frac{1}{2} v_2 S^2 \frac{\partial^2}{\partial S^2} + \frac{1}{2} \sigma_2^2 v_2 \frac{\partial^2}{\partial v_2^2} \\
+ \rho_{13} \sigma_1 v_1 S \frac{\partial^2}{\partial S \partial v_1} + \rho_{14} \sigma_2 v_2 S \frac{\partial^2}{\partial S \partial v_2}.
\]

(3.2.22)

Here, \(\mathcal{L}\) is the Dynkin operator associated with the SDE system (3.2.16)-(3.2.18). The state variables are defined in the domains \(0 < v_1, v_2 < \infty\) and \(0 \leq S < b(\tau, v_1, v_2)\) where \(S = b(\tau, v_1, v_2)\), is the early exercise boundary of the American call option at time-to-maturity, \(\tau\) when the instantaneous variances are \(v_1\) and \(v_2\) respectively. The PDE (3.2.21) is to be solved subject to the initial and boundary conditions

\[
V(0, S, v_1, v_2) = (S - K)^+, \quad 0 < S < \infty,
\]

(3.2.23)

\[
V(\tau, 0, v_1, v_2) = 0, \quad \tau \geq 0,
\]

(3.2.24)

\[
V(\tau, b(\tau, v_1, v_2), v_1, v_2) = b(\tau, v_1, v_2) - K, \quad \tau \geq 0,
\]

(3.2.25)

\[
\lim_{S \rightarrow b(\tau, v_1, v_2)} \frac{\partial V}{\partial S}(\tau, S, v_1, v_2) = 1 \quad \tau \geq 0.
\]

(3.2.26)

Condition (3.2.23) is the payoff of the option contract if it is held to maturity, while equation (3.2.24) is the absorbing state condition which ensures that the option ceases to exist once the underlying asset price hits zero. Equation (3.2.25) is the value matching condition which guarantees continuity of the option value function at the early exercise boundary, \(b(\tau, v_1, v_2)\). Equation (3.2.26) is the smooth pasting condition which together with the value matching condition are imposed to eliminate arbitrage opportunities. Boundary conditions at \(v_1 = 0\) and \(v_2 = 0\) are found by extrapolation

\(^3\)The definition of \(\tau\) has been provided in Chapter 2.
techniques when numerically implementing the resulting American call option pricing equation.

Also associated with the system of stochastic differential equations in (3.2.16)-(3.2.18) is the transition density function which we denote here as \( G(\tau, S, v_1, v_2; S_0, v_{1,0}, v_{2,0}) \). The transition density function represents the transition probability of passage from \( S, v_1, v_2 \) at time-to-maturity \( \tau \) to \( S_0, v_{1,0}, v_{2,0} \) at maturity. It is well known that the transition density function satisfies the backward Kolmogorov PDE associated with the stochastic differential equations in the system (3.2.16)-(3.2.18) (see for example Chiarella (2010)). The Kolmogorov equation in the current situation can be shown to be of the form

\[
\frac{\partial G}{\partial \tau} = \mathcal{L}G, \tag{3.2.27}
\]

where \( 0 \leq S < \infty \) and \( 0 \leq v_1, v_2 < \infty \). Equation (3.2.27) is solved subject to the initial condition

\[
G(0, S, v_1, v_2; S_0, v_{1,0}, v_{2,0}) = \delta(S - S_0)\delta(v_1 - v_{1,0})\delta(v_2 - v_{2,0}), \tag{3.2.28}
\]

where \( \delta(\cdot) \) is the Dirac delta function.

As noted in the PDE (3.2.21), the underlying asset domain is bounded above by the early exercise boundary, \( b(\tau, v_1, v_2) \). Jamshidian (1992) shows that one can consider an unbounded domain for the underlying asset by introducing an indicator function and transforming the PDE to

\[
\frac{\partial V}{\partial \tau}(\tau, S, v_1, v_2) = \mathcal{L}V(\tau, S, v_1, v_2) - rV + 1_{S \geq b(\tau, v_1, v_2)}(qS - rK). \tag{3.2.29}
\]

Here, \( 0 \leq S < \infty \), \( 0 < v_1, v_2 < \infty \) and \( 1_{S \geq b(\tau, v_1, v_2)} \) is an indicator function which is equal to one if \( S \geq b(\tau, v_1, v_2) \) and zero otherwise. Now the PDE (3.2.29) is defined on an unbounded domain for the underlying asset.
As an initial step to solving the PDE (3.2.29), we switch to log asset variables by letting $S = e^x$ and setting

$$C(\tau, x, v_1, v_2) \equiv V(\tau, e^x, v_1, v_2), \quad (3.2.30)$$

$$U(\tau, x, v_1, v_2; x_0, v_{1,0}, v_{2,0}) \equiv G(\tau, e^x, v_1, v_2; e^{x_0}, v_{1,0}, v_{2,0}), \quad (3.2.31)$$

to obtain

$$\frac{\partial C}{\partial \tau} = \mathcal{M}C - rC + 1_{x \geq \ln b(\tau, v_1, v_2)}(q e^x - rK), \quad (3.2.32)$$

where

$$\mathcal{M} = \left( r - q - \frac{1}{2} v_1 - \frac{1}{2} v_2 \right) \frac{\partial}{\partial x} + \Phi_1 \frac{\partial}{\partial v_1} - \beta_1 v_1 \frac{\partial}{\partial v_1} + \Phi_2 \frac{\partial}{\partial v_2} - \beta_2 v_2 \frac{\partial}{\partial v_2} + \frac{1}{2} v_1 \frac{\partial^2}{\partial x^2} + \frac{1}{2} v_2 \frac{\partial^2}{\partial x^2} + \rho_{13} \sigma_1 v_1 \frac{\partial^2}{\partial x \partial v_1} + \rho_{14} \sigma_2 v_2 \frac{\partial^2}{\partial x \partial v_2} + \frac{1}{2} \sigma_1^2 v_1 \frac{\partial^2}{\partial v_1^2} + \frac{1}{2} \sigma_2^2 v_2 \frac{\partial^2}{\partial v_2^2}, \quad (3.2.33)$$

$$\Phi_1 = \kappa_1 \theta_1, \quad \Phi_2 = \kappa_2 \theta_2, \quad \beta_1 = \kappa_1 + \lambda_1 \quad \text{and} \quad \beta_2 = \kappa_2 + \lambda_2. \quad (3.2.34)$$

Equation (3.2.32) is solved subject to the initial condition

$$C(0, x, v_1, v_2) = (e^x - K)^+, \quad -\infty < x < \infty. \quad (3.2.35)$$

Likewise, the transition density PDE (3.2.27) is transformed to

$$\frac{\partial U}{\partial \tau} = \mathcal{M}U. \quad (3.2.36)$$

Equation (3.2.36) is to be solved subject to the initial condition

$$U(0, x, v_1, v_2; x_0, v_{1,0}, v_{2,0}) = \delta(x - x_0)\delta(v_1 - v_{1,0})\delta(v_2 - v_{2,0}). \quad (3.2.37)$$
The inhomogeneous PDE (3.2.32) is in a form whose general solution can be represented by use of Duhamel’s principle. We present the general solution of (3.2.32) in the proposition below.

**Proposition 3.2.1.** The solution of the American call option pricing PDE (3.2.32) can be represented as

\[ C(\tau, x, v_1, v_2) = C_E(\tau, x, v_1, v_2) + C_P(\tau, x, v_1, v_2), \tag{3.2.38} \]

where

\[ C_E(\tau, x, v_1, v_2) = e^{-r\tau} \int_0^\infty \int_0^\infty \int_{-\infty}^{\infty} (e^u - K)^+ U(\tau, x, v_1, v_2; u, w_1, w_2) dudw_1dw_2, \tag{3.2.39} \]

and

\[ C_P(\tau, x, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \int_0^\infty \int_{\ln b(\xi, w_1, w_2)}^{\infty} (qe^u - rK) \times U(\tau - \xi, x, v_1, v_2; u, w_1, w_2) dudw_1dw_2d\xi. \tag{3.2.40} \]

**Proof:** Refer to Appendix 3.1. \(\square\)

The first component of equation (3.2.38) is the European option component whilst the second component is the early exercise premium. For us to operationalise the representation of equation (3.2.38), we need an explicit form of the density function, \(U(\tau, x, v_1, v_2)\) which is the solution of the PDE in equation (3.2.36). In order to solve equation (3.2.36), we first reduce it to a corresponding system of characteristic PDEs which can then be readily solved using a vast array of methods for tackling such problems. In this chapter, we will apply a combination of Fourier and Laplace transforms to this PDE resulting in a system of characteristic PDEs. We will apply Fourier transforms to the underlying log asset variable as its domain matches that of the transform. A bivariate Laplace transform will then be applied to the stochastic variance variables.
3.3. Applying Fourier Transforms

We first apply the Fourier transform to the log asset price variable in the PDE (3.2.36).

**Proposition 3.3.1.** The Fourier transform, \( \hat{U}(\tau, \eta, v_1, v_2) \) of the function \( U(\tau, x, v_1, v_2) \) which is the solution of the homogeneous PDE (3.2.36) satisfies the PDE

\[
\frac{\partial \hat{U}}{\partial \tau} = -i\eta(r-q)\hat{U} + \frac{1}{2} \Lambda(\eta)v_1\hat{U} + \frac{1}{2} \Lambda(\eta)v_2\hat{U} + \Phi_1 \frac{\partial \hat{U}}{\partial v_1} + \Phi_2 \frac{\partial \hat{U}}{\partial v_2} \\
- \Theta_1 v_1 \frac{\partial \hat{U}}{\partial v_1} - \Theta_2 v_2 \frac{\partial \hat{U}}{\partial v_2} + \frac{1}{2} \sigma_1^2 v_1 \frac{\partial^2 \hat{U}}{\partial v_1^2} + \frac{1}{2} \sigma_2^2 v_2 \frac{\partial^2 \hat{U}}{\partial v_2^2},
\]

(3.3.1)

where

\[
\Theta_1 = \Theta_1(\eta) \equiv \beta_1 + i\eta \rho_{13} \sigma_1, \quad \Theta_2 = \Theta_2(\eta) \equiv \beta_2 + i\eta \rho_{24} \sigma_2, \quad \text{and} \quad \Lambda(\eta) = i\eta - \eta^2.
\]

(3.3.2)

Equation (3.3.1) is to be solved subject to the initial condition

\[
\hat{U}(0, \eta, v_1, v_2) = e^{i\eta x_0} \delta(v_1 - v_{1,0}) \delta(v_2 - v_{2,0}).
\]

(3.3.3)

**Proof:** Refer to Appendix 3.2. \( \square \)

3.4. Applying Laplace Transforms

We have applied the Fourier transform to the log asset price variable. To successfully solve the resulting PDE (3.3.1), we apply a bivariate Laplace transform to the variance variables and this is accomplished by the proposition below.
Proposition 3.4.1. By applying Definition 1.3.3 to the PDE (3.3.1) the Laplace transform, $\tilde{U}(\tau, \eta, s_1, s_2)$ is found to satisfy the first order PDE

$$\frac{\partial \tilde{U}}{\partial \tau} + \left\{ \frac{1}{2} \sigma_1^2 s_1^2 - \Theta_1 s_1 + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_1} + \left\{ \frac{1}{2} \sigma_2^2 s_2^2 - \Theta_2 s_2 + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_2} = \left\{ (\Phi_1 - \sigma_1^2) s_1 + (\Phi_2 - \sigma_2^2) s_2 - i \eta (r - q) + \Theta_1 + \Theta_2 \right\} \tilde{U} + f_1(\tau, s_2) + f_2(\tau, s_1).$$

(3.4.1)

Equation (3.4.1) is to be solved subject to the initial condition

$$\tilde{U}(0, \eta, s_1, s_2) = e^{i \eta x_0 - s_1 v_1, 0 - s_2 v_2, 0}.$$  

(3.4.2)

The two functions, $f_1$ and $f_2$ are given by

$$f_1(\tau, s_2) = \left( \frac{1}{2} \sigma_1^2 - \Phi_1 \right) \tilde{U}(\tau, \eta, 0, s_2), \quad \text{and} \quad f_2(\tau, s_1) = \left( \frac{1}{2} \sigma_2^2 - \Phi_2 \right) \tilde{U}(\tau, \eta, s_1, 0)$$

and are determined such that

$$\lim_{s_1 \to \infty} \tilde{U}(\tau, \eta, s_1, s_2) = 0, \quad \text{and} \quad \lim_{s_2 \to \infty} \tilde{U}(\tau, \eta, s_1, s_2) = 0,$$

(3.4.3)

respectively.

Proof: Refer to Appendix 3.3. \qed

3.5. Solution of the Characteristic Equation

Equation (3.4.1) is a first order PDE known as a characteristic equation. We are going to solve this equation using the method of characteristics. Similar techniques have been successfully used in Feller (1951) and Adolfsson et al. (2009) to solve PDEs like equation (3.4.1). Cheang et al. (2009) use similar techniques when solving the American call option where the underlying asset is being driven by both stochastic volatility and jumps. We present the solution of this PDE in the proposition below.
Proposition 3.5.1. The solution of equation (3.4.1) subject to the initial and boundary conditions in equations (3.4.2) and (3.4.3) can be represented as

\[
\tilde{U}(\tau, \eta, s_1, s_2) = \left(\frac{2\Omega_1}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1}\right)^{2-2\Phi_1} \left(\frac{2\Omega_2}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2}\right)^{2-2\Phi_2}
\times \exp\left\{ -\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right)v_{1,0} - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2}\right)v_{2,0} + i\eta x_0\right\}
\times \exp\left\{ \left[\frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2}\right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} \tau
\times \exp\left\{ \left[\frac{-2\Omega_1 v_{1,0}(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)e^{\Omega_1 \tau}}{\sigma_1^2(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1}\right] \right\} \exp\left\{ \left[\frac{-2\Omega_2 v_{2,0}(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)e^{\Omega_2 \tau}}{\sigma_2^2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2}\right] \right\}
\times \left[ \frac{2\Phi_1}{\sigma_1^2} - 1; \frac{2\Omega_1 v_{1,0}e^{\Omega_1 \tau}}{\sigma_1^2(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1} \right] \times \frac{2\Omega_1}{\sigma_1^2(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1}
+ \frac{2\Phi_2}{\sigma_2^2} - 1; \frac{2\Omega_2 v_{2,0}e^{\Omega_2 \tau}}{\sigma_2^2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2} \right] \times \frac{2\Omega_2}{\sigma_2^2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2} - 1 \right] ,
\] (3.5.1)

where

\[
\Omega_1 = \sqrt{\Theta_1^2 - \Lambda(\eta)\sigma_1^2} \quad \text{and} \quad \Omega_2 = \sqrt{\Theta_2^2 - \Lambda(\eta)\sigma_2^2} .
\] (3.5.2)

The function \(\Gamma(n; z)\) is the incomplete gamma function defined as

\[
\Gamma(n; z) = \frac{1}{\Gamma(n)} \int_0^z e^{-\xi} \xi^{n-1} d\xi ,
\] (3.5.3)

and

\[
\Gamma(n) = \int_0^\infty e^{-\xi} \xi^{n-1} d\xi .
\] (3.5.4)

Proof: Refer to Appendix 3.4. \(\square\)

3.6. Inverting the Laplace Transform

Now that we have solved equation (3.4.1), the next step is to recover the original function, \(U(\tau, x, v_1, v_2)\) which is expressed in terms of the original state variables. This
3.7. Inverting the Fourier Transform

The next task is to find the inverse Fourier transform of equation (3.6.1), this is accomplished by applying Definition 1.3.2 to Proposition 3.6.1 and we present the result in the proposition below.

**Proposition 3.7.1.** The inverse Fourier transform, \( U(\tau, x, v_1, v_2; x_0, v_{1,0}, v_{2,0}) \) of equation (3.6.1) can be expressed as

\[
U(\tau, x, v_1, v_2; x_0, v_{1,0}, v_{2,0}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta x_0} H(\tau, x, v_1, v_2; -\eta, v_{1,0}, v_{2,0}) d\eta \quad (3.7.1)
\]
where

\[
H(\tau, x, v_1, v_2; \eta, v_{1,0}, v_{2,0}) = \exp \left\{ \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) (v_1 - v_{1,0} + \Phi_1 \tau) + \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) (v_2 - v_{2,0} + \Phi_2 \tau) \right\}
\]
\[
\times \exp \left\{ - \left( \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \right) (v_{1,0}e^{\Omega_1 \tau} + v_1) - \left( \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} \right) (v_{2,0}e^{\Omega_2 \tau} + v_2) \right\}
\]
\[
\times e^{i\eta x + i\eta(r-q)\tau} \frac{2\Omega_1 e^{\Omega_1 \tau}}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \frac{2\Omega_2 e^{\Omega_2 \tau}}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} \left( \frac{v_{1,0}e^{\Omega_1 \tau}}{v_1} \right)^{\frac{\Phi_1}{\sigma_1^2} - \frac{1}{2}} \left( \frac{v_{2,0}e^{\Omega_2 \tau}}{v_2} \right)^{\frac{\Phi_2}{\sigma_2^2} - \frac{1}{2}}
\]
\[
\times I_{2\Phi_1 \sigma_1^2}^{-1} \left( \frac{4\Omega_1}{\sigma_1^2(e^{\Omega_1 \tau} - 1)}(v_1v_{1,0}e^{\Omega_1 \tau})^{\frac{1}{2}} \right) I_{2\Phi_2 \sigma_2^2}^{-1} \left( \frac{4\Omega_2}{\sigma_2^2(e^{\Omega_2 \tau} - 1)}(v_2v_{2,0}e^{\Omega_2 \tau})^{\frac{1}{2}} \right). \quad (3.7.2)
\]

**Proof:** Refer to Appendix 3.6. □

Now that we have managed to obtain \(U(\tau, x, v_1, v_2)\), we revert back to the original density function \(G(\tau, S, v_1, v_2)\) which is expressed in terms of the underlying asset variable, \(S\).

**Proposition 3.7.2.** The transition density function expressed in terms of the original state variables can be represented as

\[
G(\tau, S, v_1, v_2; S_0, v_{1,0}, v_{2,0}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta \ln S_0} H(\tau, \ln S, v_1, v_2; -\eta, v_{1,0}, v_{2,0}) d\eta. \quad (3.7.3)
\]

**Proof:** Recall that \(S \equiv e^x\) and \(U(\tau, x, v_1, v_2; S_0, v_{1,0}, v_{2,0}) \equiv G(\tau, e^x, v_1, v_2; e^{x_0}, v_{1,0}, v_{2,0})\).

Substituting these into equation (3.7.1) we obtain the result in the above proposition. □

Having found the explicit form of the trivariate transition density function, we can now obtain the full representation of the American call option presented in Proposition 3.2.1.

As demonstrated in that proposition, the American option price is expressed in terms of the unknown early exercise boundary \(S = b(\tau, v_1, v_2)\). We use the value matching
condition to find the integral equation that determines this function, details of which are given in the next section.

3.8. The American Option Price

As stated in the previous section, given the explicit transition probability density function in Proposition 3.7.2, we can derive the simplified version of the American call option written on the underlying asset, $S$ whose dynamics evolve according to the SDE system (3.2.16)-(3.2.18). By using the relationship $C(\tau, x, v_1, v_2) \equiv V(\tau, e^x, v_1, v_2)$, the value of the American call option can be represented as

$$V(\tau, S, v_1, v_2) = V_E(\tau, S, v_1, v_2) + V_P(\tau, S, v_1, v_2). \quad (3.8.1)$$

The two terms on the RHS of equation (3.8.1) are presented in the two propositions below. As pointed out earlier, the first component on the RHS of equation (3.8.1) is the European option component whilst the second is the early exercise premium.

**Proposition 3.8.1.** The European option component of the American call option can be written as

$$V_E(\tau, S, v_1, v_2) = e^{-q\tau}SP_1(\tau, S, v_1, v_2; K) - e^{-r\tau}KP_2(\tau, S, v_1, v_2; K), \quad (3.8.2)$$

where

$$P_j(\tau, S, v_1, v_2; K) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re}\left( \frac{g_j(\tau, S, v_1, v_2; \eta)e^{-i\eta \ln K}}{i\eta} \right) d\eta, \quad (3.8.3)$$
for \( j = 1, 2 \) with

\[
g_j(\tau, S, v_1, v_2; \eta) = \exp \left\{ i\eta \ln S + B_j(\tau, \eta) + D_{1,j}(\tau, \eta)v_1 + D_{2,j}(\tau, \eta)v_2 \right\},
\]

\[
B_j(\tau, \eta) = i\eta(r - q)\tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,j} + \Omega_{1,j})\tau - 2 \ln \left( \frac{1 - Q_{1,j}e^{\Omega_{1,j}\tau}}{1 - Q_{1,j}} \right) \right\}
\]

\[
+ \frac{\Phi_2}{\sigma_2^2} \left\{ (\Theta_{2,j} + \Omega_{2,j})\tau - 2 \ln \left( \frac{1 - Q_{2,j}e^{\Omega_{2,j}\tau}}{1 - Q_{2,j}} \right) \right\},
\]

\[
D_{1,j}(\tau, \eta) = \frac{(\Theta_{1,j} + \Omega_{1,j})}{\sigma_1^2} \left[ \frac{1 - e^{\Omega_{1,j}\tau}}{1 - Q_{1,j}e^{\Omega_{1,j}\tau}} \right],
\]

\[
D_{2,j}(\tau, \eta) = \frac{(\Theta_{2,j} + \Omega_{2,j})}{\sigma_2^2} \left[ \frac{1 - e^{\Omega_{2,j}\tau}}{1 - Q_{2,j}e^{\Omega_{2,j}\tau}} \right].
\]

Here, \( Q_{m,j} = (\Theta_{m,j} + \Omega_{m,j})/(\Theta_{m,j} - \Omega_{m,j}) \) for \( m = 1, 2 \) and \( j = 1, 2 \) where \( \Theta_{1,1} = \Theta_1(i - \eta) \), \( \Theta_{1,2} = \Theta_1(-\eta) \), \( \Theta_{2,1} = \Theta_2(i - \eta) \), \( \Theta_{2,2} = \Theta_2(-\eta) \), \( \Omega_{1,1} = \Omega_1(i - \eta) \), \( \Omega_{1,2} = \Omega_1(-\eta) \), \( \Omega_{2,1} = \Omega_2(i - \eta) \) and \( \Omega_{2,2} = \Omega_2(-\eta) \).

**Proof:** Refer to Appendix 3.8. \( \square \)

**Remark 3.8.1.** We recall that the definitions of \( \Theta_1, \Theta_2, \Omega_1 \) and \( \Omega_2 \) have been provided in equation (3.3.2). Also \( \Phi_1 \) and \( \Phi_2 \) have been defined in equation (3.2.34).

When numerically implementing this pricing function in Proposition 3.8.2, it is desirable to adopt the ideas proposed in Kahl and Jäckel (2005) and Albrecher, Mayer, Schoutens and Tistaert (2007). Such techniques prevent the possibilities of branch cuts\(^4\) and ensure that the density function is continuous in the complex plane. Discontinuities are frequently more pronounced when pricing long maturity options. An example to this effect can be found on Table 1 of Albrecher et al. (2007).

\(^4\)A branch cut is a curve in the complex plane across which a function is discontinuous.
Proposition 3.8.2. The early exercise premium component of the American call option can be represented as

\[
V_P(\tau, S, v_1, v_2) = \int_0^\tau \int_0^\infty \int_0^\infty \left[qe^{-q(\tau - \xi)}SP_1^A(\tau - \xi, S, v_1, v_2; w_1, w_2, b(\xi, w_1, w_2)) - re^{-r(\tau - \xi)}KP_2^A(\tau - \xi, S, v_1, v_2; w_1, w_2, b(\xi, w_1, w_2))\right]dw_1dw_2d\xi, \tag{3.8.5}
\]

where

\[
P_j^A(\tau - \xi, S, v_1, v_2; w_1, w_2, b(\xi, v_1, v_2)) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left(\frac{g_j^A(\tau - \xi, S, v_1, v_2; \eta, w_1, w_2)e^{-i\eta \ln b(\xi, w_1, w_2)}}{i\eta}\right)d\eta,
\tag{3.8.6}
\]

for \(j = 1, 2\) with

\[
g_j^A(\tau - \xi, S, v_1, v_2; \eta, w_1, w_2) = \exp \left\{ \left(\frac{\Theta_{1,j} - \Omega_{1,j}}{\sigma_1^2}\right)(v_1 - w_1 + \Phi_1(\tau - \xi)) + \left(\frac{\Theta_{2,j} - \Omega_{2,j}}{\sigma_2^2}\right)(v_2 - w_2 + \Phi_2(\tau - \xi)) \right\}
\times \exp \left\{ -\left(\frac{2\Omega_{1,j}}{\sigma_1^2(e^{\Omega_{1,j}(\tau - \xi)} - 1)}\right)(w_1e^{\Omega_{1,j}(\tau - \xi)} + v_1) - \left(\frac{2\Omega_{2,j}}{\sigma_2^2(e^{\Omega_{2,j}(\tau - \xi)} - 1)}\right)(w_2e^{\Omega_{2,j}(\tau - \xi)} + v_2) \right\}
\times e^{i\eta \ln S + i\eta(r-q)(\tau - \xi)} \frac{2\Omega_{1,j}e^{\Omega_{1,j}(\tau - \xi)}}{\sigma_1^2(e^{\Omega_{1,j}(\tau - \xi)} - 1)} \frac{2\Omega_{2,j}e^{\Omega_{2,j}(\tau - \xi)}}{\sigma_2^2(e^{\Omega_{2,j}(\tau - \xi)} - 1)} \left(\frac{w_1e^{\Omega_{1,j}(\tau - \xi)}}{v_1}\right)^{\frac{\Phi_1}{2\sigma_1^2}} \left(\frac{w_2e^{\Omega_{2,j}(\tau - \xi)}}{v_2}\right)^{\frac{\Phi_2}{2\sigma_2^2}}
\times I_{2\Phi_{1,j} - 1} \left(\frac{4\Omega_{1,j}}{\sigma_1^2(e^{\Omega_{1,j}(\tau - \xi)} - 1)}(v_1w_1e^{\Omega_{1,j}(\tau - \xi)})^{\frac{1}{2}}\right) I_{2\Phi_{2,j} - 1} \left(\frac{4\Omega_{2,j}}{\sigma_2^2(e^{\Omega_{2,j}(\tau - \xi)} - 1)}(v_2w_2e^{\Omega_{2,j}(\tau - \xi)})^{\frac{1}{2}}\right).
\]

The expressions for \(\Theta_{m,j}\) and \(\Omega_{m,j}\) are given in Proposition 3.8.1 above.

Proof: Refer to Appendix 3.9. \(\square\)

Equation (3.8.1) is in terms of the early exercise boundary, \(b(\tau, v_1, v_2)\) which is still unknown. This function needs to be determined for us to have the corresponding option price at each point in time. Also, the three integrals of the early exercise premium component cannot be integrated out as we do not know the functional form of this early exercise boundary. The only knowledge we have is that it is a function of...
time and the two instantaneous variances. The early exercise boundary also satisfies the value matching condition

\[ b(\tau, v_1, v_2) - K = V(\tau, b(\tau, v_1, v_2), v_1, v_2), \]  

which, given the integral expression for \( V(\tau, b(\tau, v_1, v_2), v_1, v_2) \) is a non-linear Volterra integral equation. This can be solved directly for the free-boundary but we seek some approximation techniques in order to reduce the computational burden. We present one approximation technique for the early exercise boundary in the next section.

### 3.9. Approximating the Early Exercise Surface

The idea of approximating early exercise boundaries has gained popularity in pricing standard\(^5\) American options; Ju (1998) uses multi-piece exponential functions to approximate the early exercise boundary of the American put option. Chiarella et al. (1999) use Fourier-Hermite series expansions to represent the underlying asset price evolution and then present a systematic approach for evaluating the corresponding options written on a particular underlying asset. Ait-Sahalia and Lai (2001) approximate Kim’s (1990) early exercise boundary with a piecewise linear function. They first discretise the time domain into equally spaced sub-intervals. Linear interpolation is then incorporated to fit the early exercise boundary between two successive subintervals thereby generating the entire free-boundary. Mallier (2002) consider series solutions for the location of the early exercise boundary close to expiry.

Approximation techniques have also been generalised to American options under stochastic volatility. Broadie et al. (2000) have shown empirically in the single stochastic volatility case that \( \ln b(\tau, v) \) can well be approximated by a function that is linear in \( v \). Based on these empirical findings, Tzavalis and Wang (2003) have expanded the logarithm of the early exercise boundary using Taylor series around the long-run volatility.

\(^5\)Here, the term “standard” means an option pricing model that satisfies all Black and Scholes (1973) assumptions.
This expansion yields two unknown functions of time which they later determine using Chebyshev polynomial expansion techniques. Instead of applying a Chebyshev approximation, Adolfsson et al. (2009) use numerical integration techniques and root finding methods to find these unknown functions of time. This method proves to be adequate enough in terms of accuracy and computational speed as compared to other valuation methods that they consider. It is this approach that we employ in this chapter.

We first use a Taylor series expansion to expand the logarithm of the early exercise boundary, \( \ln b(\tau, v_1, v_2) \) around the corresponding long-run variances such that

\[
\ln b(\tau, v_1, v_2) \approx b_0(\tau) + b_1(\tau)v_1 + b_2(\tau)v_2,
\]

(3.9.1)

where \( b_0(\tau), b_1(\tau) \) and \( b_2(\tau) \) are functions of time to be determined. This approach allow us to simplify the two integrals with respect to \( w_1 \) and \( w_2 \) in equation (3.8.1) before applying the numerical algorithm. Incorporating the expansion (3.9.1) into equation (3.8.5) we obtain the results in the proposition below.

**Proposition 3.9.1.** By approximating the early exercise boundary with the expression

\[
\ln b(\tau, v_1, v_2) \approx b_0(\tau) + b_1(\tau)v_1 + b_2(\tau)v_2,
\]

(3.9.2)

the value of the American call option can be re-expressed as

\[
V(\tau, S, v_1, v_2) \approx V_E(\tau, S, v_1, v_2) + V_P^A(\tau, S, v_1, v_2),
\]

(3.9.3)

where \( V_E(\tau, S, v_1, v_2) \) is as presented in Proposition 3.8.1 and the approximation to the early exercise premium is given by

\[
V_P^A(\tau, S, v_1, v_2) = \int_0^\tau \left[ q e^{-q(\tau - \xi)} S \hat{P}_1^A(\tau - \xi, S, v_1, v_2; b_0(\xi), b_1(\xi), b_2(\xi)) - r e^{-r(\tau - \xi)} K \hat{P}_2^A(\tau - \xi, S, v_1, v_2; b_0(\xi), b_1(\xi), b_2(\xi)) \right] d\xi,
\]

(3.9.4)
where

\[
\hat{P}_j^A(\tau - \xi, S, v_1, v_2; b_0(\xi), b_1(\xi), b_2(\xi)) = \frac{1}{2} (3.9.5)
\]

\[
+ \frac{1}{\pi} \int_0^\infty \text{Re} \left( \hat{g}_j^A(\tau - \xi, S, v_1, v_2; \eta, b_0(\xi)) e^{-i\eta b_1(\xi)} \right) d\eta,
\]

for \( j = 1, 2 \) with

\[
\hat{g}_j^A(\tau, S, v_1, v_2; \eta, b_1, b_2) = \exp \left\{ i\eta \ln S + B_j^A(\tau, \eta, b_1, b_2) + D_{1,j}^A(\tau, \eta, b_1) v_1 + D_{2,j}^A(\tau, \eta, b_2) v_2 \right\},
\]

\[
B_j^A(\tau, \eta, b_1, b_2) = i\eta (r - q) \tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,j} + \Omega_{1,j}) \tau - 2 \ln \left( \frac{1 - Q_{1,j}^A e^{\Omega_{1,j} \tau}}{1 - Q_{1,j}^A} \right) \right\}
\]

\[
+ \frac{\Phi_2}{\sigma_2^2} \left\{ (\Theta_{2,j} + \Omega_{2,j}) \tau - 2 \ln \left( \frac{1 - Q_{2,j}^A e^{\Omega_{2,j} \tau}}{1 - Q_{2,j}^A} \right) \right\},
\]

\[
D_{1,j}^A(\tau, \eta, b_1) = -i\eta b_1 + \frac{(\Theta_{1,j} + \Omega_{1,j})}{\sigma_1^2} \left[ \frac{1 - e^{\Omega_{1,j} \tau}}{1 - Q_{1,j}^A e^{\Omega_{1,j} \tau}} \right],
\]

\[
D_{2,j}^A(\tau, \eta, b_2) = -i\eta b_2 + \frac{(\Theta_{2,j} + \Omega_{2,j})}{\sigma_2^2} \left[ \frac{1 - e^{\Omega_{2,j} \tau}}{1 - Q_{2,j}^A e^{\Omega_{2,j} \tau}} \right].
\]

Here

\[
Q_{m,j}^A = \frac{\Theta_{m,j} + i\eta \sigma_m^2 b_m + \Omega_{m,j}}{\Theta_{m,j} + i\eta \sigma_m^2 b_m - \Omega_{m,j}}, \quad \Theta_{m,j} = \Theta_j(i - \eta), \quad \text{and} \quad \Omega_{m,j} = \Omega_j(i - \eta),
\]

for \( m = 1, 2 \) and \( j = 1, 2 \).

**Proof:** Refer to Appendix 3.10. \( \square \)

By using the approximation (3.9.1), we have managed to reduce the number of integral dimensions from four to two as we have simplified the two integrals with respect to \( w_1 \) and \( w_2 \) in equation (3.8.5). The simplified version of the early exercise premium component enhances computational speed of our numerical scheme for finding both the early exercise boundary and the corresponding option price as the resulting equation is now independent of the modified Bessel functions which tends to consume much computational time. Given the approximation in equation (3.9.1), the value-matching
condition can also be expressed as

$$e^{b_0(\tau)+b_1(\tau)v_1+b_2(\tau)v_2} - K = V(\tau, e^{b_0(\tau)+b_1(\tau)v_1+b_2(\tau)v_2}, v_1, v_2).$$

(3.9.6)

Equation (3.9.6) is implicit in $b_0(\tau)$, $b_1(\tau)$ and $b_2(\tau)$, hence root finding techniques need to be employed for us to obtain explicit forms of these functions. In determining these functions, we formulate three equations such that

$$b_0(\tau) = \ln[V(\tau, e^{b_0(\tau)+b_1(\tau)v_1+b_2(\tau)v_2}, v_1, v_2) + K] - b_1(\tau)v_1 - b_2(\tau)v_2,$$

$$b_1(\tau) = \frac{1}{v_1} \left( \ln[V(\tau, e^{b_0(\tau)+b_1(\tau)v_1+b_2(\tau)v_2}, v_1, v_2) + K] - b_0(\tau) - b_2(\tau)v_2 \right),$$

$$b_2(\tau) = \frac{1}{v_2} \left( \ln[V(\tau, e^{b_0(\tau)+b_1(\tau)v_1+b_2(\tau)v_2}, v_1, v_2) + K] - b_0(\tau) - b_1(\tau)v_1 \right).$$

(3.9.7)

These equations need to be solved iteratively at each instant, details of which are outlined in the next section.

### 3.10. Numerical Implementation

Having derived the integral expression for the American call option price in equation (3.9.3) and the corresponding system of equations (3.9.7) for approximating the early exercise boundary, we now present the numerical algorithm for the implementation of these equations. A variety of techniques have been proposed in the literature for numerically solving equations like (3.9.7). Huang et al. (1996) use a numerical integration scheme to solve the Kim (1990) American put integral equation. Kallast and Kivinukk (2003) also use quadrature methods to approximate the price, delta, gamma and vega of both American call and put options. Adolfsson et al. (2009) use similar techniques to implement the integral expression for the American call option price when the dynamics of the underlying asset evolve under the influence of a stochastic variance process of the Heston (1993) type. In implementing our pricing algorithm, we shall use quadrature techniques as applied in Kallast and Kivinukk (2003).
The European option component of equation (3.9.3) involves only one integral with respect to the Fourier transform variable, this integration is easily handled by many software applications with in-built functions to perform such complex integrations. However, the early exercise premium component has two integrals, one with respect to the Fourier transform variable and the other with respect to running time-to-maturity, $\xi$. The integral with respect to the Fourier transform variable is handled in a similar way as in the European component case. However, the integral with respect to $\xi$ requires the entire history of the three functions, $b_0(\tau)$, $b_1(\tau)$, and $b_2(\tau)$ up to and including the current time. To our knowledge, there are no in-built packages that can handle such an integral. We therefore need to devise an algorithm to determine these three functions iteratively at each point in time.

In implementing equation (3.9.3) and the system (3.9.7), we treat the American option as a Bermudan option. The time interval is partitioned into $M$-equally spaced subintervals of length $h = T/M$. The algorithm is initiated at maturity and we then progress backwards in time. We denote the starting point as, $\tau_0 = 0$ which corresponds to maturity time. At maturity, it has been shown in Kim (1990) that the early exercise boundary of the American call option takes the form

$$b(0, v_1, v_2) = \max \left( \ln K, \ln \left( \frac{r}{q} K \right) \right). \quad \text{(3.10.1)}$$

By comparing coefficients, we can readily deduce that

$$b_0(0) = \max \left( \ln K, \ln \left( \frac{r}{q} K \right) \right), \quad b_1(0) = 0, \quad \text{and} \quad b_2(0) = 0. \quad \text{(3.10.2)}$$

All other time steps are denoted as $\tau_m = mh$, for $m = 1, 2, \cdots, M$. The discretised version of the American call option price is thus

$$V(mh, S, v_1, v_2) \approx V_E(mh, S, v_1, v_2) + V^A_P(mh, S, v_1, v_2). \quad \text{(3.10.3)}$$
At each subsequent time step we need to determine the three unknown boundary terms, 
\( b^m_0 = b_0(mh) \), \( b^m_1 = b_1(mh) \) and \( b^m_2 = b_2(mh) \) each of which depends on the entire early exercise boundary history. We use iterative techniques to find the values of these three unknown functions at each time step, that is, when iterating for \( b^m_0 \), \( b^m_1 \) and \( b^m_2 \), we use as initial guesses \( b^{m-1}_0 \), \( b^{m-1}_1 \) and \( b^{m-1}_2 \) followed by solving the system of linked equations

\[
\begin{align*}
    b^{m}_{0,k} &= \ln[V(mh, e^{b^{m}_{0,k} + b^{m}_{1,k-1}v_1 + b^{m}_{2,k-1}v_2}, v_1, v_2) + K] - b^{m}_{1,k-1}v_1 - b^{m}_{2,k-1}v_2, \\
    b^{m}_{1,k} &= \frac{1}{v_1} \left( \ln[V(mh, e^{b^{m}_{0,k} + b^{m}_{1,k}v_1 + b^{m}_{2,k-1}v_2}, v_1, v_2) + K] - b^{m}_{0,k} - b^{m}_{2,k-1}v_2 \right), \\
    b^{m}_{2,k} &= \frac{1}{v_2} \left( \ln[V(mh, e^{b^{m}_{0,k} + b^{m}_{1,k}v_1 + b^{m}_{2,k}v_2}, v_1, v_2) + K] - b^{m}_{0,k} - b^{m}_{1,k}v_1 \right).
\end{align*}
\]

We find the value of \( k \) such that \( |b^{m}_{0,k} - b^{m}_{0,k-1}| < \epsilon_0 \), \( |b^{m}_{1,k} - b^{m}_{1,k-1}| < \epsilon_1 \) and \( |b^{m}_{2,k} - b^{m}_{2,k-1}| < \epsilon_2 \), where \( \epsilon_0 \), \( \epsilon_1 \) and \( \epsilon_2 \) are tolerance values. Once the tolerance values are attained, we then proceed to the next time step. This algorithm is applicable to any root finding method for determining the triplet, \( b_0 \), \( b_1 \) and \( b_2 \). Adolfsson et al. (2009) use Newton’s method while we prefer to use the bisection method in this chapter as it does not involve the computation of the first derivative of the pricing function.

In the next section we present numerical and graphical results for the early exercise boundary and the corresponding American call option prices obtained using the above approach. We also provide graphs for the joint probability density functions of the state variables. Such density functions are crucial as they give us a clue on how to handle the unbounded integral domains of the state variables and address the convergence property of density functions.

---

The subscript \( k \) in the three functions \( b^{m}_{0,k} \), \( b^{m}_{1,k} \) and \( b^{m}_{2,k} \) represents the number of iterations required for convergence of the iterative process at time step \( m \).
3.11. Numerical Results

Having presented the numerical algorithm as outlined above, we now provide some numerical examples in this section. In what follows, we will dub our method the numerical integration scheme. We have also implemented the Method of Lines (MOL) algorithm for the PDE (3.2.21) for comparison purposes. As highlighted in Chapter 2, details on the implementation of the MOL algorithm will be presented in Chapter 5. In all the numerical experiments that follow unless otherwise stated, we will use the parameters provided in Table 3.1 where, \( v_1^{\text{max}} \) and \( v_2^{\text{max}} \) are the maximum levels of the two instantaneous variances under consideration. We have discretised the two variance domains into 30 equally spaced sub intervals and \( M = 200 \) time steps. For the MOL algorithm a non-uniform grid is applied to the underlying asset domain and a total number of 1,438 grid points has been used. The large number of grid points in the underlying asset domain helps in stabilising the numerical scheme and enhancing the smoothness of the early exercise boundary. For the numerical scheme to be stable, we have used 40 grid points in the interval \( 0 \leq S \leq 1 \), 198 points in the interval \( 1 < S \leq 100 \) and 1200 points within the interval \( 100 < S \leq 500 \).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>( v_1 ) – Parameter</th>
<th>Value</th>
<th>( v_2 ) – Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K )</td>
<td>100</td>
<td>( \theta_1 )</td>
<td>6%</td>
<td>( \theta_2 )</td>
<td>8%</td>
</tr>
<tr>
<td>( r )</td>
<td>3%</td>
<td>( \kappa_1 )</td>
<td>3</td>
<td>( \kappa_2 )</td>
<td>4</td>
</tr>
<tr>
<td>( q )</td>
<td>5%</td>
<td>( \sigma_1 )</td>
<td>10%</td>
<td>( \sigma_2 )</td>
<td>11%</td>
</tr>
<tr>
<td>( T )</td>
<td>0.5</td>
<td>( \rho_{13} )</td>
<td>( \pm 0.5 )</td>
<td>( \rho_{24} )</td>
<td>( \pm 0.5 )</td>
</tr>
<tr>
<td>( M )</td>
<td>200</td>
<td>( \lambda_1 )</td>
<td>0</td>
<td>( \lambda_2 )</td>
<td>0</td>
</tr>
<tr>
<td>( v_1^{\text{max}} )</td>
<td>20%</td>
<td></td>
<td></td>
<td>( v_2^{\text{max}} )</td>
<td>20%</td>
</tr>
</tbody>
</table>

Table 3.1. Parameters used for the American call option. The \( v_1 \) column contains parameters for the first variance process whilst the \( v_2 \) column contains parameters for the second variance process.

We start by presenting the joint probability density function of \( S \) and \( v_1 \) when \( v_2 \) is fixed and that of \( S \) and \( v_2 \) when \( v_1 \) is fixed in Figures 3.1 and 3.2 respectively. These surfaces are generated by implementing equation (3.7.3). The nature of these probability density functions guide us on how to truncate the infinite domains of the
state variables when performing numerical integration experiments. From these figures we note that density functions are zero everywhere except near the origins of the state variables. For instance, instead of integrating the underlying asset domain from zero to infinity in our case we have simply integrated from zero to 50 since beyond this point the density function is extremely close to zero. Such diagrams also provide a natural way of analysing the distribution of asset returns under stochastic volatility.

![Joint PDF of S and v when v is fixed.](image)

**Figure 3.1.** The probability density function of S and \( v_1 \) when \( v_2 \) is fixed. We considered the case when \( \rho_{13} = 0.5 \) and \( \rho_{24} = 0.5 \) with all other parameters as provided in Table 3.1.

Having established the integration domains for the state variables, we present in Figure 3.3 the early exercise surface for the American call option when \( v_2 \) is fixed. This surface shows how an increase in \( v_1 \) affects the free-boundary of the American call option. We note from this figure that the early exercise surface is an increasing function of \( v_1 \) and is of the form typical for that of an American call option written on a single underlying asset whose dynamics evolve under the influence of a single stochastic variance process as presented in Chiarella et al. (2009). A similar surface can be obtained by fixing \( v_1 \) and allowing \( v_2 \) to vary.

We can also compare the early exercise boundaries for the American call option when both \( v_1 \) and \( v_2 \) are fixed. Figure 3.4 shows these comparisons for varying correlation.
Figure 3.2. The probability density function of $S$ and $v_2$ when $v_1$ is fixed. We considered the case when $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$ with all other parameters as provided in Table 3.1.

Figure 3.3. Early exercise surface of the American Call option when $v_2 = 0.67\%$, $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$. All other parameters are as presented in Table 3.1.

coefficients. Note from this figure that for fixed $v_1$ and $v_2$, early exercise boundaries typical for standard American call options are generated. We have also included the
free-boundary generated from the geometric Brownian motion (GBM) model to highlight the impact of stochastic volatility on the American call option free-boundary. Since the two instantaneous variance processes under consideration are mean reverting, we calculate the corresponding GBM constant standard deviation as

$$\sigma_{GBM} = \sqrt{\theta_1 + \theta_2},$$  \hspace{1cm} (3.11.1)

where $\theta_1$ and $\theta_2$ are the long run variances of $v_1$ and $v_2$ respectively. From Figure 3.4 we note that zero correlations almost correspond to the GBM case. The early exercise boundary generated when the correlations are negative lies above that of the GBM model whilst that for positive correlations lies below as revealed in Figure 3.4.

Figure 3.5 shows the effects of varying volatilities of $v_1$ and $v_2$ to the early exercise boundary. We note that increasing both $\sigma_1$ and $\sigma_2$ has the effect of lowering the exercise boundary. We have considered the case when both $\rho_{13}$ and $\rho_{24}$ are equal to 0.5 and the instantaneous variances equal to their long run means.

To justify the effectiveness of our approach in valuing American call options, we need to compare the results with other pricing methods. In Figure 3.6 we present the early exercise boundaries from the method of lines (MOL) algorithm and numerical integration respectively. From this diagram we note that the early exercise boundary generated by the numerical integration method is slightly lower than that from the MOL. This might be attributed to approximation and discretisation errors from the numerical integration method. Discretisation errors can be reduced by making the grids finer. Errors from early exercise boundary approximation can be reduced by devising better approximating functions empirically or by any other suitable approach. Similar comparisons can be made for different parameter combinations. We also present Figure 3.7 which compares the effects of different correlation coefficients on the same process. For example when $\rho_{13} = -0.5$ and $\rho_{24} = 0.5$ we see that the corresponding early
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exercise boundary is slightly below the $\rho_{13} = 0$ and $\rho_{24} = 0$ boundary. This might be due to cancelation effect of the influential stochastic terms of the variance processes.

We now turn to an analysis of option prices using the two approaches. Figure 3.8 shows the general American call option price surface at a fixed level of $v_2$. A similar surface can be generated by fixing $v_1$ and allowing $S$ and $v_2$ to vary. We can also assess the effects of stochastic volatility on the option prices for different correlation coefficients by making comparisons with GBM prices where we calculate the corresponding constant volatility using equation (3.11.1) which is the square-root of the average of the two long run variances. Figure 3.9 shows option price differences found by subtracting option prices from the numerical integration method from the corresponding GBM prices. As with the early exercise boundary comparisons, the zero correlation price differences are not significantly different from GBM prices. As documented in Heston (1993) and Chiarella et al. (2009), higher price differences are noted for far out-and in-the-money options. Positive correlations yield option prices which are lower than GBM prices for in-the-money options while generating prices which are higher for out-of-money

**Figure 3.4.** Exploring the effects of stochastic volatility on the early exercise boundary of the American call option for varying correlation coefficients when $\sigma_{GBM} = 0.3742$, $v_1 = 6\%$ and $v_2 = 8\%$. All other parameters are provided in Table 3.1.
Figure 3.5. Exploring the effects of varying the volatilities of $v_1$ and $v_2$ on the early exercise boundary of the American call option. We have used the following parameters, $\sigma_{GBM} = 0.3742$, $v_1 = 6\%$, $v_2 = 8\%$, $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$ with all other parameters as given in Table 3.1.

Figure 3.6. Comparing early exercise boundaries from the MOL and numerical integration approach when the two instantaneous variances are fixed. Here, $v_1 = 0.67\%$, $v_2 = 13.33\%$, $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$ with all other parameters as given in Table 3.1.
options. The reverse effect holds for negative correlations. Higher price differences of up to 0.1 are noted for both positive and negative correlations.

We also present option prices obtained from the MOL and numerical integration methods together with the associated GBM prices in Table 3.2 when $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$. From this table we note that option prices obtained from the MOL and numerical integration methods are not significantly different from each other which shows that both methods are suitable for practical purposes in valuing American call options under stochastic volatility. We have included GBM prices to highlight the impact of stochastic volatility on option prices. When we presented numerical results for the early exercise boundaries we highlighted the effects of changes in the volatilities of $v_1$ and $v_2$, we also provide graphical results on how such changes affect option prices in Figure 3.10. In this figure, we have used the case when $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$. We can readily see that higher price differences occur for higher $\sigma_1$ and $\sigma_2$ with all other parameters as provided in Table 3.1. This implies that higher volatilities of $v_1$ and $v_2$ have the effect
of increasing the variances which then results in higher price differences for in-and out-of-the-money options relative to GBM prices. Similar conclusions have been derived in Heston (1993) when considering the European call option under stochastic volatility.

![American call option price surface](image)

**Figure 3.8.** American call option price surface when $v_2 = 13.33\%$, $\rho_{13} = 0$ and $\rho_{24} = 0$ with all other parameters provided in Table 3.1.

<table>
<thead>
<tr>
<th>$S$</th>
<th>Numerical Integration</th>
<th>MOL</th>
<th>GBM</th>
</tr>
</thead>
<tbody>
<tr>
<td>60</td>
<td>0.2036</td>
<td>0.2029</td>
<td>0.1850</td>
</tr>
<tr>
<td>80</td>
<td>2.4088</td>
<td>2.400</td>
<td>2.4154</td>
</tr>
<tr>
<td>100</td>
<td>9.8082</td>
<td>9.7918</td>
<td>9.9452</td>
</tr>
<tr>
<td>120</td>
<td>23.1069</td>
<td>23.0920</td>
<td>23.3006</td>
</tr>
<tr>
<td>140</td>
<td>40.4756</td>
<td>40.4686</td>
<td>40.5922</td>
</tr>
<tr>
<td>160</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>180</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>200</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

**Table 3.2.** American call option price comparisons when $v_1 = 0.67\%$, $v_2 = 13.33\%$, $\rho_{13} = 0.5$, $\rho_{24} = 0.5$. We have taken GBM volatility to be $\sigma_{GBM} = 0.3741657$ and this is found by using equation (3.11.1).

As will be highlighted in Chapter 5 the most important feature of the MOL is that the option price, delta and the free-boundary are all generated simultaneously as part of the solution process at no added computational cost. Given such a tremendous
Figure 3.9. Option prices from the geometric Brownian motion minus option prices from the Stochastic volatility model for varying correlation coefficients. Here, $\sigma_{GBM} = 0.3742$, $v_1 = 6\%$ and $v_2 = 8\%$ with all other parameters provided in Table 3.1.

Figure 3.10. Option prices from the geometric Brownian motion minus option prices from the Stochastic volatility model for varying volatilities of volatility. Here, $\sigma_{GBM} = 0.3742$, $v_1 = 6\%$, $v_2 = 8\%$, $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$. All other parameters are provided in Table 3.1.
convenience, we wrap up this section by presenting the delta surface of the American call option in Figure 3.11 for fixed $v_2$. A similar surface can be obtained by holding $v_1$ constant. We also explore the effects of stochastic volatility on the delta by making comparisons with the GBM delta in Figure 3.12. From this figure, we note that the option delta is very sensitive to the changes in the variance.

Figure 3.11. Delta surface of the American call option when $v_2 = 0.67\%$, $\rho_{13} = 0.5$ and $\rho_{24} = 0.5$. All other parameters are as provided in Table 3.1.
3.12. Conclusion

In this chapter we have presented a numerical integration technique for pricing an American call option written on an underlying asset whose dynamics evolve under the influence of two stochastic variance processes of the Heston (1993) type. The approach involves the transformation of the pricing partial differential equation (PDE) to an inhomogeneous form by exploiting Jamshidian’s (1992) techniques. An integral expression has been presented as the general solution of the inhomogeneous PDE with the aid of Duhamel’s principle and this is a function of the transition density function. The transition density function is a solution of the associated Kolmogorov backward PDE for the three stochastic processes under consideration. A systematic approach for solving the Kolmogorov PDE using a combination of Fourier and Laplace transforms has been presented. A means for numerically implementing the integral equation for
the American call option has been provided based on the numerical techniques discussed in Chapter 2 and a log-linear approximation of the associated early exercise boundary. The early exercise boundary approximation has allowed a simplification of the double integrals with respect to the running variance variables. This reduces the computational burden when one proceeds to numerical implementation.

Numerical results exploring the impact of stochastic volatility on both option prices and the free-boundary have been provided and we have discovered that the correlations between the underlying asset and the two variance processes have a significant effect on in-and out-of-the-money options. The numerical results presented yield similar findings of Heston (1993) and Chiarella et al. (2009) on the impact of stochastic volatility on option prices where they consider European and American option pricing under stochastic volatility respectively. We have also analysed the effects of varying the volatilities of instantaneous variances on both the early exercise boundary and the corresponding option prices. We note that an increase in the volatility of volatility increases the corresponding variance levels resulting in higher price differences for in- and out-of-the-money options when compared with geometric Brownian motion prices.

We have assessed the accuracy of the numerical integration approach by making comparisons with numerical results from the method of lines (MOL) algorithm. Both approaches provide comparable results though there are slight differences on the early exercise boundary plots. Such differences are mainly due to early exercise boundary approximation and discretisation errors associated with the numerical integration method. As the MOL has an additional advantage of generating the option delta as part of the solution, we have exploited this feature and explored the impact of stochastic volatility on the American spread option delta generated by the Black and Scholes (1973) model.
As also highlighted in Chapter 2 the integral expression derived in this chapter is applicable to any continuous payoff function which is a powerful feature of Fourier and Laplace transform based methods.

**Appendix 3.1. Proof of Proposition 3.2.1**

Consider the PDE

\[
\frac{\partial C}{\partial \tau} = D_{x,v_1,v_2} C - rC + f(\tau, x, v_1, v_2),
\]  

(A3.1.1)

whose initial condition is the payoff at maturity, \(C(0, x, v_1, v_2) = (e^x - K)^+\). The PDE (A3.1.1) is to be solved in the region \(0 \leq \tau \leq T, -\infty \leq x < \infty\) and \(0 \leq v_1, v_2 < \infty\), and where we define the Dynkin operator \(D_{x,v_1,v_2}\) as

\[
D_{x,v_1,v_2} = (r-q - \frac{1}{2}v_1 - \frac{1}{2}v_2) \frac{\partial}{\partial x} + \Phi_1 \frac{\partial}{\partial v_1} - \beta_1 v_1 \frac{\partial}{\partial v_1} + \Phi_2 \frac{\partial}{\partial v_2} - \beta_2 v_2 \frac{\partial}{\partial v_2} + \frac{1}{2}v_1 \frac{\partial^2}{\partial x^2}
\]

\[
+ \frac{1}{2}v_2 \frac{\partial^2}{\partial x^2} + \rho_{13} \sigma_1 v_1 \frac{\partial^2}{\partial x \partial v_1} + \rho_{14} \sigma_2 v_2 \frac{\partial^2}{\partial x \partial v_2} + \frac{1}{2} \sigma_1^2 v_1 \frac{\partial^2}{\partial v_1^2} + \frac{1}{2} \sigma_2^2 v_2 \frac{\partial^2}{\partial v_2^2},
\]

with

\[\Phi_j = \kappa_j \theta_j \text{ and } \beta_j = \kappa_j + \lambda_j, \text{ for } j = 1, 2.\]

(A3.1.2)

By use of Duhamel principle, the solution of the PDE (A3.1.1) is given by

\[
C(\tau, x, v_1, v_2) = e^{-r\tau} \int_0^\tau \int_0^\infty \int_{-\infty}^\infty (e^u - K)^+ U(\tau, x, v_1, v_2; u, w_1, w_2) du dw_1 dw_2
\]

\[
+ \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_{-\infty}^\infty f(\xi, u, w_1, w_2) U(\tau - \xi, x, v_1, v_2; u, w_1, w_2) du dw_1 dw_2 d\xi.
\]

\[\equiv C_E(\tau, x, v_1, v_2) + C_P(\tau, x, v_1, v_2).\]

(A3.1.3)

To verify that this is the correct solution, we will show that (A3.1.3) satisfies the PDE (A3.1.1). Substituting \(C(\tau, x, v_1, v_2) = C_E(\tau, x, v_1, v_2) + C_P(\tau, x, v_1, v_2)\) into (A3.1.1)
we proceed as follows:

\[
\frac{\partial C}{\partial \tau} + rC - D_{x,v_1,v_2}C - f(\tau, x, v_1, v_2)
\]

\[
= e^{-\tau} \int_0^\infty \int_0^\infty \int_{-\infty}^\infty (e^u - K) \left\{ \frac{\partial U}{\partial \tau} - D_{x,v_1,v_2}U \right\} dudw_1dw_2 - rC_E + rC_E
\]

\[
+ \int_0^\infty \int_0^\infty \int_{-\infty}^\infty f(\tau, u, w_1, w_2)U(0, x, v_1, v_2; u, w_1, w_2)dudw_1dw_2
\]

\[
+ \int_0^\infty \int_0^\infty \int_{-\infty}^\infty e^{-r(\tau - \xi)} \int_0^\infty \int_{-\infty}^\infty f(\xi, u, w_1, w_2) \frac{\partial U}{\partial \tau} dudw_1dw_2d\xi - rC_P + rC_P
\]

\[
- \int_0^\infty \int_0^\infty \int_{-\infty}^\infty e^{-r(\tau - \xi)} \int_0^\infty \int_{-\infty}^\infty f(\xi, u, w_1, w_2)D_{x,v_1,v_2}U dudw_1dw_2d\xi - f(\tau, x, v_1, v_2)
\]

\[
= \int_0^\infty \int_0^\infty \int_{-\infty}^\infty f(\tau, x, v_1, v_2)\delta(e^x - e^u)\delta(v_1 - w_1)\delta(v_2 - w_2)dudw_1dw_2
\]

\[
+ \int_0^\infty \int_0^\infty \int_{-\infty}^\infty f(\xi, x, v_1, v_2) \left[ \frac{\partial U}{\partial \tau} - D_{x,v_1,v_2}U \right] dudw_1dw_2d\xi - f(\tau, x, v_1, v_2)
\]

\[
= f(\tau, x, v_1, v_2) + 0 - f(\tau, x, v_1, v_2) = 0
\]

Hence \( C(\tau, x, v_1, v_2) \) satisfies the PDE (A3.1.1).

**Appendix 3.2. Proof of Proposition 3.3.1**

By use of equation (1.3.4) and the assumptions in (1.3.1), we note that

\[
\mathcal{F}\left\{ \frac{\partial U}{\partial x}(\tau, x, v_1, v_2) \right\} = -i\eta \hat{U}(\tau, \eta, v_1, v_2), \quad \mathcal{F}\left\{ \frac{\partial^2 U}{\partial x^2}(\tau, x, v_1, v_2) \right\} = -\eta^2 \hat{U}(\tau, \eta, v_1, v_2),
\]

\[
\mathcal{F}\left\{ \frac{\partial^2 U}{\partial x \partial v_1}(\tau, x, v_1, v_2) \right\} = -i\eta \frac{\partial \hat{U}}{\partial v_1}(\tau, \eta, v_1, v_2), \quad \mathcal{F}\left\{ \frac{\partial^2 U}{\partial x \partial v_2}(\tau, x, v_1, v_2) \right\} = -i\eta \frac{\partial \hat{U}}{\partial v_2}(\tau, \eta, v_1, v_2),
\]

\[
\mathcal{F}\left\{ \frac{\partial U}{\partial v_1}(\tau, x, v_1, v_2) \right\} = \frac{\partial \hat{U}}{\partial v_1}(\tau, \eta, v_1, v_2), \quad \mathcal{F}\left\{ \frac{\partial U}{\partial v_2}(\tau, x, v_1, v_2) \right\} = \frac{\partial \hat{U}}{\partial v_2}(\tau, \eta, v_1, v_2),
\]

\[
\mathcal{F}\left\{ \frac{\partial^2 U}{\partial v_1^2}(\tau, x, v_1, v_2) \right\} = \frac{\partial^2 \hat{U}}{\partial v_1^2}(\tau, \eta, v_1, v_2), \quad \mathcal{F}\left\{ \frac{\partial^2 U}{\partial v_2^2}(\tau, x, v_1, v_2) \right\} = \frac{\partial^2 \hat{U}}{\partial v_2^2}(\tau, \eta, v_1, v_2),
\]

\[
\mathcal{F}\left\{ \frac{\partial U}{\partial \tau}(\tau, x, v_1, v_2) \right\} = \frac{\partial \hat{U}}{\partial \tau}(\tau, \eta, v_1, v_2).
\]  \( \text{A3.2.1} \)

Substituting all these expressions into equation (3.2.36) we obtain the PDE in Proposition 3.3.1.
The Fourier transform of the initial condition in equation (3.2.37) is simplified as follows:

\[
\mathcal{F} \{ U(0, x, v_1, v_2) \} = \int_{-\infty}^{\infty} e^{i\eta x} U(0, x, v_1, v_2) dx
\]

\[
= \int_{-\infty}^{\infty} e^{i\eta x} \delta(x - x_0) \delta(v_1 - v_{1,0}) \delta(v_2 - v_{2,0}) dx
\]

\[
= e^{i\eta x_0} \delta(v_1 - v_{1,0}) \delta(v_2 - v_{2,0}),
\]

which is the result presented in equation (3.3.3) of Proposition 3.3.1.

**Appendix 3.3. Proof of Proposition 3.4.1**

By applying equation (1.3.6) and the assumptions in (1.3.2) and (1.3.3) to the respective components of equation (3.3.1) we obtain

\[
\mathcal{L} \{ v_1 \hat{U}(\tau, \eta, v_1, v_2) \} = -\frac{\partial}{\partial s_1} \int_{0}^{\infty} \int_{0}^{\infty} e^{-s_1 v_1 - s_2 v_2} \hat{U} dv_1 dv_2 = -\frac{\partial \hat{U}}{\partial s_1}(\tau, \eta, s_1, s_2),
\]

\[
\mathcal{L} \{ v_2 \hat{U}(\tau, \eta, v_1, v_2) \} = -\frac{\partial}{\partial s_2} \int_{0}^{\infty} \int_{0}^{\infty} e^{-s_1 v_1 - s_2 v_2} \hat{U} dv_1 dv_2 = -\frac{\partial \hat{U}}{\partial s_2}(\tau, \eta, s_1, s_2),
\]

\[
\mathcal{L} \{ \frac{\partial \hat{U}}{\partial v_1}(\tau, \eta, v_1, v_2) \} = \int_{0}^{\infty} \int_{0}^{\infty} e^{-s_1 v_1 - s_2 v_2} \frac{\partial \hat{U}}{\partial v_1} dv_1 dv_2 = -\hat{U}(\tau, \eta, 0, s_2) + s_1 \hat{U}(\tau, \eta, s_1, s_2),
\]

\[
\mathcal{L} \{ \frac{\partial \hat{U}}{\partial v_2}(\tau, \eta, v_1, v_2) \} = \int_{0}^{\infty} \int_{0}^{\infty} e^{-s_1 v_1 - s_2 v_2} \frac{\partial \hat{U}}{\partial v_2} dv_1 dv_2 = -\hat{U}(\tau, \eta, s_1, 0) + s_2 \hat{U}(\tau, \eta, s_1, s_2),
\]

\[
\mathcal{L} \{ v_1 \frac{\partial \hat{U}}{\partial v_1}(\tau, \eta, v_1, v_2) \} = \int_{0}^{\infty} \int_{0}^{\infty} v_1 e^{-s_1 v_1 - s_2 v_2} \frac{\partial \hat{U}}{\partial v_1} dv_1 dv_2
\]

\[
= -\frac{\partial}{\partial s_1} \int_{0}^{\infty} \int_{0}^{\infty} e^{-s_1 v_1 - s_2 v_2} \frac{\partial \hat{U}}{\partial v_1} dv_1 dv_2
\]

\[
= -\frac{\partial}{\partial s_1} \left[ -\hat{U}(\tau, \eta, 0, s_2) + s_1 \hat{U}(\tau, \eta, s_1, s_2) \right]
\]

\[
= -\hat{U}(\tau, \eta, s_1, s_2) - s_1 \frac{\partial \hat{U}}{\partial s_1}(\tau, \eta, s_1, s_2),
\]
\[
\mathcal{L}\left\{v_2 \frac{\partial \mathring{U}}{\partial v_2}(\tau, \eta, v_1, v_2)\right\} = \int_0^\infty \int_0^\infty v_2 e^{-s_1 v_1 - s_2 v_2} \frac{\partial \mathring{U}}{\partial v_1} dv_1 dv_2
\]
\[
= -\frac{\partial}{\partial s_2} \int_0^\infty \int_0^\infty e^{-s_1 v_1 - s_2 v_2} \frac{\partial \mathring{U}}{\partial v_2} dv_1 dv_2
\]
\[
= -\frac{\partial}{\partial s_2} \left[ -\mathring{U}(\tau, \eta, s_1, 0) + s_2 \mathring{U}(\tau, \eta, s_1, s_2) \right]
\]
\[
= -\mathring{U}(\tau, \eta, s_1, s_2) - s_2 \frac{\partial \mathring{U}}{\partial s_2}(\tau, \eta, s_1, s_2).
\]
\[
\mathcal{L}\left\{v_1 \frac{\partial^2 \mathring{U}}{\partial v_1^2}(\tau, \eta, v_1, v_2)\right\} = \mathring{U}(\tau, \eta, 0, s_2) - 2s_1 \mathring{U}(\tau, \eta, s_1, s_2) - s_2^2 \frac{\partial \mathring{U}}{\partial s_1}(\tau, \eta, s_1, s_2),
\]
\[
\mathcal{L}\left\{v_2 \frac{\partial^2 \mathring{U}}{\partial v_2^2}(\tau, \eta, v_1, v_2)\right\} = \mathring{U}(\tau, \eta, s_1, 0) - 2s_2 \mathring{U}(\tau, \eta, s_1, s_2) - s_2^2 \frac{\partial \mathring{U}}{\partial s_2}(\tau, \eta, s_1, s_2).
\]

(A3.3.1)

Substituting these expressions into equation (3.3.1) and noting that \(f_1(\tau, s_2)\) and \(f_2(\tau, s_1)\) are terms involving the Laplace transforms of \(\mathring{U}(\tau, \eta, 0, s_2)\) and \(\mathring{U}(\tau, \eta, s_1, 0)\) we obtain the result in Proposition 3.4.1. Feller (1951) has demonstrated that assumptions like those in the first equation of (1.3.3) imply that

\[
\lim_{s_1 \to \infty} \mathring{U}(\tau, \eta, s_1, s_2) = 0 \quad \text{and} \quad \lim_{s_2 \to \infty} \mathring{U}(\tau, \eta, s_1, s_2) = 0,
\]

(A3.3.2)

which is equation (3.4.3) of Proposition 3.4.1.

Appendix 3.4. Proof of Proposition 3.5.1

This appendix contains lengthy derivations for generating the solution of the partial differential equation system (3.4.1). Because of the nature of this PDE, we use the method of characteristics to find its solution. We break the appendix into three major parts where the first involves derivation of the general solution of the characteristic equations. The second part involves determination of the two functions, \(f_1(\tau, S_2)\) and \(f_2(\tau, S_1)\) appearing in equation (3.4.1). Once these two functions are determined, we then present the explicit form of \(\mathring{U}(\tau, \eta, s_1, s_2)\) in the third part.
(1) **Solving the Characteristic equation in terms of \( f_1(\tau, S_2) \) and \( f_2(\tau, S_1) \):**

Here we attempt to solve equation (3.4.1) subject to the initial condition (3.4.2) by using the method of characteristics. Equation (3.4.1) can be re-expressed in characteristic form as

\[
\begin{align*}
    d\tau &= \frac{ds_1}{\frac{1}{2} \sigma_1^2 s_1^2 - \Theta_1 s_1 + \frac{1}{2} \Lambda} = \frac{ds_2}{\frac{1}{2} \sigma_2^2 s_2^2 - \Theta_2 s_2 + \frac{1}{2} \Lambda} \\
    &= d\bar{U} \\
    &= \frac{(\Phi_1 - \sigma_1^2) s_1 - i\eta (r - q) + (\Phi_2 - \sigma_2^2) s_2 + \Theta_1 + \Theta_2} \bar{U} + f_1(\tau, s_2) + f_2(\tau, s_1).
\end{align*}
\]
Simplifying the first characteristic pair

By adopting the method of characteristics, we solve the first pair of equation (A3.4.1) by integration to obtain

\[ \int d\tau = \frac{2}{\sigma_1^2} \int \frac{ds_1}{s_1^2 - \frac{2\Theta_1}{\sigma_1^2}s_1 + \Lambda} \]

By factorising the RHS of the above equation we obtain

\[ \int d\tau = \frac{1}{\Omega_1} \int \left( \frac{1}{s_1 - \left( \frac{\Theta_1 + \Omega_1}{\sigma_1^2} \right)} - \frac{1}{s_1 - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right)} \right) ds_1. \tag{A3.4.2} \]

where we set

\[ \Omega_1 = \sqrt{\Theta_1^2 - \Lambda(\eta)\sigma_1^2}. \tag{A3.4.3} \]

Equation (A3.4.2) implies that

\[ \tau + c_1 = \frac{1}{\Omega_1} \int \left( \frac{1}{s_1 - \left( \frac{\Theta_1 + \Omega_1}{\sigma_1^2} \right)} - \frac{1}{s_1 - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right)} \right) ds_1, \]

where \( c_1 \) is an integration constant\(^7\). Integrating the RHS yields

\[ \Omega_1 \tau + c_2 = \ln \left( \frac{\sigma_1^2 s_1 - \Theta_1 - \Omega_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1} \right), \tag{A3.4.4} \]

which implies that

\[ e^{\Omega_1 \tau} e^{c_2} = \frac{\sigma_1^2 s_1 - \Theta_1 - \Omega_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1}, \]

hence

\[ e^{c_2} = \frac{(\sigma_1^2 s_1 - \Theta_1 - \Omega_1)e^{-\Omega_1 \tau}}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1}. \tag{A3.4.5} \]

\(^7\)In what follows we use \( c_j \) and \( d_j \), \( j = 1, 2, 3 \) to denote integration constants.
The exponent of an integration constant is another constant, so that equation (A3.4.5) can be represented as
\[ c_3 = \frac{(\sigma_1^2 s_1 - \Theta_1 - \Omega_1)e^{-\Omega_1 \tau}}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1}. \] (A3.4.6)

Now, given equation (A3.4.6), we can obtain an expression for \( s_1 \) by making it the subject of the formula such that
\[ c_3(\sigma_1^2 s_1 - \Theta_1 + \Omega_1) = (\sigma_1^2 s_1 - \Theta_1 - \Omega_1)e^{-\Omega_1 \tau}, \]
that is
\[ c_3\sigma_1^2 s_1 - \sigma_1^2 s_1 e^{-\Omega_1 \tau} = (\Theta_1 - \Omega_1)c_3 - (\Theta_1 + \Omega_1)e^{-\Omega_1 \tau}, \]
which becomes
\[ \sigma_1^2 (c_3 - e^{-\Omega_1 \tau})s_1 = \Theta_1 (c_3 - e^{-\Omega_1 \tau}) - \Omega_1 (c_3 + e^{-\Omega_1 \tau} + e^{-\Omega_1 \tau} - e^{-\Omega_1 \tau}), \]
which then implies that
\[ s_1 = \frac{\Theta_1 - \Omega_1}{\sigma_1^2} - \frac{2\Omega_1 e^{-\Omega_1 \tau}}{\sigma_1^2(c_3 - e^{-\Omega_1 \tau})}. \] (A3.4.7)

**Solving the second characteristic pair**

The characteristic equation of the second pair can be represented as
\[ \int d\tau = \frac{2}{\sigma_2^2} \int \frac{ds_2}{s_2^2 - \frac{2\Theta_2}{\sigma_2^2} s_2 + \frac{\Omega_2}{\sigma_2^2}}. \]

By factorising the RHS we obtain
\[ \int d\tau = \frac{1}{\Omega_2} \int \left( \frac{1}{s_2 - \left( \frac{\Theta_2 + \Omega_2}{\sigma_2^2} \right)} - \frac{1}{s_2 - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right)} \right) ds_2, \]
where we set
\[
\Omega_2 = \sqrt{\Theta_2^2 - \Lambda(\eta)\sigma_2^2}.
\]  
(A3.4.8)

The above equation simplifies to
\[
\tau + d_1 = \frac{1}{\Omega_2} \int \left( \frac{1}{s_2 - \left( \frac{\Theta_2}{\sigma_2^2} \right)} - \frac{1}{s_2 - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right)} \right) ds_2.
\]

Solving the RHS yields
\[
\Omega_2\tau + d_2 = \ln \left( \frac{\sigma_2^2 s_2 - \Theta_2 - \Omega_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2} \right),
\]  
(A3.4.9)

which implies that
\[
e^{\Omega_2\tau} e^{d_2} = \frac{\sigma_2^2 s_2 - \Theta_2 - \Omega_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2},
\]  

hence
\[
e^{d_2} = \frac{(\sigma_2^2 s_2 - \Theta_2 - \Omega_2)e^{-\Omega_2\tau}}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2}.
\]  
(A3.4.10)

which can be written as
\[
d_3 = \frac{(\sigma_2^2 s_2 - \Theta_2 - \Omega_2)e^{-\Omega_2\tau}}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2}.
\]  
(A3.4.11)

Given equation (A3.4.11), we can show that
\[
s_2 = \frac{\Theta_2 - \Omega_2}{\sigma_2^2} - \frac{2\Omega_2 e^{-\Omega_2\tau}}{\sigma_2^2 (d_3 - e^{-\Omega_2\tau})}.
\]  
(A3.4.12)

**Solving the third characteristic pair**

We now turn to the last pair in equation (A3.4.1) which we represent as
\[
\frac{d\tilde{U}}{d\tau} + \{ (\sigma_1^2 - \Phi_1)s_1 + (\sigma_2^2 - \Phi_2)s_2 + i\eta(r - q) - \Theta_1 - \Theta_2 \} \tilde{U}
\]
\[
= f_1(\tau, s_2) + f_2(\tau, s_1),
\]  
(A3.4.13)
where \( s_1 \) and \( s_2 \) are given by equations (A3.4.7) and (A3.4.12) respectively.

The integrating factor of equation (A3.4.13) is

\[
R(\tau) = \exp \left( \int \left\{ (\sigma_1^2 - \Phi_1)s_1 + (\sigma_2^2 - \Phi_2)s_2 + i\eta(r - q) - \Theta_1 - \Theta_2 \right\} d\tau \right). \tag{A3.4.14}
\]

The integral inside the exponent can be simplified as

\[
\int \left( (\sigma_1^2 - \Phi_1) \left[ \frac{\Theta_1 - \Omega_1}{\sigma_1^2} - \frac{2\Omega_1 e^{-\Omega_1 \tau}}{\sigma_1^2 (c_3 - e^{-\Omega_1 \tau})} \right] + (\sigma_2^2 - \Phi_2) \left[ \frac{\Theta_2 - \Omega_2}{\sigma_2^2} - \frac{2\Omega_2 e^{-\Omega_2 \tau}}{\sigma_2^2 (d_3 - e^{-\Omega_2 \tau})} \right] + i\eta(r - q) - \Theta_1 - \Theta_2 \right) d\tau \tag{A3.4.15}
\]

In the first integral on the last line set \( u_1 = c_3 - e^{-\Omega_1 \tau} \), and in the second integral set \( u_2 = d_3 - e^{-\Omega_2 \tau} \). The two integral components of (A3.4.15) then simplify to

\[
\int \frac{e^{-\Omega_1 \tau}}{c_3 - e^{-\Omega_1 \tau}} d\tau = \frac{1}{\Omega_1} \int \frac{du_1}{u_1} = \frac{1}{\Omega_1} \ln |u_1| = \frac{1}{\Omega_1} \ln |c_3 - e^{-\Omega_1 \tau}|, \tag{A3.4.16}
\]

and

\[
\int \frac{e^{-\Omega_2 \tau}}{d_3 - e^{-\Omega_2 \tau}} d\tau = \frac{1}{\Omega_2} \ln |d_3 - e^{-\Omega_2 \tau}|. \tag{A3.4.17}
\]
Thus the integrating factor of (A3.4.13) can be represented as

\[
R(\tau) = \left| \frac{1}{c_3 - e^{-\Omega_1 \tau}} \right| \frac{1}{\sigma_1^2 (\sigma_1^2 - \Phi_1)} \left| \frac{1}{d_3 - e^{-\Omega_2 \tau}} \right| \frac{1}{\sigma_2^2 (\sigma_2^2 - \Phi_2)} \times \exp \left\{ \left[ \frac{(\sigma_1^2 - \Phi_1)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\sigma_2^2 - \Phi_2)(\Theta_2 - \Omega_2)}{\sigma_2^2} + i\eta(r - q) - \Theta_1 - \Theta_2 \right] \tau \right\}.
\]

(A3.4.18)

Now that we have the integrating factor of equation (A3.4.13), we can solve this equation by writing it as

\[
\frac{d}{d\tau} \left( R(\tau) \tilde{U}(\tau, \eta, s_1, s_2) \right) = R(\tau) [f_1(\tau, s_2) + f_2(\tau, s_1)].
\]

Integrating the above system yields

\[
R(\tau) \tilde{U}(\tau, \eta, s_1, s_2) = \int_0^\tau R(t) [f_1(t, s_2) + f_2(t, s_1)] dt + c_4,
\]

which implies that

\[
\tilde{U}(\tau, \eta, s_1, s_2) = \frac{1}{R(\tau)} \left\{ \int_0^\tau R(t) [f_1(t, s_2) + f_2(t, s_1)] dt + c_4 \right\}.
\]

(A3.4.19)

The above equation can be explicitly represented as

\[
\tilde{U}(\tau, \eta, s_1, s_2) = \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] \tau \right\}
\times \left| c_3 - e^{-\Omega_1 \tau} \right| \frac{1}{\sigma_1^2 (\sigma_1^2 - \Phi_1)} \left| d_3 - e^{-\Omega_2 \tau} \right| \frac{1}{\sigma_2^2 (\sigma_2^2 - \Phi_2)}
\times \left\{ \int_0^\tau \left[ f_1(t, s_2) + f_2(t, s_1) \right] dt \left[ \frac{1}{c_3 - e^{-\Omega_1 t}} \right| \frac{1}{d_3 - e^{-\Omega_2 t}} \right| \frac{1}{\sigma_1^2 (\sigma_1^2 - \Phi_1)} \left| \frac{1}{\sigma_2^2 (\sigma_2^2 - \Phi_2)} \right| dt + c_4 \right\}.
\]

(A3.4.20)
Here, \( c_4 \) is a constant of integration whose value is determined by use of the initial condition, that is when \( \tau = 0 \).

**Determining the integration constant, \( c_4 \).**

The constant, \( c_4 \), is a function of two constants namely \( c_3 \) and \( d_3 \) which are given by (A3.4.6) and (A3.4.11) respectively. By letting \( c_4 = A(c_3, d_3) \) at \( \tau = 0 \), it can be readily shown that equation (A3.4.20) becomes

\[
\tilde{U}(0, \eta, s_1, s_2) = A(c_3, d_3) \quad \text{(A3.4.21)}
\]

\[
\times \left| \frac{\sigma_1^2 s_1 - \Theta_1 - \Omega_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1} - 1 \right| \left| \frac{\sigma_2^2 s_2 - \Theta_2 - \Omega_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2} - 1 \right| \frac{\tilde{\varphi}((\sigma_1^2 - \Phi_1))}{\sigma_2^2((\sigma_2^2 - \Phi_2))}.
\]

By substituting the values of \( s_1 \) and \( s_2 \) from equations (A3.4.7) and (A3.4.12) at \( \tau = 0 \) and making \( A(c_3, d_3) \) the subject of formula we obtain

\[
A(c_3, d_3) = \left| c_3 - 1 \right| \left| \frac{\tilde{\varphi}((\sigma_1^2 - \Phi_1))}{\sigma_1^2} \right| \left| d_3 - 1 \right| \left| \frac{\tilde{\varphi}((\sigma_2^2 - \Phi_2))}{\sigma_2^2} \right| \tilde{U}(0, \eta, \Theta_1 - \Omega_1 - \Phi_1, \Theta_2 - \Omega_2 - \Phi_2).
\]  

(A3.4.22)

Having determined \( A(c_3, d_3) \), the expression involving the constant term in equation (A3.4.20) can be written as

\[
\left| c_3 - e^{-\Omega_1 \tau} \right| \left| \frac{\tilde{\varphi}((\sigma_1^2 - \Phi_1))}{\sigma_1^2} \right| \left| d_3 - e^{-\Omega_2 \tau} \right| \left| \frac{\tilde{\varphi}((\sigma_2^2 - \Phi_2))}{\sigma_2^2} \right| A(c_3, d_3)
\]

\[
= \left| \frac{2\Omega_1 e^{-\Omega_1 \tau}}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(1 - e^{-\Omega_1 \tau}) + 2\Omega_1 e^{-\Omega_1 \tau}} \right| \left| \frac{\tilde{\varphi}((\sigma_1^2 - \Phi_1))}{\sigma_1^2} \right|
\times \left| \frac{2\Omega_2 e^{-\Omega_2 \tau}}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(1 - e^{-\Omega_2 \tau}) + 2\Omega_2 e^{-\Omega_2 \tau}} \right| \left| \frac{\tilde{\varphi}((\sigma_2^2 - \Phi_2))}{\sigma_2^2} \right|
\times \tilde{U} \left( 0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1}, \frac{2\Omega_1}{\sigma_1(c_3 - 1)}, \frac{\Theta_2 - \Omega_2}{\sigma_2}, \frac{2\Omega_2}{\sigma_2(d_3 - 1)} \right). 
\]

(A3.4.23)
With the knowledge of the two constants, $c_3$ and $d_3$ as in equations (A3.4.6) and (A3.4.11), it can be shown that the expressions occurring in the arguments of $\tilde{U}$ in (A3.4.23) can be expressed as

$$\frac{2\Omega_1}{\sigma_1^2(c_3 - 1)} = \frac{2\Omega_1(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)}{\sigma_1^2[(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{-\Omega_1\tau} - 1) - 2\Omega_1e^{-\Omega_1\tau}]}$$ \hspace{1cm} (A3.4.24)

and

$$\frac{2\Omega_2}{\sigma_2^2(d_3 - 1)} = \frac{2\Omega_2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)}{\sigma_2^2[(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{-\Omega_2\tau} - 1) - 2\Omega_2e^{-\Omega_2\tau}]}$$ \hspace{1cm} (A3.4.25)

Also by use of equations (A3.4.6) and (A3.4.11), for $0 \leq t \leq \tau$ we have

$$\left| \frac{c_3 - e^{-\Omega_1\tau}}{c_3 - e^{-\Omega_1t}} \right| \frac{2\sigma_1^2(\sigma_1^2 - \Phi_1)}{2\sigma_1^2(\sigma_1^2 - \Phi_1)} \left| \frac{d_3 - e^{-\Omega_2\tau}}{d_3 - e^{-\Omega_2t}} \right| \frac{2\sigma_2^2(\sigma_2^2 - \Phi_2)}{2\sigma_2^2(\sigma_2^2 - \Phi_2)}$$

$$= \left| \frac{2\Omega_1 e^{-\Omega_1\tau}}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{-\Omega_1\tau} - e^{-\Omega_1t}) + 2\Omega_1 e^{-\Omega_1\tau}} \right| \left| \frac{2\Omega_2 e^{-\Omega_2\tau}}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{-\Omega_2\tau} - e^{-\Omega_2t}) + 2\Omega_2 e^{-\Omega_2\tau}} \right|$$ \hspace{1cm} (A3.4.26)

and it turns out that all real arguments in $| \cdot |$ are all positive. Substituting (A3.4.23) and (A3.4.26) into (A3.4.20) we obtain the expression for the
transform as
\[
\tilde{U}(\tau, \eta, s_1, s_2) = \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] \tau \right. \\
\times \left. \left( \frac{2\Omega_1 e^{-\Omega_1 \tau}}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(1 - e^{-\Omega_1 \tau}) + 2\Omega_1 e^{-\Omega_1 \tau}} \right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)} \right. \\
\times \left. \left( \frac{2\Omega_2 e^{-\Omega_2 \tau}}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(1 - e^{-\Omega_2 \tau}) + 2\Omega_2 e^{-\Omega_2 \tau}} \right)^{\frac{2}{\sigma_2^2}(\sigma_2^2 - \Phi_2)} \right. \\
\times \left. \left( \int_0^\tau \left[ f_1(t, s_2) + f_2(t, s_1) \right] \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] (\tau - t) \right. \right. \\
\times \left. \left. \left( \frac{2\Omega_1 e^{-\Omega_1 \tau}}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{-\Omega_1 \tau} - e^{-\Omega_1 t}) + 2\Omega_1 e^{-\Omega_1 \tau}} \right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)} \right. \right. \\
\times \left. \left. \left( \frac{2\Omega_2 e^{-\Omega_2 \tau}}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{-\Omega_2 \tau} - e^{-\Omega_2 t}) + 2\Omega_2 e^{-\Omega_2 \tau}} \right)^{\frac{2}{\sigma_2^2}(\sigma_2^2 - \Phi_2)} \right) \right) \right] dt. \quad (A3.4.27)
\]

This expression for the transform still involves the yet unknown functions 
\( f_1(t, s_2) \) and \( f_2(t, s_1) \). We next discuss how to obtain these functions.

(2) **Determining the functional forms of \( f_1(\tau, s_2) \) and \( f_2(\tau, s_1) \):**

The task of finding the functional forms of \( f_1(\tau, s_2) \) and \( f_2(\tau, s_1) \) is accomplished by using the conditions in equation (3.4.3). We first tackle the \( f_1(\tau, s_2) \) component. As \( s_1 \rightarrow \infty \) and making use of l'Hôpital's rule, equation (A3.4.27) simplifies to
\[ -\dot{U}(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} - \frac{2\Omega_1}{\sigma_1^2(e^{-\Omega_1\tau} - 1)} - \frac{\Theta_2 - \Omega_2}{\sigma_2^2} - \frac{2\Omega_2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)}{\sigma_2^2 t(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{-\Omega_1\tau} - 1)} - 2\Omega_2 e^{-\Omega_1\tau}) \]

\[ = \int_0^\tau f_1(t, s_2) \exp \left\{ - \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] t \right\} \]

\[ \times \left( \frac{1 - e^{-\Omega_1\tau}}{e^{-\Omega_1 t} - e^{-\Omega_1\tau}} \right)^{\frac{2}{\sigma_1^2} - \Phi_1} \left( \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(1 - e^{-\Omega_2\tau}) + 2\Omega_2 e^{-\Omega_2\tau}}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{-\Omega_1\tau} - e^{-\Omega_1\tau}) + 2\Omega_2 e^{-\Omega_1\tau}} \right)^{\frac{2}{\sigma_2^2} - \Phi_2} \frac{dt}{\zeta_1^2} \]  

(A3.4.28)

Now let

\[ \zeta_1^{-1} = 1 - e^{-\Omega_1 t}, \quad \zeta_2^{-1} = 1 - e^{-\Omega_2 t}, \quad (A3.4.29) \]

\[ z_1^{-1} = 1 - e^{-\Omega_1 t}, \quad z_2^{-1} = 1 - e^{-\Omega_2 t}, \quad (A3.4.30) \]

We substitute these arguments into equation (A3.4.28) and defining the function

\[ g_1(\zeta_1) = f_1(t, s_2) \exp \left\{ - \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] t \right\} \]

\[ \times \left( \frac{\zeta_2[(\sigma_2^2 s_2 - \Theta_2 + \Omega_2) + 2\Omega_2(z_2 - 1)]}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(\zeta_2 - z_2) + 2\Omega_2 z_2(z_2 - 1)} \right)^{\frac{2}{\sigma_2^2} - \Phi_2} \frac{2}{\sigma_1^2} \frac{\Phi_1 - \sigma_1^2}{\zeta_1(\zeta_1 - 1)} \]  

(A3.4.31)

which constitutes the terms inside the integrand of equation (A3.4.28) after factoring the substitutions in equations (A3.4.29) and (A3.4.30). Equation (A3.4.28) becomes after rearranging

\[ \int_{z_1}^\infty g_1(\zeta_1)(\zeta_1 - z_1)^{\frac{2}{\sigma_1^2} - \Phi_1} d\zeta_1 \]

\[ = -\Omega_1 \dot{U}
\left( 0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(z_2 - 1)|\sigma_2^2|} \right). \]  

(A3.4.32)
We can obtain another expression for

\[ \tilde{U}(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}) \]

appearing in equation (A3.4.32) from the definition of the Laplace Transform.

From Definition 1.3.3 we can write the Laplace transform on the RHS of equation (A3.4.32) as

\[ \tilde{U}(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}) \]
\[ = \int_0^\infty \int_0^\infty \exp \left\{- \left[ \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2} \right] v_1 - \left[ \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2} \right] v_2 \right\} \]
\[ \times \tilde{U}(0, \eta, v_1, v_2) dv_1 dv_2. \quad (A3.4.33) \]

For convenience, we introduce a gamma function such that

\[ \tilde{U}(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}) \]
\[ = \frac{\Gamma(\frac{2\phi_1}{\sigma_1^2} - 1)}{\Gamma(\frac{2\phi_1}{\sigma_1^2} - 1)} \int_0^\infty \int_0^\infty \tilde{U}(0, \eta, v_1, v_2) \exp \left\{- \left[ \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2} \right] v_1 \right\} \]
\[ \times \exp \left\{- \left[ \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2} \right] v_2 \right\} dv_1 dv_2. \quad (A3.4.34) \]

The choice of the gamma function \( \Gamma(\frac{2\phi_1}{\sigma_1^2} - 1) \) may seem arbitrary as it seems we could have chosen \( \Gamma(\beta_1) \), for any \( \beta_1 \). However it turns out that to make equation (A3.4.34) match with (A3.4.32) we need to take \( \beta_1 = \frac{2\phi_1}{\sigma_1^2} - 1 \).
Further manipulations yield

\[
\hat{U}\left(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2}\right)
\]

\[
= \frac{1}{\Gamma\left(\frac{2\Omega_1 v_1}{\sigma_1^2} - 1\right)} \int_0^\infty \int_0^\infty \int_0^\infty e^{-a_1 a_1^-2} \hat{U}(0, \eta, v_1, v_2) \exp\left\{ - \left[\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}\right] v_1 \right\}
\times \exp\left\{- \left[\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2}\right] v_2 \right\} da_1 dv_1 dv_2.
\]

(A3.4.35)

Now, we make the substitution \(a_1 = \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)y_1\) in equation (A3.4.35) and obtain

\[
\hat{U}\left(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2}\right)
\]

\[
= \frac{1}{\Gamma\left(\frac{2\Omega_1 v_1}{\sigma_1^2} - 1\right)} \int_0^\infty \int_0^\infty \int_0^\infty \exp\left\{ - \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right) y_1 \right\} \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\Omega_1 v_1}{\sigma_1^2} - 2} \hat{U}(0, \eta, v_1, v_2)
\times \exp\left\{- \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}\right) v_1 \right\} \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)
\times \exp\left\{- \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2}\right) v_2 \right\} dy_1 dv_1 dv_2.
\]

(A3.4.36)
Rearranging equation (A3.4.36) yields

\[
\tilde{U}\left(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)[\sigma_2^2]}\right)
\]

\[
= \frac{1}{\Gamma\left(\frac{2\beta_1}{\sigma_1^2} - 1\right)} \int_0^\infty \int_0^\infty \tilde{U}(0, \eta, v_1, v_2) \exp\left\{-\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right)v_1\right\}
\]

\[
\times \exp\left\{-\left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)[\sigma_2^2]}\right)v_2\right\}
\]

\[
\times \left[\int_0^\infty \exp\left\{-\left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)y_1\right\}\left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\beta_1}{\sigma_1^2} - 2} \exp\left\{-\left(\frac{2\Omega_1 z_1}{\sigma_1^2}\right)v_1\right\} dy_1\right] dv_1 dv_2.
\]  

\[\text{(A3.4.37)}\]

The terms inside the third integral component of equation (A3.4.37) can further be rearranged to yield

\[
\tilde{U}\left(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 z_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)[\sigma_2^2]}\right)
\]

\[
= \frac{1}{\Gamma\left(\frac{2\beta_1}{\sigma_1^2} - 1\right)} \int_0^\infty \int_0^\infty \tilde{U}(0, \eta, v_1, v_2) \exp\left\{-\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right)v_1\right\}
\]

\[
\times \exp\left\{-\left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)[\sigma_2^2]}\right)v_2\right\}\left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\beta_1}{\sigma_1^2} - 1}
\]

\[
\times \left[\int_0^\infty \exp\left\{-\left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)(y_1 + z_1)\right\}\left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\beta_1}{\sigma_1^2} - 2}dy_1\right] dv_1 dv_2.
\]  

\[\text{(A3.4.38)}\]
We make one further transformation by letting $\varrho_1 = y_1 + z_1$. Incorporating this in equation (A3.4.38) we obtain

$$
\tilde{U}\left(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2}, \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}\right)
$$

$$
= \frac{1}{\Gamma(\frac{2\varphi_1}{\sigma_1^2} - 1)} \int_0^\infty \int_0^\infty \tilde{U}(0, \eta, v_1, v_2) \exp \left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right) v_1 \right\} \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\varphi_1}{\sigma_1^2} - 1} \times \exp \left\{ - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}\right) v_2 \right\}
$$

$$
\times \left[ \int_{z_1}^{\infty} (\varrho_1 - z_1)^{\frac{2}{\sigma_1^2}(\varphi_1 - \sigma_1^2)} \exp \left\{ - \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right) \varrho_1 \right\} \right] d\varrho_1 dv_1 dv_2.
$$

(A3.4.39)

This last equation can be represented as

$$
\tilde{U}\left(0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2}, \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}\right)
$$

$$
= \int_{z_1}^{\infty} (\varrho_1 - z_1)^{\frac{2}{\sigma_1^2}(\varphi_1 - \sigma_1^2)} \left[ \int_0^\infty \int_0^\infty \tilde{U}(0, \eta, v_1, v_2) \exp \left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right) v_1 \right\} \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\varphi_1}{\sigma_1^2} - 1} \times \exp \left\{ - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}\right) v_2 \right\} dv_1 dv_2 \right] d\varrho_1.
$$

(A3.4.40)

By comparing equations (A3.4.32) and (A3.4.40) we have in fact shown that

$$
g_1(\zeta_1) = -\Omega_1 \int_0^\infty \int_0^\infty \tilde{U}(0, \eta, v_1, v_2) \exp \left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right) v_1 \right\} \exp \left\{ - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\sigma_2^2}\right) v_2 \right\} dv_1 dv_2 - \frac{2\Omega_1 \varrho_1}{\sigma_1^2}.
$$

(A3.4.41)

We recall from equation (3.3.3) that the initial condition is expressed as

$$
\tilde{U}(0, \eta, v_1, v_2) = e^{i\pi x_0} \delta(v_1 - v_{1,0}) \delta(v_2 - v_{2,0}).
$$

(A3.4.42)
Substituting this into equation (A3.4.41) we obtain

\[
g_1(\zeta_1) = -\Omega_1 \int_0^\infty \int_0^\infty \frac{\delta(v_1 - v_{1,0})\delta(v_2 - v_{2,0})}{\Gamma\left(\frac{2\sigma_1^2}{\sigma_1^2} - 1\right)} \left(\frac{2\Omega_1 v_1}{\sigma_1^2}\right)^{\frac{2\sigma_1^2}{\sigma_1^2} - 1} \exp\left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 \zeta_1}{\sigma_1^2}\right) v_1 + i\eta x_0\right\}
\times \exp\left\{ - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)}\right) v_2\right\} dv_1 dv_2.
\]

(A3.4.43)

Using properties of the delta functions the above expression simplifies to

\[
g_1(\zeta_1) = -\Omega_1 \Gamma\left(\frac{2\sigma_1^2}{\sigma_1^2} - 1\right) \left(\frac{2\Omega_1 v_{1,0}}{\sigma_1^2}\right)^{\frac{2\sigma_1^2}{\sigma_1^2} - 1} \exp\left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 \zeta_1}{\sigma_1^2}\right) v_{1,0} + i\eta x_0\right\}
\times \exp\left\{ - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)}\right) v_{2,0}\right\}.
\]

(A3.4.44)

Given the explicit representation of \(g_1(\zeta_1)\) we can now find the explicit form of the function \(f_1(t, s_2)\) by comparing equations (A3.4.31) and (A3.4.44) such that\(^9\)

\[
f_1(t, s_2) = -\Omega_1 \Gamma\left(\frac{2\sigma_1^2}{\sigma_1^2} - 1\right) \left(\frac{2\Omega_1 v_{1,0}}{\sigma_1^2}\right)^{\frac{2\sigma_1^2}{\sigma_1^2} - 1} \exp\left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 \zeta_1}{\sigma_1^2}\right) v_{1,0} + i\eta x_0\right\}
\times \exp\left\{ - \left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)}\right) v_{2,0}\right\}
\times \exp\left\{ \left(\frac{\Phi_1 - \sigma_1^2}{\sigma_1^2}\right)(\Theta_1 - \Omega_1) + \left(\frac{\Phi_2 - \sigma_2^2}{\sigma_2^2}\right)(\Theta_2 - \Omega_2) - i\eta(r - q) + \Theta_1 + \Theta_2\right\} t\right\}
\times \left(\frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(\zeta_2 - z_2) + 2\Omega_2 \zeta_2(z_2 - 1)}{\zeta_2([\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]\right)^{\frac{2\sigma_2^2}{\sigma_2^2} - \Phi_2)}\right)\left(\frac{\zeta_1(\zeta_1 - 1)}{\zeta_1^2(\zeta_1^2 - \Phi_1)}\right).
\]

(A3.4.45)

\(^9\)In actual fact, from equations (A3.4.7) and (A3.4.12) \(s_j = s_j(\tau)\) and from equation (A3.4.29) \(\zeta_j = \zeta_j(t)\) for \(j = 1, 2\). We suppress the dependence on time for convenience.
By performing similar operations it can be shown that

\[
\begin{align*}
    f_2(t, s_1) &= \frac{-\Omega_2}{\Gamma\left(\frac{2\Phi_2}{\sigma_2} - 1\right)} \left(\frac{2\Omega_2 v_{2,0}}{\sigma_2^2}\right)^{2\Phi_2/\sigma_2^2 - 1} \exp \left\{ - \left(\frac{\Theta_1 - \Omega_2}{\sigma_2^2} + \frac{2\Omega_2 \zeta_2}{\sigma_2^2}\right) v_{2,0} + i\eta x_0 \right\} \\
    &\times \exp \left\{ - \left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)2\Omega_1 z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)}\right) v_{1,0} \right\} \\
    &\times \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} \right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} t \\
    &\times \left( \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1 \zeta_1 (z_1 - 1)}{\zeta_1[(\sigma_1^2 s_1 - \Theta_1 + \Omega_1) + 2\Omega_1 (z_1 - 1)]} \right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)} \frac{\zeta_2(\zeta_2 - 1)}{\zeta_2^2(\sigma_2^2 - \Phi_2)}. \\
\end{align*}
\]

(A3.4.46)

(3) **Deriving the explicit representation of \( \tilde{U}(\tau, \eta, s_1, s_2) \):**

Now that we have found the two unknown functions namely \( f_1(t, s_2) \) and \( f_2(t, s_1) \), the next step is to substitute these two functions into equation (A3.4.27) in order for us to finally obtain the representation of the transform. We are going to do this in three steps. We break equation (A3.4.27) into three parts. The first part being the first term on the RHS of (A3.4.27), the second part is the term involving \( f_1(t, s_2) \) and the third part is the one involving the \( f_2(t, s_1) \) term.
The first component on the RHS of (A3.4.27) can be represented as

\[ J_1 = \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] \tau \right\} \]

\[ \times \left( \frac{2\Omega_1 e^{-\Omega_1 \tau}}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1] (1 - e^{-\Omega_1 \tau}) + 2\Omega_1 e^{-\Omega_1 \tau}} \right)^{\frac{2}{\sigma_1^2}} \]

\[ \times \left( \frac{2\Omega_2 e^{-\Omega_2 \tau}}{\sigma_2^2 [\sigma_2^2 s_2 - \Theta_2 + \Omega_2] (1 - e^{-\Omega_2 \tau}) + 2\Omega_2 e^{-\Omega_2 \tau}} \right)^{\frac{2}{\sigma_2^2}} \]

\[ \times \tilde{U} \left( 0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} - \frac{2\Omega_1 (\sigma_1^2 s_1 - \Theta_1 + \Omega_1)}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1] (e^{-i\Omega_1 \tau} - 1) - 2\Omega_1 e^{-\Omega_1 \tau}} \right), \frac{\Theta_2 - \Omega_2}{\sigma_2^2} - \frac{2\Omega_2 (\sigma_2^2 s_2 - \Theta_2 + \Omega_2)}{\sigma_2^2 [\sigma_2^2 s_2 - \Theta_2 + \Omega_2] (e^{-i\Omega_2 \tau} - 1) - 2\Omega_2 e^{-\Omega_2 \tau}} \right). \]  

(A3.4.47)

Making use of equation (A3.4.30) we obtain

\[ J_1 = \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] \tau \right\} \]

\[ \times \left( \frac{2\Omega_1 (z_1 - 1)}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1] + 2\Omega_1 (z_1 - 1)} \right)^{\frac{2}{\sigma_1^2}} \left( \frac{2\Omega_2 (z_2 - 1)}{\sigma_2^2 [\sigma_2^2 s_2 - \Theta_2 + \Omega_2] + 2\Omega_2 (z_2 - 1)} \right)^{\frac{2}{\sigma_2^2}} \]

\[ \times \tilde{U} \left( 0, \eta, \frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 (\sigma_1^2 s_1 - \Theta_1 + \Omega_1) z_1}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1] + 2\Omega_1 (z_1 - 1)}, \frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{2\Omega_2 (\sigma_2^2 s_2 - \Theta_2 + \Omega_2) z_2}{\sigma_2^2 [\sigma_2^2 s_2 - \Theta_2 + \Omega_2] + 2\Omega_2 (z_2 - 1)} \right). \]  

(A3.4.48)

Applying the initial condition (3.4.2) to equation (A3.4.48) yields
\[ J_1 = \left( \frac{2\Omega_1(z_1 - 1)}{(\sigma^2_{s1} - \Theta_1 + \Omega_1) + 2\Omega_1(z_1 - 1)} \right)^{2 - \frac{2\Phi_1}{\sigma^2_1}} \left( \frac{2\Omega_2(z_2 - 1)}{(\sigma^2_{s2} - \Theta_2 + \Omega_2) + 2\Omega_2(z_2 - 1)} \right)^{2 - \frac{2\Phi_2}{\sigma^2_2}} \times \exp\left\{ \left[ \frac{(\Phi_1 - \sigma^2_{s1})(\Theta_1 - \Omega_1)}{\sigma^2_1} + \frac{(\Phi_2 - \sigma^2_{s2})(\Theta_2 - \Omega_2)}{\sigma^2_2} \right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} \times \exp\left\{ -\left( \frac{\Theta_1 - \Omega_1}{\sigma^2_1} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma^2_2} \right) v_{2,0} + i\eta x_0 \right\} \times \exp\left\{ \frac{-2\Omega_1v_{1,0}(\sigma^2_{s1} - \Theta_1 + \Omega_1)z_1}{\sigma^2_1[(\sigma^2_{s1} - \Theta_1 + \Omega_1) + 2\Omega_1(z_1 - 1)]} \right\} \exp\left\{ \frac{-2\Omega_2v_{2,0}(\sigma^2_{s2} - \Theta_2 + \Omega_2)z_2}{\sigma^2_2[(\sigma^2_{s2} - \Theta_2 + \Omega_2) + 2\Omega_2(z_2 - 1)]} \right\} \right\} \times \left( \frac{2\Omega_1\zeta_1(z_1 - 1)}{(\sigma^2_{s1} - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1\zeta_1(z_1 - 1)} \right)^{\frac{2}{\sigma^2_1}(\sigma^2_1 - \Phi_1)} \times \left( \frac{2\Omega_2\zeta_2(z_2 - 1)}{(\sigma^2_{s2} - \Theta_2 + \Omega_2)(\zeta_2 - z_2) + 2\Omega_2\zeta_2(z_2 - 1)} \right)^{\frac{2}{\sigma^2_2}(\sigma^2_2 - \Phi_2)} \frac{d\zeta_1}{\zeta_1(\zeta_1 - 1)}. \]  

(A3.4.49)

The second component is here represented as\(^{10}\)

\[ J_2 = \frac{1}{\Omega_1} \int_{z_1}^{\infty} f_1(t, s_2) \exp\left\{ \left[ \frac{(\Phi_1 - \sigma^2_{s1})(\Theta_1 - \Omega_1)}{\sigma^2_1} + \frac{(\Phi_2 - \sigma^2_{s2})(\Theta_2 - \Omega_2)}{\sigma^2_2} \right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} (\tau - t) \left\{ \exp\left\{ \frac{-2\Omega_1v_{1,0}(\sigma^2_{s1} - \Theta_1 + \Omega_1)z_1}{\sigma^2_1[(\sigma^2_{s1} - \Theta_1 + \Omega_1) + 2\Omega_1(z_1 - 1)]} \right\} \exp\left\{ \frac{-2\Omega_2v_{2,0}(\sigma^2_{s2} - \Theta_2 + \Omega_2)z_2}{\sigma^2_2[(\sigma^2_{s2} - \Theta_2 + \Omega_2) + 2\Omega_2(z_2 - 1)]} \right\} \right\} \times \left( \frac{2\Omega_1\zeta_1(z_1 - 1)}{(\sigma^2_{s1} - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1\zeta_1(z_1 - 1)} \right)^{\frac{2}{\sigma^2_1}(\sigma^2_1 - \Phi_1)} \times \left( \frac{2\Omega_2\zeta_2(z_2 - 1)}{(\sigma^2_{s2} - \Theta_2 + \Omega_2)(\zeta_2 - z_2) + 2\Omega_2\zeta_2(z_2 - 1)} \right)^{\frac{2}{\sigma^2_2}(\sigma^2_2 - \Phi_2)} \frac{d\zeta_1}{\zeta_1(\zeta_1 - 1)}. \]  

(A3.4.50)

\(^{10}\)We recall the link between \(\zeta_1\) and \(t\) from (A3.4.29) and that between \(z_1\) and \(\tau\) from (A3.4.30).
Now by substituting the value of $f_1(t, s_2)$ in equation (A3.4.45) into equation (A3.4.50) we obtain

$$J_2 = \frac{-1}{\Gamma\left(\frac{\Phi}{\sigma_1^2} - 1\right)} \int_{z_1}^{\infty} \left(2\Omega_1 v_{1,0}\right)^{\frac{2\Phi}{\sigma_1^2} - 1} \exp\left\{-\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{2\Omega_1 \zeta_1}{\sigma_1^2}\right) v_{1,0} + i\eta x_0\right\}$$

$$\times \exp\left\{-\left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2|}\right) v_{2,0}\right\}$$

$$\times \exp\left\[\left(\frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2}\right) - i\eta(r - q) + \Theta_1 + \Theta_2\right\} \tau\right\}$$

$$\times \exp\left(\frac{2\Omega_1(z_1 - 1)}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1 \zeta_1(z_1 - 1)}\right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)}\right\}$$

$$\times \exp\left(\frac{2\Omega_2(z_2 - 1)}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2|}\right)^{\frac{2}{\sigma_2^2}(\sigma_2^2 - \Phi_2)}\right\} d\zeta_1. \tag{A3.4.51}$$

By rearranging the respective components of equation (A3.4.51) we obtain

$$J_2 = \frac{\left[2\Omega_1(z_1 - 1)\right]^{2 - \frac{2\Phi}{\sigma_1^2}}}{\Gamma\left(\frac{2\Phi}{\sigma_1^2} - 1\right)} \left(2\Omega_1 v_{1,0}\right)^{\frac{2\Phi}{\sigma_1^2} - 1} \exp\left\{-\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2}\right) v_{1,0} + i\eta x_0\right\}$$

$$\times \exp\left\{-\left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)2\Omega_2 z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2|}\right) v_{2,0}\right\}$$

$$\times \exp\left\[\left(\frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2}\right) - i\eta(r - q) + \Theta_1 + \Theta_2\right\} \tau\right\}$$

$$\times \exp\left(\frac{2\Omega_1(z_1 - 1)}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1 \zeta_1(z_1 - 1)}\right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)}\right\}$$

$$\times \exp\left(\frac{2\Omega_2(z_2 - 1)}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)|\sigma_2^2|}\right)^{\frac{2}{\sigma_2^2}(\sigma_2^2 - \Phi_2)}\right\} G_1(v_{1,0}), \tag{A3.4.52}$$

where

$$G_1(v_1) = \int_{z_1}^{\infty} e^{-\frac{2\Omega_1 v_1}{\sigma_1^2} \zeta_1} \left[(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1 \zeta_1(z_1 - 1)\right]^{\frac{2\Phi}{\sigma_1^2} - 2} d\zeta_1. \tag{A3.4.53}$$
As a way of simplifying equation (A3.4.53), we let \( y_1 = (\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(\zeta_1 - z_1) + 2\Omega_1 \zeta_1 (z_1 - 1) \) so that
\[
d\zeta_1 = \frac{dy_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)}.
\]

Substituting this into equation (A3.4.53) and rearranging terms we obtain
\[
G_1(v_1) = \frac{1}{\sigma_1^2 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)} \exp \left\{ -\frac{2\Omega_1 v_1}{\sigma_1^2} \left( \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)} \right) \right\}
\times \int_{2\Omega_1 z_1 (z_1 - 1)}^{\infty} \exp \left\{ \frac{-2\Omega_1 v_1 y_1}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]} \right\} \frac{2y_1}{\sigma_1^2} e^{-y_1} dy_1. \tag{A3.4.54}
\]

Now let
\[
\xi_1 = \frac{2\Omega_1 v_1 y_1}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]},
\]
which implies that
\[
dy_1 = \frac{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]}{2\Omega_1 v_1} d\xi_1.
\]

Substituting these into equation (A3.4.54) yields
\[
G_1(v_1) = \frac{1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)} \exp \left\{ -\frac{2\Omega_1 v_1}{\sigma_1^2} \left( \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)} \right) \right\}
\times \int_{\frac{4\Omega_1^2 v_1 z_1 (z_1 - 1)}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]}}^{\infty} e^{-\xi_1} \left( \frac{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]\xi_1}{2\Omega_1 v_1} \right)^{-2} d\xi_1
\times \frac{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]}{2\Omega_1 v_1} d\xi_1
= \frac{\sigma_1^2}{2\Omega_1 v_1} \exp \left\{ -\frac{2\Omega_1 v_1}{\sigma_1^2} \left( \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)} \right) \right\}
\times \left( \frac{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]}{2\Omega_1 v_1} \right)^{-2} \int_{\frac{4\Omega_1^2 v_1 z_1 (z_1 - 1)}{\sigma_1^2 [\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1 (z_1 - 1)]}}^{\infty} e^{-\xi_1} \xi_1^{(2\Omega_1/\sigma_1^2 - 1)} d\xi_1. \tag{A3.4.55}
\]
Rearranging and recalling the definition of the gamma function (see equation (3.5.4)) equation (A3.4.55) can be expressed as

\[ \begin{align*}
G_1(v_1) &= \left[ \sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1) \right]^{2\Phi_1 - 2} \left( \frac{\sigma_1^2}{2\Omega_1 v_1} \right)^{2\Phi_1 - 1} \exp \left\{ -2\Omega_1 v_1 (\sigma_1^2 s_1 - \Theta_1 + \Omega_1) z_1 \right\} \\
&\times \left[ \Gamma \left( \frac{2\Phi_1}{\sigma_1^2} - 1 \right) - \int_{0}^{\frac{4\Omega_1^2 v_1 z_1 (z_1 - 1)}{\sigma_1^2}} \frac{\exp^{\frac{1}{2} \left( \frac{\sigma_1^2}{\sigma_1^2} \right) z_1}}{\Gamma(\frac{\sigma_1^2}{\sigma_1^2})} \frac{\sigma_1^2}{\sigma_1^2} \right] e^{-z_1 \left( \frac{2\Phi_1}{\sigma_1^2} - 1 \right)} d\xi_1. \tag{A3.4.56}
\end{align*} \]

Substituting equation (A3.4.56) into (A3.4.52) and making use of equation (3.5.3) for the incomplete gamma function we obtain

\[ J_2 = \frac{-1}{\Gamma \left( \frac{2\Phi_1}{\sigma_1^2} - 1 \right)} \left( \frac{2\Omega_1(z_1 - 1)}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)} \right)^{2 - \frac{2\Phi_1}{\sigma_1^2}} \left( \frac{2\Omega_2(z_2 - 1)}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)} \right)^{2 - \frac{2\Phi_2}{\sigma_2^2}} \times \exp \left\{ - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) v_{2,0} + i\eta x_0 \right\} \times \exp \left\{ \left( \frac{\Phi_1 - \sigma_1^2}{\sigma_1^2} \right) (\Theta_1 - \Omega_1) + \left( \frac{\Phi_2 - \sigma_2^2}{\sigma_2^2} \right) (\Theta_2 - \Omega_2) \right\} \times \exp \left\{ \left[ \frac{\Phi_1 - \sigma_1^2}{\sigma_1^2} \right] (\Theta_1 - \Omega_1) + \left[ \frac{\Phi_2 - \sigma_2^2}{\sigma_2^2} \right] (\Theta_2 - \Omega_2) \right\} - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} \times \Gamma \left( \frac{2\Phi_1}{\sigma_1^2} - 1 \right) \left[ 1 - \Gamma \left( \frac{2\Phi_1}{\sigma_1^2} - 1; \frac{4\Omega_1^2 v_1 z_1 (z_1 - 1)}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)} \right) \right]. \tag{A3.4.57}
\]

The third component may be represented as

\[ J_3 = \frac{1}{\Omega_2} \int_{z_2}^{\infty} f_2(t, s_1) \exp \left\{ \left[ \frac{\Phi_1 - \sigma_1^2}{\sigma_1^2} \right] (\Theta_1 - \Omega_1) + \left[ \frac{\Phi_2 - \sigma_2^2}{\sigma_2^2} \right] (\Theta_2 - \Omega_2) \right\} - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} (\tau - t) \tag{A3.4.58}
\]
Now by substituting the value of $f_2(t, s_1)$ in equation (A3.4.46) into equation (A3.4.58) we obtain

$$J_3 = -\frac{1}{\Gamma\left(\frac{2\Phi_2}{\sigma_2^2} - 1\right)} \int_{z_2}^{\infty} \left(\frac{2\Omega_2 v_{2.0}}{\sigma_2^2}\right)^{\frac{2\Phi_2}{\sigma_2^2} - 1} \exp\left\{ -\left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2} + \frac{2\Omega_2 \zeta_2}{\sigma_2^2}\right) v_{2.0} + i\eta x_0\right\} \times \exp\left\{ -\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)2\Omega_1 z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)}\right) v_{1.0}\right\} \times \exp\left\{ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2\right\} \times \left(\frac{2\Omega_1(z_1 - 1)}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)}\right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)} \times \left(\frac{2\Omega_2(z_2 - 1)}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2(z_2 - 1)} d\zeta_2\right) \right. \right. \right. \right.$$

(A3.4.59)

By proceeding as we did when handling the $J_2$ term in equation (A3.4.51) it can be shown that

$$J_3 = -\frac{[2\Omega_2(z_2 - 1)]^{2 - \frac{2\Phi_2}{\sigma_2^2}}}{\Gamma\left(\frac{2\Phi_2}{\sigma_2^2} - 1\right)} \left(\frac{2\Omega_2 v_{2.0}}{\sigma_2^2}\right)^{\frac{2\Phi_2}{\sigma_2^2} - 1} \exp\left\{ -\left(\frac{\Theta_2 - \Omega_2}{\sigma_2^2}\right) v_{2.0} + i\eta x_0\right\} \times \exp\left\{ -\left(\frac{\Theta_1 - \Omega_1}{\sigma_1^2} + \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)2\Omega_1 z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)}\right) v_{1.0}\right\} \times \exp\left\{ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2\right\} \times \left(\frac{2\Omega_1(z_1 - 1)}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)}\right)^{\frac{2}{\sigma_1^2}(\sigma_1^2 - \Phi_1)} \times G_2(v_{2.0}), \quad \text{(A3.4.60)}
$$

where

$$G_2(v_2) = \int_{z_2}^{\infty} e^{-\frac{2\Omega_2 v_2}{\sigma_2^2} \zeta_2} \left[(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(\zeta_2 - z_2) + 2\Omega_2 \zeta_2(z_2 - 1)\right]^\frac{2\Phi_2}{\sigma_2^2} d\zeta_2.$$

(A3.4.61)
Simplifying $G_2(v_2)$ in an analogous fashion to the way $G_1(v_1)$ was simplified we obtain

$$G_2(v_2) = [\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)] \sigma_2^2 \frac{2\Phi_2}{2\Omega_2 v_2} \left( \frac{\sigma_2^2}{\sigma_2^2} \right)^{2\Phi_2 - 1} \exp \left\{ \frac{-2\Omega_2 v_2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2) z_2}{\sigma_2^2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1))} \right\}$$

$$\times \left[ \Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1 \right) - \int_0^{\frac{4\Omega_2^2 v_2(z_2 - 1)}{\sigma_2^2(\sigma_2^2 s_2 - \Theta_2 + 2\Omega_2(z_2 - 1))}} e^{-\xi_2 \xi_2 \left( \frac{2\Phi_2}{\sigma_2^2} - 1 \right) - 1} d\xi_2 \right]. \quad (A3.4.62)$$

Substituting equation (A3.4.62) into equation (A3.4.60) we obtain

$$J_3 = \frac{-1}{\Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1 \right)} \left( \frac{2\Omega_1(z_1 - 1)}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)} \right)^{2 - \frac{2\Phi_2}{\sigma_1^2}} \left( \frac{2\Omega_2(z_2 - 1)}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)} \right)^{2 - \frac{2\Phi_2}{\sigma_2^2}}$$

$$\times \exp \left\{ - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) v_{2,0} + i\eta x_0 \right\}$$

$$\times \exp \left\{ \left( \frac{-2\Omega_1 v_{1,0}(\sigma_1^2 s_1 - \Theta_1 + \Omega_1) z_1}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)} \right) \exp \left\{ \frac{-2\Omega_2 v_{2,0}(\sigma_2^2 s_2 - \Theta_2 + \Omega_2) z_2}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)} \right\} \times \exp \left\{ \left[ \frac{\Phi_1 - \sigma_1^2}{\sigma_1^2} \right] \frac{(\Theta_1 - \Omega_1)}{\sigma_1^2} + \left( \frac{\Phi_2 - \sigma_2^2}{\sigma_2^2} \right) \frac{(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} \tau \right\}$$

$$\times \Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1 \right) \left[ 1 - \Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1; \frac{4\Omega_2^2 v_{2,0} z_2(z_2 - 1)}{\sigma_2^2(\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1))} \right) \right]. \quad (A3.4.63)$$
By combining $J_1$, $J_2$ and $J_3$ equation (A3.4.27) becomes

$$
\tilde{U}(\tau, \eta, s_1, s_2) = \left( \frac{2\Omega_1(z_1 - 1)}{\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)} \right)^{2 - \frac{2\Phi_1}{\sigma_1^2}} \left( \frac{2\Omega_2(z_2 - 1)}{\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)} \right)^{2 - \frac{2\Phi_2}{\sigma_2^2}}
\times \exp \left\{ - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) v_{2,0} + i\eta x_0 \right\}
\times \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} \right] + \left[ \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} \right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\}
\times \exp \frac{-2\Omega_1 v_{1,0}(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(z_1 - 1)}{\sigma_1^2[\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)]} \exp \left\{ \frac{-2\Omega_2 v_{2,0}(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(z_2 - 1)}{\sigma_2^2[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]} \right\}
\times \left[ \frac{2\Phi_1}{\sigma_1^2} - 1; \frac{4\Omega_1^2 v_{1,0}^2(z_1 - 1)}{\sigma_1^2[\sigma_1^2 s_1 - \Theta_1 + \Omega_1 + 2\Omega_1(z_1 - 1)]} \right] + \Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1; \frac{4\Omega_2^2 v_{2,0}^2(z_2 - 1)}{\sigma_2^2[\sigma_2^2 s_2 - \Theta_2 + \Omega_2 + 2\Omega_2(z_2 - 1)]} \right) - 1 \right].
\tag{A3.4.64}
$$

We recall from equation (A3.4.30) that $z_1^{-1} = 1 - e^{-\Omega_1 \tau}$ and $z_2^{-1} = 1 - e^{-\Omega_2 \tau}$ where $\Omega_1$ and $\Omega_2$ have been defined in equations (A3.4.3) and (A3.4.8) respectively. Substituting these expressions into the above equation we finally obtain

$$
\tilde{U}(\tau, \eta, s_1, s_2) = \left( \frac{2\Omega_1}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1} \right)^{2 - \frac{2\Phi_1}{\sigma_1^2}} \left( \frac{2\Omega_2}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2} \right)^{2 - \frac{2\Phi_2}{\sigma_2^2}}
\times \exp \left\{ - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) v_{2,0} + i\eta x_0 \right\}
\times \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} \right] + \left[ \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} \right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\}
\times \exp \frac{-2\Omega_1 v_{1,0}(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)e^{\Omega_1 \tau}}{\sigma_1^2[\sigma_1^2 s_1 - \Theta_1 + \Omega_1](e^{\Omega_1 \tau} - 1) + 2\Omega_1} \exp \left\{ \frac{-2\Omega_2 v_{2,0}(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)e^{\Omega_2 \tau}}{\sigma_2^2[\sigma_2^2 s_2 - \Theta_2 + \Omega_2](e^{\Omega_2 \tau} - 1) + 2\Omega_2} \right\}
\times \left[ \frac{2\Phi_1}{\sigma_1^2} - 1; \frac{2\Omega_1 v_{1,0} e^{\Omega_1 \tau}}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \right] \times \left( \sigma_1^2 s_1 - \Theta_1 + \Omega_1 \right) \left( e^{\Omega_1 \tau} - 1 \right) + 2\Omega_1 + \Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1; \frac{2\Omega_2 v_{2,0} e^{\Omega_2 \tau}}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} \right) \times \left( \sigma_2^2 s_2 - \Theta_2 + \Omega_2 \right) \left( e^{\Omega_2 \tau} - 1 \right) + 2\Omega_2 - 1 \right],
\tag{A3.4.65}
$$
Appendix 3.5. Proof of Proposition 3.6.1

Our calculations are facilitated by carrying out the transformations

\[
\begin{align*}
A_1 &= \frac{2\Omega_1 v_{1,0}}{\sigma_1^2 (1 - e^{-\Omega_1 \tau})}, \\
A_2 &= \frac{2\Omega_2 v_{2,0}}{\sigma_2^2 (1 - e^{-\Omega_2 \tau})},
\end{align*}
\]

(A3.5.1)

\[
\begin{align*}
z_1 &= \frac{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1}{2\Omega_1}, \\
z_2 &= \frac{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2}{2\Omega_2},
\end{align*}
\]

(A3.5.2)

and

\[
h(\tau, \eta, v_{1,0}, v_{2,0}) = \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} - i\eta(r - q) + \Theta_1 + \Theta_2 \right] \tau \right\} \\
\times \exp \left\{ - \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) v_{2,0} + i\eta x_0 \right\}.
\]

(A3.5.3)

Substituting these into equation (3.5.1) we obtain\[11\]

\[11\]Note that the system (A3.5.2) defines \( s_1 \) as a function of \( z_1 \) and \( s_2 \) as a function of \( z_2 \).
In order to evaluate equation (A3.5.4), we break it into three parts such that

\[
\tilde{U}(\tau, \eta, s_1(z_1), s_2(z_2)) = h(\tau, \eta, v_1, v_2, 0)z_1^{\frac{2\Phi_1}{\sigma_1}}z_2^{\frac{2\Phi_2}{\sigma_2}} \exp \left\{ - \frac{A_1}{z_1} (z_1 - 1) \right\} \exp \left\{ - \frac{A_2}{z_2} (z_2 - 1) \right\}
\]

\[
\times \left[ \Gamma \left( \frac{2\Phi_1}{\sigma_1} - 1 ; \frac{A_1}{z_1} \right) + \Gamma \left( \frac{2\Phi_2}{\sigma_2} - 1 ; \frac{A_2}{z_2} \right) - 1 \right]
\]

\[
= h(\tau, \eta, v_1, v_2, 0)z_1^{\frac{2\Phi_1}{\sigma_1}}z_2^{\frac{2\Phi_2}{\sigma_2}} \exp \left\{ - \frac{A_1}{z_1} (z_1 - 1) \right\} \exp \left\{ - \frac{A_2}{z_2} (z_2 - 1) \right\}
\]

\[
\times \left[ \frac{1}{\Gamma \left( \frac{2\Phi_1}{\sigma_1} - 1 \right)} \int_0^{A_1} e^{-\beta_1 \beta_1^{\frac{2\Phi_1}{\sigma_1} - 2}} d\beta_1 + \frac{1}{\Gamma \left( \frac{2\Phi_2}{\sigma_2} - 1 \right)} \int_0^{A_2} e^{-\beta_2 \beta_2^{\frac{2\Phi_2}{\sigma_2} - 2}} d\beta_2 - 1 \right].
\]

(A3.5.4)

In order to evaluate equation (A3.5.4), we break it into three parts such that

\[
\tilde{U}(\tau, \eta, s_1(z_1), s_2(z_2)) = \tilde{F}_1(\tau, \eta, s_1(z_1), s_2(z_2)) + \tilde{F}_2(\tau, \eta, s_1(z_1), s_2(z_2)) + \tilde{F}_3(\tau, \eta, s_1(z_1), s_2(z_2)),
\]

(A3.5.5)

where

\[
\tilde{F}_1(\tau, \eta, s_1(z_1), s_2(z_2)) = h(\tau, \eta, v_1, v_2, 0)z_1^{\frac{2\Phi_1}{\sigma_1}}z_2^{\frac{2\Phi_2}{\sigma_2}} \exp \left\{ - \frac{A_1}{z_1} (z_1 - 1) \right\} \exp \left\{ - \frac{A_2}{z_2} (z_2 - 1) \right\}
\]

\[
\times \frac{1}{\Gamma \left( \frac{2\Phi_1}{\sigma_1} - 1 \right)} \int_0^{A_1} e^{-\beta_1 \beta_1^{\frac{2\Phi_1}{\sigma_1} - 2}} d\beta_1,
\]

(A3.5.6)

\[
\tilde{F}_2(\tau, \eta, s_1(z_1), s_2(z_2)) = h(\tau, \eta, v_1, v_2, 0)z_1^{\frac{2\Phi_1}{\sigma_1}}z_2^{\frac{2\Phi_2}{\sigma_2}} \exp \left\{ - \frac{A_1}{z_1} (z_1 - 1) \right\} \exp \left\{ - \frac{A_2}{z_2} (z_2 - 1) \right\}
\]

\[
\times \frac{1}{\Gamma \left( \frac{2\Phi_2}{\sigma_2} - 1 \right)} \int_0^{A_2} e^{-\beta_2 \beta_2^{\frac{2\Phi_2}{\sigma_2} - 2}} d\beta_2,
\]

(A3.5.7)

and

\[
\tilde{F}_3(\tau, \eta, s_1(z_1), s_2(z_2)) = -h(\tau, \eta, v_1, v_2, 0)z_1^{\frac{2\Phi_1}{\sigma_1}}z_2^{\frac{2\Phi_2}{\sigma_2}} \exp \left\{ - \frac{A_1}{z_1} (z_1 - 1) \right\} \exp \left\{ - \frac{A_2}{z_2} (z_2 - 1) \right\}
\]

(A3.5.8)
Simplifying the $\tilde{F}_1(\tau, \eta, s_1(z_1), s_2(z_2))$ term:

The first term is simplified by first setting $\xi_1 = 1 - \frac{A_1}{A_1} \beta_1$ in equation (A3.6) to obtain

$$\tilde{F}_1(\tau, \eta, s_1(z_1), s_2(z_2)) = h(\tau, \eta, v_{1,0}, v_{2,0})e^{-(A_1+A_2)} \frac{A_1^{\frac{2\beta+1}{\sigma_1^2}}}{\Gamma(\frac{A_1}{\sigma_1^2} + 1)} e^{\frac{A_2}{\sigma_2^2} z_2} \times \int_0^1 (1 - \xi_1)^{\frac{2A_1}{\sigma_1^2} - 2} \xi_1 e^{\frac{A_1}{\sigma_1^2} \xi_1} d\xi_1.$$  \hfill (A3.9)

From the transformation (A3.5.2) we can express the Laplace transform variables as

$$s_1 = \frac{2\Omega_1(z_1 - 1)}{\sigma_1^2(e^{\Omega_1^T} - 1)} + \frac{\Theta_1 - \Omega_1}{\sigma_1^2}, \quad s_2 = \frac{2\Omega_2(z_2 - 1)}{\sigma_2^2(e^{\Omega_2^T} - 1)} + \frac{\Theta_2 - \Omega_2}{\sigma_2^2},$$

Using the definition of Laplace transforms provided in equation (1.3.6), we can represent the above transform as

$$\mathcal{L}\{\hat{F}_1(\tau, \eta, v_1, v_2)\} = \int_0^\infty \int_0^\infty \exp\left\{- \left[ \frac{2\Omega_1(z_1 - 1)}{\sigma_1^2(e^{\Omega_1^T} - 1)} + \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right] v_1 - \left[ \frac{2\Omega_2(z_2 - 1)}{\sigma_2^2(e^{\Omega_2^T} - 1)} + \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right] v_2 \right\} v_1 v_2 \right\} \hat{F}_1(\tau, \eta, v_1, v_2) dv_1 dv_2.$$ \hfill (A3.10)

Making the change of variables

$$y_1 = \frac{2\Omega_1 v_1}{\sigma_1^2(e^{\Omega_1^T} - 1)} \quad \text{and} \quad y_2 = \frac{2\Omega_2 v_2}{\sigma_2^2(e^{\Omega_2^T} - 1)},$$ \hfill (A3.11)

in equation (A3.10) and rearranging we obtain

$$\mathcal{L}\{\hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2))\} = \frac{\sigma_1^2(e^{\Omega_1^T} - 1)}{2\Omega_1} \frac{\sigma_2^2(e^{\Omega_2^T} - 1)}{2\Omega_2} \int_0^\infty \int_0^\infty e^{-z_1 y_1 - z_2 y_2} \times \exp\left( - \left[ \frac{(\Theta_1 - \Omega_1)(e^{\Omega_1^T} - 1)}{2\Omega_1} - 1 \right] y_1 \right) \exp\left( - \left[ \frac{(\Theta_2 - \Omega_2)(e^{\Omega_2^T} - 1)}{2\Omega_2} - 1 \right] y_2 \right) \hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2)) dy_1 dy_2.$$ \hfill (A3.12)
The Laplace transform of the RHS of equation (A3.5.12) can also be represented as

\[
\mathcal{L}\{\hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2))\} = \frac{\sigma_1^2(e^{\Omega_1 \tau} - 1)}{2\Omega_1} \frac{\sigma_2^2(e^{\Omega_2 \tau} - 1)}{2\Omega_2} \mathcal{L}\left\{(\frac{(\Theta_1 - \Omega_1)(e^{\Omega_1 \tau} - 1)}{2\Omega_1} - 1) y_1\right\}
\times \exp\left\{-\frac{(\Theta_2 - \Omega_2)(e^{\Omega_2 \tau} - 1)}{2\Omega_2} y_2\right\} \hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2)) \right\}. \tag{A3.5.13}
\]

Recalling that

\[
\mathcal{L}\{\hat{F}_1(\tau, \eta, y_1, y_2)\} = \int_0^\infty \int_0^\infty e^{-z_1 y_1 - z_2 y_2} \hat{F}_1(\tau, \eta, y_1, y_2) dy_1 dy_2 = \hat{F}(\tau, \eta, z_1, z_2),
\]

equation (A3.5.13) can be written in terms of the inverse Laplace transform as

\[
\mathcal{L}^{-1}\{\hat{F}_1(\tau, \eta, s_1(z_1), s_2(z_2))\} = \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} \exp\left\{\frac{(\Theta_1 - \Omega_1)(e^{\Omega_1 \tau} - 1)}{2\Omega_1} y_1\right\}
\times \exp\left\{-\frac{(\Theta_2 - \Omega_2)(e^{\Omega_2 \tau} - 1)}{2\Omega_2} y_2\right\} \mathcal{L}^{-1}\{\hat{F}_1(\tau, \eta, s_1(z_1), s_2(z_2))\}. \tag{A3.5.15}
\]

Applying the inverse transform (A3.5.15) to equation (A3.5.9) we obtain

\[
\hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2)) = h(\tau, \eta, v_{1,0}, v_{2,0}) e^{-(A_1 + A_2) \frac{2^\frac{4}{\sigma_1^2} - 1}{\Gamma\left(\frac{2^\frac{4}{\sigma_1^2} - 1}{\sigma_1^2}\right)}} \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2 \tau} - 1)}
\times \exp\left\{\frac{(\Theta_1 - \Omega_1)(e^{\Omega_1 \tau} - 1)}{2\Omega_1} y_1\right\}
\exp\left\{-\frac{(\Theta_2 - \Omega_2)(e^{\Omega_2 \tau} - 1)}{2\Omega_2} y_2\right\}
\times \int_0^1 (1 - \xi_1)^{\frac{2^\frac{4}{\sigma_1^2} - 1}{\sigma_1^2}} \mathcal{L}^{-1}\left\{\frac{2^\frac{4}{\sigma_1^2} - 2}{\sigma_2^2} e^{\frac{A_1}{A_2}} z_1 - e^{\frac{A_2}{A_2}} e^{\frac{A_1}{A_1}} \right\} d\xi_1. \tag{A3.5.16}
\]

From Abramowitz and Stegun (1964)\(^{12}\) we find that

\[
\mathcal{L}\left\{\left(\frac{y_1}{A_1}\right)^{\frac{u_1-1}{2}} I_{u_1-1}(2\sqrt{A_1} y_1) \left(\frac{y_2}{A_2}\right)^{\frac{u_2-1}{2}} I_{u_2-1}(2\sqrt{A_2} y_2)\right\} = \frac{1}{u_1} e^{\frac{A_1}{x_1^2}} \frac{1}{u_2} e^{\frac{A_2}{x_2^2}}, \tag{A3.5.17}
\]

\(^{12}\)This result is tabulated on page 1026 of the referenced book.
where, \( I_k(z) \) is the modified Bessel function of the first kind defined as

\[
I_k(z) = \sum_{n=0}^{\infty} \frac{(\frac{z}{2})^{2n+k}}{\Gamma(n+k+1)n!}.
\] (A3.5.18)

Application of the result in equation (A3.5.17) to equation (A3.5.16) yields

\[
\hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2)) = h(\tau, \eta, v_{1,0}, v_{2,0}) e^{-(A_1+A_2)} \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)}
\times \exp \left\{ \left[ \frac{(\Theta_1 - \Omega_1)(e^{\Omega_1\tau} - 1)}{2\Omega_1} - 1 \right] y_1 \right\} \exp \left\{ \left[ \frac{(\Theta_2 - \Omega_2)(e^{\Omega_2\tau} - 1)}{2\Omega_2} - 1 \right] y_2 \right\}
\times \left( \frac{y_2}{A_2} \right)^{\frac{2\Phi_2}{\sigma_2^2}} I_{1-\frac{2\Phi_2}{\sigma_2^2}}(2\sqrt{A_2y_2}) \frac{A_1^{2\Phi_1}}{\Gamma(\frac{2\Phi_1}{\sigma_1^2} - 1)} \int_0^1 (1 - \xi_1)^{\frac{2\Phi_1}{\sigma_1^2} - 1} I_0(2\sqrt{A_1y_1\xi_1}) d\xi_1.
\] (A3.5.19)

By expanding both terms inside the integral in power series followed by integration we find that

\[
\int_0^1 (1 - \xi_1)^{\frac{2\Phi_1}{\sigma_1^2} - 2} I_0(2\sqrt{A_1y_1\xi_1}) d\xi_1 = \Gamma\left( \frac{2\Phi_1}{\sigma_1^2} - 1 \right) (A_1y_1)^{\frac{1}{2} - \frac{2\Phi_1}{\sigma_1^2}} I_{\frac{2\Phi_1}{\sigma_1^2} - 1}(2\sqrt{A_1y_1}).
\] (A3.5.20)

Substituting this into equation (A3.5.19) we obtain the inverse Laplace transform of the first component of (A3.5.4) as

\[
\hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2)) = h(\tau, \eta, v_{1,0}, v_{2,0}) e^{-(A_1+A_2)} \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)}
\times \exp \left\{ \left[ \frac{(\Theta_1 - \Omega_1)(e^{\Omega_1\tau} - 1)}{2\Omega_1} - 1 \right] y_1 \right\} \exp \left\{ \left[ \frac{(\Theta_2 - \Omega_2)(e^{\Omega_2\tau} - 1)}{2\Omega_2} - 1 \right] y_2 \right\}
\times \left( \frac{A_1}{y_1} \right)^{\frac{2\Phi_1}{\sigma_1^2}} \left( \frac{A_2}{y_2} \right)^{\frac{2\Phi_2}{\sigma_2^2}} I_{1-\frac{2\Phi_1}{\sigma_1^2}}(2\sqrt{A_1y_1}) I_{1-\frac{2\Phi_2}{\sigma_2^2}}(2\sqrt{A_2y_2}).
\] (A3.5.21)

\footnote{We make use of the symmetry relation \( I_{1-a}(x) = I_{a-1}(x) \).}
**Simplifying the $\hat{F}_2(\tau, \eta, s_1(z_1), s_2(z_2))$ term:**

By performing similar calculations to those outlined from (A3.5.9) - (A3.5.19) we find that

$$\hat{F}_2(\tau, \eta, v_1(y_1), v_2(y_2)) = h(\tau, \eta, v_{1,0}, v_{2,0})e^{-(A_1+A_2)} \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \times \exp\left\{ \left[ \frac{(\Theta_1 - \Omega_1)(e^{\Omega_1\tau} - 1)}{2\Omega_1} - 1 \right] y_1 \right\} \exp\left\{ \left[ \frac{(\Theta_2 - \Omega_2)(e^{\Omega_2\tau} - 1)}{2\Omega_2} - 1 \right] y_2 \right\} \times \left( \frac{A_1}{y_1} \right)^{\frac{2}{\sigma_1^2}} \left( \frac{A_2}{y_2} \right)^{\frac{2}{\sigma_2^2}} I_1^{\frac{2\phi_1}{\sigma_1^2}}(2\sqrt{A_1y_1})I_2^{\frac{2\phi_2}{\sigma_2^2}}(2\sqrt{A_2y_2}). \right)$$

(A3.5.22)

**Simplifying the $\hat{F}_3(\tau, \eta, s_1(z_1), s_2(z_2))$ term:**

By using similar steps to those presented from (A3.5.9) - (A3.5.17) we obtain

$$\hat{F}_3(\tau, \eta, v_1(y_1), v_2(y_2)) = -h(\tau, \eta, v_{1,0}, v_{2,0})e^{-(A_1+A_2)} \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \times \exp\left\{ \left[ \frac{(\Theta_1 - \Omega_1)(e^{\Omega_1\tau} - 1)}{2\Omega_1} - 1 \right] y_1 \right\} \exp\left\{ \left[ \frac{(\Theta_2 - \Omega_2)(e^{\Omega_2\tau} - 1)}{2\Omega_2} - 1 \right] y_2 \right\} \times \left( \frac{A_1}{y_1} \right)^{\frac{2}{\sigma_1^2}} \left( \frac{A_2}{y_2} \right)^{\frac{2}{\sigma_2^2}} I_1^{\frac{2\phi_1}{\sigma_1^2}}(2\sqrt{A_1y_1})I_2^{\frac{2\phi_2}{\sigma_2^2}}(2\sqrt{A_2y_2}). \right)$$

(A3.5.23)

**Explicit form of the inverse Laplace transform:**

Combining (A3.5.21), (A3.5.22) and (A3.5.23) we conclude that

$$\hat{U}(\tau, \eta, v_1(y_1), v_2(y_2)) = \hat{F}_1(\tau, \eta, v_1(y_1), v_2(y_2)) + \hat{F}_2(\tau, \eta, v_1(y_1), v_2(y_2)) + \hat{F}_3(\tau, \eta, v_1(y_1), v_2(y_2)),$$
which implies that

\[
\hat{U}(\tau, \eta, v_1(y_1), v_2(y_2)) = h(\tau, \eta, v_{1,0}, v_{2,0})e^{-(A_1+y_1)-(A_2+y_2)} \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1\tau}-1)} \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau}-1)} \times \exp \left\{ \left[ \frac{(\Theta_1 - \Omega_1)(e^{\Omega_1\tau} - 1)}{2\Omega_1} \right] y_1 \right\} \exp \left\{ \left[ \frac{(\Theta_2 - \Omega_2)(e^{\Omega_2\tau} - 1)}{2\Omega_2} \right] y_2 \right\} 
\]

\[
\times \left[ \left( A_1 \right) \frac{\phi_1}{\sigma_1} \frac{1}{2} \left( A_2 \right) \frac{\phi_2}{\sigma_2} \frac{1}{2} I_{2\phi_1-1}^{\sigma_1^2-1} \left( 2\sqrt{A_1y_1} \right) I_{2\phi_2-1}^{\sigma_2^2-1} \left( 2\sqrt{A_2y_2} \right) + \left( A_1 \right) \frac{\phi_1}{\sigma_1} \frac{1}{2} \left( A_2 \right) \frac{\phi_2}{\sigma_2} \frac{1}{2} I_{1-2\phi_1}^{\sigma_1^2-1} \left( 2\sqrt{A_1y_1} \right) I_{1-2\phi_2}^{\sigma_2^2-1} \left( 2\sqrt{A_2y_2} \right) \right]
\]

Now, substituting for \( A_1, A_2, h(\tau, \eta, v_{1,0}, v_{2,0}), y_1 \) and \( y_2 \) from equations (A3.5.1), (A3.5.3) and (A3.5.11) we obtain

\[
\hat{U}(\tau, \eta, v_1, v_2) = \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} \right] - i\eta(r - q) + \Theta_1 + \Theta_2 \right\} \tau 
\]

\[
\times \exp \left\{ \left[ \left( \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \right) - \left( \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \right) \right] \left( v_{1,0} e^{\Omega_1\tau} + v_1 \right) - \left( \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \right) \left( v_{2,0} e^{\Omega_2\tau} + v_2 \right) \right\} 
\]

\[
\times \exp \left\{ \left( \frac{(\Theta_1 - \Omega_1)}{\sigma_1^2} \right) v_1 \right\} \exp \left\{ \left( \frac{(\Theta_2 - \Omega_2)}{\sigma_2^2} \right) v_2 \right\} 
\]

\[
\times \left[ \left( \frac{v_{1,0} e^{\Omega_1\tau}}{v_1} \right) \frac{\phi_1}{\sigma_1} \frac{1}{2} \left( \frac{v_{2,0} e^{\Omega_2\tau}}{v_2} \right) \frac{\phi_2}{\sigma_2} \frac{1}{2} I_{2\phi_2-1}^{\sigma_2^2-1} \left( \frac{4\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \right) \left( v_{1,0} e^{\Omega_1\tau} \right) \frac{1}{2} \right]
\]

\[
\times I_{1-2\phi_2} \left( \frac{4\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \right) \left( v_{2,0} e^{\Omega_2\tau} \right) \frac{1}{2} 
\]

\[
+ \left( \frac{v_{1,0} e^{\Omega_1\tau}}{v_1} \right) \frac{\phi_1}{\sigma_1} \frac{1}{2} \left( \frac{v_{2,0} e^{\Omega_2\tau}}{v_2} \right) \frac{\phi_2}{\sigma_2} \frac{1}{2} I_{1-2\phi_1}^{\sigma_1^2-1} \left( \frac{4\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \right) \left( v_{1,0} e^{\Omega_1\tau} \right) \frac{1}{2} 
\]

\[
\times I_{1-2\phi_1} \left( \frac{4\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \right) \left( v_{2,0} e^{\Omega_2\tau} \right) \frac{1}{2} 
\]

\[
- \left( \frac{v_{1,0} e^{\Omega_1\tau}}{v_1} \right) \frac{\phi_1}{\sigma_1} \frac{1}{2} \left( \frac{v_{2,0} e^{\Omega_2\tau}}{v_2} \right) \frac{\phi_2}{\sigma_2} \frac{1}{2} I_{1-2\phi_1}^{\sigma_1^2-1} \left( \frac{4\Omega_1}{\sigma_1^2(e^{\Omega_1\tau} - 1)} \right) \left( v_{1,0} e^{\Omega_1\tau} \right) \frac{1}{2} 
\]

\[
\times I_{1-2\phi_1} \left( \frac{4\Omega_2}{\sigma_2^2(e^{\Omega_2\tau} - 1)} \right) \left( v_{2,0} e^{\Omega_2\tau} \right) \frac{1}{2} 
\].
After making further simplifications to the above equation and noting again that
\( I_{\phi-1}(x) = I_{1-\phi}(x) \) we obtain

\[
\hat{U}(\tau, \eta, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) (v_1 - v_{1,0} + \Phi_1 \tau) + \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) (v_2 - v_{2,0} + \Phi_2 \tau) \right\}
\times \exp \left\{ - \left( \frac{2\Omega_1}{\sigma_1^2 (e^{\Omega_1 \tau} - 1)} \right) (v_{1,0} e^{\Omega_1 \tau} + v_1) - \left( \frac{2\Omega_2}{\sigma_2^2 (e^{\Omega_2 \tau} - 1)} \right) (v_{2,0} e^{\Omega_2 \tau} + v_2) \right\}
\times e^{i\eta x_0 - i\eta(x - q) \tau} \frac{2\Omega_1 e^{\Omega_1 \tau}}{\sigma_1^2 (e^{\Omega_1 \tau} - 1)} \frac{2\Omega_2 e^{\Omega_2 \tau}}{\sigma_2^2 (e^{\Omega_2 \tau} - 1)} \left( \frac{v_{1,0} e^{\Omega_1 \tau}}{v_1} \right)^{\frac{\sigma_1^2}{\sigma_1^2} - \frac{1}{2}} \left( \frac{v_{2,0} e^{\Omega_2 \tau}}{v_2} \right)^{\frac{\sigma_2^2}{\sigma_2^2} - \frac{1}{2}}
\times I_{\frac{\sigma_1^2}{\sigma_1^2} - 1} \left( \frac{4\Omega_1}{\sigma_1^2 (e^{\Omega_1 \tau} - 1)} (v_{1,0} e^{\Omega_1 \tau})^{\frac{1}{2}} \right) I_{\frac{\sigma_2^2}{\sigma_2^2} - 1} \left( \frac{4\Omega_2}{\sigma_2^2 (e^{\Omega_2 \tau} - 1)} (v_{2,0} e^{\Omega_2 \tau})^{\frac{1}{2}} \right),
\]

which is equation (3.6.1). This concludes the proof.

**Appendix 3.6. Proof of Proposition 3.7.1**

By applying equation (1.3.5) to equation (3.6.1), the inverse Fourier Transform of the density function can be represented as

\[
\mathcal{F}^{-1} \{ \hat{U}(\tau, \eta, v_1, v_2) \} = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-\eta x} \hat{U}(\tau, \eta, v_1, v_2) d\eta = U(\tau, x, v_1, v_2).
\]  

(A3.6.1)

Substituting for \( \hat{U}(\tau, \eta, v_1, v_2) \) from equation (3.6.1) we obtain

\[
U(\tau, x, v_1, v_2; x_0, v_{1,0}, v_{2,0}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta x_0} H(\tau, x, v_1, v_2; -\eta, v_{1,0}, v_{2,0}) d\eta
\]

(A3.6.2)

where
which is the result given in Proposition 3.7.1.

**Appendix 3.7. Useful Complex Integrals**

In this appendix we reproduce the integral representation of complex functions given in Adolfsson et al. (2009) and Shephard (1991) as they are required for the calculations in Appendices 3.8 and 3.9. We seek complex integral representations of expressions involving the function $g$ which satisfies the following two conditions:

- $h(\phi) \equiv g(\phi - i)$,
- $h(-\phi) = \overline{h(\phi)}$.

We need to consider integrals of the form

$$Q_1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(-\phi) \int_{\alpha}^{\infty} e^{iy} e^{i\phi y} dy d\phi,$$

and

$$Q_2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(-\phi) \int_{\alpha}^{\infty} e^{i\phi y} dy d\phi.$$
Equation (A3.7.1) is simplified by letting $\xi = \phi - i$. Substituting this into (A3.7.1) gives

$$Q_1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(-\xi - i) \int_{a}^{\infty} e^{i\xi y} \, dy \, d\xi. \quad (A3.7.3)$$

Making a further change of variable $\eta = -\xi$ yields

$$Q_1 = \frac{1}{2\pi} \int_{-\infty}^{\infty} g(\eta - i) \int_{a}^{\infty} e^{-i\eta y} \, dy \, d\eta$$

$$= \frac{1}{2\pi} \int_{-\infty}^{\infty} g(\eta - i) \left[ \lim_{b \to \infty} \frac{e^{-i\eta a} - e^{-i\eta b}}{i\eta} \right] \, d\eta. \quad (A3.7.4)$$

Equation (A3.7.4) can be expressed as

$$Q_1 = \frac{1}{2\pi} \lim_{b \to \infty} \left[ \int_{0}^{\infty} g(\eta - i) \left( \frac{e^{-i\eta a} - e^{-i\eta b}}{i\eta} \right) \, d\eta + \int_{0}^{\infty} g(-\eta - i) \left( \frac{e^{i\eta a} - e^{i\eta b}}{-i\eta} \right) \, d\eta \right]$$

$$= \frac{1}{2\pi} \int_{0}^{\infty} \frac{g(\eta - i)e^{-i\eta a} - g(-\eta - i)e^{i\eta a}}{i\eta} \, d\eta$$

$$- \frac{1}{2\pi} \lim_{b \to \infty} \left[ \int_{0}^{\infty} \frac{g(\eta - i)e^{-i\eta b} - g(-\eta - i)e^{i\eta b}}{i\eta} \, d\eta \right]. \quad (A3.7.5)$$

Now using the result in Shephard (1991) that

$$F(x) = \frac{1}{2} - \frac{1}{2\pi} \int_{0}^{\infty} \frac{g(\eta - i)e^{-i\eta x} - g(-\eta - i)e^{i\eta x}}{i\eta} \, d\eta, \quad \text{[A3.7.6]}$$

where $F(x)$ is a cumulative density function we can show that

$$\lim_{b \to \infty} \frac{1}{2\pi} \int_{0}^{\infty} \frac{g(\eta - i)e^{-i\eta b} - g(-\eta - i)e^{i\eta b}}{i\eta} \, d\eta$$

$$= \lim_{b \to \infty} \frac{1}{2\pi} \int_{0}^{\infty} \frac{h(\eta)e^{-i\eta b} - h(-\eta)e^{i\eta b}}{i\eta} \, d\eta$$

$$= \lim_{b \to \infty} \left[ \frac{1}{2} - F(b) \right] = -\frac{1}{2}. \quad (A3.7.7)$$

Using this result, equation (A3.7.5) can be represented as

$$Q_1 = \frac{1}{2} + \frac{1}{2\pi} \int_{0}^{\infty} \frac{h(\eta)e^{-i\eta a} - h(-\eta)e^{i\eta a}}{i\eta} \, d\eta. \quad (A3.7.8)$$

\[14\] The function $F$ is defined by $F(x) = \int_{-\infty}^{x} g(\eta) \, d\eta.$
Also, if \( h(\eta) \) and \( h(-\eta) \) are complex conjugates\(^{15}\) then

\[
\frac{h(-i\eta)e^{i\eta a}}{-i\eta} = \frac{h(i\eta)e^{-i\eta a}}{i\eta}.
\] (A3.7.9)

Using this result (A3.7.8) simplifies to

\[
Q_1 = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{h(\eta)e^{-i\eta a}}{i\eta} \right) d\eta.
\] (A3.7.10)

Performing similar operations on equation (A3.7.2) we obtain

\[
Q_2 = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g(\eta)e^{-i\eta a}}{i\eta} \right) d\eta.
\] (A3.7.11)

**Appendix 3.8. Proof of Proposition 3.8.1**

By first letting \( x = \log(S) \) and making use of the relation \( C_E(\tau, \log(S), v_1, v_2) = V_E(\tau, \log(S), v_1, v_2) \) which we introduced in equation (3.2.30), followed by substituting the explicit density function presented in Proposition 3.7.1 into the European option component in equation (3.2.39) we obtain after rearranging

\[
V_E(\tau, S, v_1, v_2) = e^{-r\tau} \int_0^\infty \int_0^\infty \int_{\ln K}^\infty (e^x - K) \left[ \frac{1}{2\pi} \int_{-\infty}^\infty e^{i\eta x} \right] \left[ u_2(\tau, S, v_1, v_2; -\eta, w_1, w_2) d\eta \right] dxdw_1dw_2,
\] (A3.8.1)

\(^{15}\)Note that \( h(-\eta) = \overline{h(\eta)} \) represents the complex conjugate.
where

\[
 w_2(\tau, S, v_1, v_2; \eta, w_1, w_2) = \exp \left\{ \left( \frac{\Theta_{1,2} - \Omega_{1,2}}{\sigma_1^2} \right)(v_1 - w_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2,2} - \Omega_{2,2}}{\sigma_2^2} \right)(v_2 - w_2 + \Phi_2 \tau) \right\} \\
\times \exp \left\{ - \left( \frac{2\Omega_{1,2}}{\sigma_1^2(e^{\Omega_{1,2} \tau} - 1)} \right)(w_1 e^{\Omega_{1,2} \tau} + v_1) - \left( \frac{2\Omega_{2,2}}{\sigma_2^2(e^{\Omega_{2,2} \tau} - 1)} \right)(w_2 e^{\Omega_{2,2} \tau} + v_2) \right\} \\
\times e^{i\eta \ln S + i\eta (r - q) \tau} \frac{2\Omega_{1,2} e^{\Omega_{1,2} \tau}}{\sigma_1^2(e^{\Omega_{1,2} \tau} - 1)} \frac{2\Omega_{2,2} e^{\Omega_{2,2} \tau}}{\sigma_2^2(e^{\Omega_{2,2} \tau} - 1)} \left( \frac{w_1 e^{\Omega_{1,2} \tau}}{v_1} \right)^{\frac{\Phi_1}{\sigma_1^2} - \frac{i}{2}} \left( \frac{w_2 e^{\Omega_{2,2} \tau}}{v_2} \right)^{\frac{\Phi_2}{\sigma_2^2} - \frac{i}{2}} \\
\times I_{2\Phi_1 \eta \sigma_1^2}^{-1}(v_1 w_1 e^{\Omega_{1,2} \tau})^{\frac{1}{2}} I_{2\Phi_2 \eta \sigma_2^2}^{-1}(v_2 w_2 e^{\Omega_{2,2} \tau})^{\frac{1}{2}},
\]

(A3.8.2)

with \(\Theta_{1,1} = \Theta_1(i - \eta), \Theta_{1,2} = \Theta_1(-\eta), \Theta_{2,1} = \Theta_2(i - \eta), \Theta_{2,2} = \Theta_2(-\eta), \Omega_{1,1} = \Omega_1(i - \eta), \Omega_{1,2} = \Omega_1(-\eta), \Omega_{2,1} = \Omega_2(i - \eta)\) and \(\Omega_{2,2} = \Omega_2(-\eta)\).

From the above equation, we note that the payoff of the European call option is independent of the running variance variables namely \(w_1\) and \(w_2\). This gives us the flexibility to calculate the integrals with respect to \(w_1\) and \(w_2\) first thus equation (A3.8.1) can be written as

\[
 V_E(\tau, S, v_1, v_2) = \frac{e^{-r\tau}}{2\pi} \int_{-\infty}^{\infty} \int_{\ln K}^{\infty} e^{i\eta x}(e^x - K) \\
\times \left[ \int_{0}^{\infty} \int_{-\infty}^{\infty} w_2(\tau, S, v_1, v_2; -\eta, w_1, w_2) dw_1 dw_2 \right] d\eta dx.
\]

(A3.8.3)

In evaluating the double integral with respect to the running variance variables, we first let\(^{16}\)

\[
 \begin{align*}
 A_1 &= \frac{2\Omega_{1,2} w_1}{\sigma_1^2(1 - e^{\Omega_{1,2} \tau})}, \\
 A_2 &= \frac{2\Omega_{2,2} w_2}{\sigma_2^2(1 - e^{\Omega_{2,2} \tau})}.
\end{align*}
\]

(A3.8.4)

\(^{16}\)Note that we have introduced these functions before in the systems (A3.5.1) and (A3.5.11).
Now using the definition of the modified Bessel function, we can further simplify the above equation to

\[
g_2(\tau, S, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_{1,2} - \Omega_{1,2}}{\sigma_1^2} \right) (v_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2,2} - \Omega_{2,2}}{\sigma_2^2} \right) (v_2 + \Phi_2 \tau) \right\} e^{i\eta \ln S+i\eta(r-q)\tau} \\
\times \exp \left\{ - \left( \frac{2\Omega_{1,2}}{\sigma_1^2(e^{\Omega_{1,2}\tau} - 1)} \right) v_1 - \left( \frac{2\Omega_{2,2}}{\sigma_2^2(e^{\Omega_{2,2}\tau} - 1)} \right) v_2 \right\} \\
\times \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \frac{y_1^{n_1} y_2^{n_2}}{n_1! n_2!} \int_0^\infty \int_0^\infty \exp \left\{ - \left[ \left( \frac{\Theta_{1,2} - \Omega_{1,2}}{2\Omega_{1,2}} \right) (1 - e^{-\Omega_{1,2}\tau}) + 2\Omega_{1,2} \right] A_1 \right\} \\
\times \exp \left\{ - \left[ \left( \frac{\Theta_{2,2} - \Omega_{2,2}}{2\Omega_{2,2}} \right) (1 - e^{-\Omega_{2,2}\tau}) + 2\Omega_{2,2} \right] A_2 \right\} \\
\times A_1^{\frac{n_1+\frac{2\eta}{\sigma_1^2}-1}{n_1+\frac{2\eta}{\sigma_1^2}}} A_2^{\frac{n_2+\frac{2\eta}{\sigma_2^2}-1}{n_2+\frac{2\eta}{\sigma_2^2}}} dA_1 dA_2. \tag{A3.8.7}
\]

Let

\[
\xi_1 = \left[ \frac{(\Theta_{1,2} - \Omega_{1,2})(1 - e^{-\Omega_{1,2}\tau}) + 2\Omega_{1,2}}{2\Omega_{1,2}} \right] A_1, \quad \xi_2 = \left[ \frac{(\Theta_{2,2} - \Omega_{2,2})(1 - e^{-\Omega_{2,2}\tau}) + 2\Omega_{2,2}}{2\Omega_{2,2}} \right] A_2.
\]
Substituting these into (A3.8.7) we obtain

\[ g_2(\tau, S, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_{1.2} - \Omega_{1.2}}{\sigma_1^2} \right)(v_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2.2} - \Omega_{2.2}}{\sigma_2^2} \right)(v_2 + \Phi_2 \tau) \right\} e^{i\eta \ln S + i\eta(r-q)\tau} \]

\times \exp \left\{ - \left( \frac{2\Omega_{1.2}}{\sigma_1^2(e^{\Omega_{1.2}\tau} - 1)} \right)v_1 - \left( \frac{2\Omega_{2.2}}{\sigma_2^2(e^{\Omega_{2.2}\tau} - 1)} \right)v_2 \right\} 

\times \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \frac{y_1^{n_1} y_2^{n_2}}{n_1! n_2!} \left( \frac{2\Omega_{1.2}}{\sigma_1^2(1 - e^{-\Omega_{1.2}\tau}) + 2\Omega_{1.2}} \right)^{n_1 + \frac{2\Phi_1}{\sigma_1^2}} 

\times \left( \frac{2\Omega_{2.2}}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2}\tau}) + 2\Omega_{2.2}} \right)^{n_2 + \frac{2\Phi_2}{\sigma_2^2}} \frac{\Gamma(n_1 + 2\Phi_1/\sigma_1^2) \Gamma(n_2 + 2\Phi_2/\sigma_2^2)}{\Gamma(n_1) \Gamma(n_2)} 

\times \int_0^{\infty} \int_0^{\infty} e^{-\xi_1 - \xi_2} \frac{n_1 + \frac{2\Phi_1}{\sigma_1^2} - 1}{\xi_1} \frac{n_2 + \frac{2\Phi_2}{\sigma_2^2} - 1}{\xi_2} d\xi_1 d\xi_2, \quad (A3.8.8) \]

By noting that

\[ \int_0^{\infty} \int_0^{\infty} e^{-\xi_1 - \xi_2} \frac{n_1 + \frac{2\Phi_1}{\sigma_1^2} - 1}{\xi_1} \frac{n_2 + \frac{2\Phi_2}{\sigma_2^2} - 1}{\xi_2} d\xi_1 d\xi_2 = \Gamma \left( n_1 + \frac{2\Phi_1}{\sigma_1^2} \right) \Gamma \left( n_2 + \frac{2\Phi_2}{\sigma_2^2} \right), \quad (A3.8.9) \]

we obtain

\[ g_2(\tau, S, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_{1.2} - \Omega_{1.2}}{\sigma_1^2} \right)(v_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2.2} - \Omega_{2.2}}{\sigma_2^2} \right)(v_2 + \Phi_2 \tau) \right\} e^{i\eta \ln S + i\eta(r-q)\tau} \]

\times \exp \left\{ - \left( \frac{2\Omega_{1.2}}{\sigma_1^2(e^{\Omega_{1.2}\tau} - 1)} \right)v_1 - \left( \frac{2\Omega_{2.2}}{\sigma_2^2(e^{\Omega_{2.2}\tau} - 1)} \right)v_2 \right\} 

\times \sum_{n_1=0}^{\infty} \sum_{n_2=0}^{\infty} \frac{y_1^{n_1} y_2^{n_2}}{n_1! n_2!} \left( \frac{2\Omega_{1.2}}{\sigma_1^2(1 - e^{-\Omega_{1.2}\tau}) + 2\Omega_{1.2}} \right)^{n_1 + \frac{2\Phi_1}{\sigma_1^2}} 

\times \left( \frac{2\Omega_{2.2}}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2}\tau}) + 2\Omega_{2.2}} \right)^{n_2 + \frac{2\Phi_2}{\sigma_2^2}} \frac{\Gamma(n_1 + 2\Phi_1/\sigma_1^2) \Gamma(n_2 + 2\Phi_2/\sigma_2^2)}{\Gamma(n_1) \Gamma(n_2)} \quad (A3.8.10) \]
The above equation simplifies to

\[
g_2(\tau, S, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_{1.2} - \Omega_{1.2}}{\sigma^2_1} \right) (v_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2.2} - \Omega_{2.2}}{\sigma^2_2} \right) (v_2 + \Phi_2 \tau) \right\} e^{i \eta \ln S + i \eta (r-q) \tau}
\]

\[
\times \exp \left\{ - \left( \frac{2 \Omega_{1.2}}{\sigma^2_1 (e^{\Omega_{1.2} \tau} - 1)} \right) v_1 - \left( \frac{2 \Omega_{2.2}}{\sigma^2_2 (e^{\Omega_{2.2} \tau} - 1)} \right) v_2 \right\}
\]

\[
\times \left( \frac{2 \Omega_{1.2}}{(\Theta_{1.2} - \Omega_{1.2})(1 - e^{-\Omega_{1.2} \tau} + 2 \Omega_{1.2})} \right)^{2 \Phi_1} \left( \frac{2 \Omega_{2.2}}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2} \tau} + 2 \Omega_{2.2})} \right)^{2 \Phi_2}
\]

\[
\times \sum_{n_1=0}^\infty \sum_{n_2=0}^\infty \frac{y_1^{n_1} y_2^{n_2}}{n_1! n_2!} \left( \frac{2 \Omega_{1.2}}{(\Theta_{1.2} - \Omega_{1.2})(1 - e^{-\Omega_{1.2} \tau} + 2 \Omega_{1.2})} \right)^{n_1}
\]

\[
\times \left( \frac{2 \Omega_{2.2}}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2} \tau} + 2 \Omega_{2.2})} \right)^{n_2}.
\]  

(A3.8.11)

Now applying Taylor series expansion of the exponential function to the double summation we obtain

\[
g_2(\tau, S, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_{1.2} - \Omega_{1.2}}{\sigma^2_1} \right) (v_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2.2} - \Omega_{2.2}}{\sigma^2_2} \right) (v_2 + \Phi_2 \tau) \right\} e^{i \eta \ln S + i \eta (r-q) \tau}
\]

\[
\times \exp \left\{ - \left( \frac{2 \Omega_{1.2}}{\sigma^2_1 (e^{\Omega_{1.2} \tau} - 1)} \right) v_1 - \left( \frac{2 \Omega_{2.2}}{\sigma^2_2 (e^{\Omega_{2.2} \tau} - 1)} \right) v_2 \right\}
\]

\[
\times \left( \frac{2 \Omega_{1.2} y_1}{(\Theta_{1.2} - \Omega_{1.2})(1 - e^{-\Omega_{1.2} \tau} + 2 \Omega_{1.2})} \right) + \frac{2 \Omega_{2.2} y_2}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2} \tau} + 2 \Omega_{2.2})} \right). 
\]  

(A3.8.12)

Reverting to the \(v_1\) and \(v_2\) variables from the system (A3.8.5) we obtain

\[
g_2(\tau, S, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_{1.2} - \Omega_{1.2}}{\sigma^2_1} \right) (v_1 + \Phi_1 \tau) + \left( \frac{\Theta_{2.2} - \Omega_{2.2}}{\sigma^2_2} \right) (v_2 + \Phi_2 \tau) \right\} e^{i \eta \ln S + i \eta (r-q) \tau}
\]

\[
\times \exp \left\{ - \left( \frac{2 \Omega_{1.2}}{\sigma^2_1 (e^{\Omega_{1.2} \tau} - 1)} \right) v_1 - \left( \frac{2 \Omega_{2.2}}{\sigma^2_2 (e^{\Omega_{2.2} \tau} - 1)} \right) v_2 \right\}
\]

\[
\times \left( \frac{2 \Omega_{1.2}}{(\Theta_{1.2} - \Omega_{1.2})(1 - e^{-\Omega_{1.2} \tau} + 2 \Omega_{1.2})} \right)^{2 \Phi_1} \left( \frac{2 \Omega_{2.2}}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2} \tau} + 2 \Omega_{2.2})} \right)^{2 \Phi_2}
\]

\[
\times \left\{ \frac{2 \Omega_{1.2} v_1}{(\Theta_{1.2} - \Omega_{1.2})(1 - e^{-\Omega_{1.2} \tau} + 2 \Omega_{1.2})} \right\} + \frac{2 \Omega_{2.2} v_2}{(\Theta_{2.2} - \Omega_{2.2})(1 - e^{-\Omega_{2.2} \tau} + 2 \Omega_{2.2})} \right). 
\]  

(A3.8.13)
For convenience, we now attempt to represent this density in the form presented in Heston (1993). This is accomplished by adopting the representation

\[
g_2(\tau, S, v_1, v_2; -\eta) = \exp \left( -i\eta \ln S + B_2(\tau, -\eta) + D_{1,2}(\tau, -\eta)v_1 + D_{2,2}(\tau, -\eta)v_2 \right),
\]

(A3.8.14)

where

\[
B_2(\tau, \eta) = i\eta(r - q)\tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,2} - \Omega_{1,2})\tau - 2\ln \left( \frac{(\Theta_{1,2} - \Omega_{1,2})(1 - e^{\Omega_{1,2}\tau}) + 2\Omega_{1,2}}{2\Omega_{1,2}} \right) \right\},
\]

\[
D_{1,2}(\tau, \eta) = \frac{(\Theta_{1,2} - \Omega_{1,2})}{\sigma_1^2} - \frac{2\Omega_{1,2}}{\sigma_1^2(e^{\Omega_{1,2}\tau} - 1)} + \frac{2\Omega_{1,2}}{\sigma_1^2(e^{\Omega_{1,2}\tau} - 1)} \times \frac{2\Omega_{1,2}v_1}{\sigma_1^2(e^{\Omega_{1,2}\tau} - 1)},
\]

\[
D_{2,2}(\tau, \eta) = \frac{(\Theta_{2,2} - \Omega_{2,2})}{\sigma_2^2} - \frac{2\Omega_{2,2}}{\sigma_2^2(e^{\Omega_{2,2}\tau} - 1)} + \frac{2\Omega_{2,2}}{\sigma_2^2(e^{\Omega_{2,2}\tau} - 1)} \times \frac{2\Omega_{2,2}v_2}{\sigma_2^2(e^{\Omega_{2,2}\tau} - 1)}.
\]

By letting

\[
Q_{1,2} = \frac{\Theta_{1,2} + \Omega_{1,2}}{\Theta_{1,2} - \Omega_{1,2}} \quad \text{and} \quad Q_{2,2} = \frac{\Theta_{2,2} + \Omega_{2,2}}{\Theta_{2,2} - \Omega_{2,2}},
\]

the above three functions reduce to

\[
B_2(\tau, \eta) = i\eta(r - q)\tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,2} + \Omega_{1,2})\tau - 2\ln \left( \frac{1 - Q_{1,2}e^{\Omega_{1,2}\tau}}{1 - Q_{1,2}} \right) \right\},
\]

(A3.8.15)

\[
D_{1,2}(\tau, \eta) = \frac{(\Theta_{1,2} + \Omega_{1,2})}{\sigma_1^2} \left[ \frac{1 - e^{\Omega_{1,2}\tau}}{1 - Q_{1,2}e^{\Omega_{1,2}\tau}} \right],
\]

(A3.8.16)

\[
D_{2,2}(\tau, \eta) = \frac{(\Theta_{2,2} + \Omega_{2,2})}{\sigma_2^2} \left[ \frac{1 - e^{\Omega_{2,2}\tau}}{1 - Q_{2,2}e^{\Omega_{2,2}\tau}} \right].
\]

(A3.8.17)

Substituting equation (A3.8.14) into equation (A3.8.3) we obtain

\[
V_E(\tau, S, v_1, v_2) = \frac{e^{-r\tau}}{2\pi} \int_{-\infty}^{\infty} g_2(\tau, S, v_1, v_2; -\eta) \int_{\ln K}^{\infty} e^{x} e^{i\eta x} dx d\eta
\]

\[-K \int_{-\infty}^{\infty} g_2(\tau, S, v_1, v_2; -\eta) \int_{\ln K}^{\infty} e^{i\eta x} dx d\eta. \quad (A3.8.18)
\]
The two components on the RHS of the above equation have similar properties to equations (A3.7.1) and (A3.7.2) respectively described in Appendix 3.7. We can evaluate the integrals in equation (A3.8.18) using equations (A3.7.10) and (A3.7.11) provided that $g_2(\tau, S, v_1, v_2; \eta - i)$ satisfies appropriate assumptions. The first assumption we must verify is that $g_2(\tau, S, v_1, v_2; \eta - i)$ can be expressed as a function of $\eta$. This assumption is satisfied since

$$g_2(\tau, S, v_1, v_2; \eta - i) = S e^{(r-q)\tau} g_1(\tau, S, v_1, v_2; \eta),$$

where

$$g_1(\tau, S, v_1, v_2; \eta) = \exp\left( i\eta \ln S + B_2(\tau, \eta) + D_{1,1}(\tau, \eta)v_1 + D_{2,1}(\tau, -\eta)v_2 \right),$$

with

$$B_1(\tau, \eta) = i\eta(r - q)\tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,1} + \Omega_{1,1})\tau - 2 \ln \left( \frac{1 - Q_{1,2}e^{\Omega_{1,1}\tau}}{1 - Q_{1,1}} \right) \right\},$$

$$D_{1,1}(\tau, \eta) = \frac{\Theta_{1,1} + \Omega_{1,1}}{\sigma_1^2} \left[ 1 - e^{\Omega_{1,1}\tau} \right];$$

$$D_{2,1}(\tau, \eta) = \frac{\Theta_{2,1} + \Omega_{2,1}}{\sigma_2^2} \left[ 1 - e^{\Omega_{2,1}\tau} \right].$$

Furthermore, by using the same reasoning as in equation (A3.7.9) it can also be shown that

$$g_j(\tau, S, v_1, v_2; -\eta) = g_j(\tau, S, v_1, v_2; \eta), \quad \text{for} \quad j = 1, 2,$$

and hence all the assumptions required to carry out the calculations yielding (A3.7.10) and (A3.7.11) are satisfied. Thus equation (A3.8.18) becomes

$$V_E(\tau, S, v_1, v_2) = e^{-rq} S P_1(\tau, S, v_1, v_2; K) - e^{-rt} K P_2(\tau, S, v_1, v_2; K),$$

(A3.8.24)
where

\[ P_j(\tau, S, v_1, v_2; K) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \operatorname{Re} \left( \frac{g_j(\tau, S, v_1, v_2; \eta)e^{-i\eta \ln K}}{i\eta} \right) d\eta, \] (A3.8.25)

for \( j = 1, 2 \) which is the result in Proposition 3.8.1.

**Appendix 3.9. Proof of Proposition 3.8.2**

We proceed as we did in Appendix 3.8 by first letting \( x = \log(S) \) and making use of the relation \( C_P(\tau, \log(S), v_1, v_2) = V_P(\tau, S, v_1, v_2) \) introduced in equation (3.2.30). Substituting the density function presented in Proposition 3.7.1 to the early exercise premium component in equation (3.2.40) we obtain after rearranging

\[
V_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \int_0^\infty [q e^{y - rK}] \int_{\ln b(\xi, w_1, w_2)}^{\infty} \int_{-\infty}^{\infty} e^{i\eta} g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) d\eta \] dy dw dw d\xi, \tag{A3.9.1}

where

\[
g_2^A(\tau - \xi, S, v_1, v_2; \eta, w_1, w_2) = \exp \left\{ \left( \frac{\Theta_1.2 - \Omega_1.2}{\sigma_1^2} \right)(v_1 - w_1 + \Phi_1(\tau - \xi)) \right. \]

\[
+ \left. \left( \frac{\Theta_2.2 - \Omega_2.2}{\sigma_2^2} \right)(v_2 - w_2 + \Phi_2(\tau - \xi)) \right\} \times \exp \left\{ -\frac{2\Omega_{1.2}}{\sigma_1^2(e^{\Omega_{1.2}(\tau-\xi)} - 1)}(w_1 e^{\Omega_{1.2}(\tau-\xi)} + v_1) - \frac{2\Omega_{2.2}}{\sigma_2^2(e^{\Omega_{2.2}(\tau-\xi)} - 1)}(w_2 e^{\Omega_{2.2}(\tau-\xi)} + v_2) \right\} \times e^{i\eta\ln S + i\eta(r-q)(\tau-\xi)} \frac{2\Omega_{1.2} e^{\Omega_{1.2}(\tau-\xi)}}{\sigma_1^2(e^{\Omega_{1.2}(\tau-\xi)} - 1)} \left( \frac{w_1 e^{\Omega_{1.2}(\tau-\xi)}}{v_1} \right) \frac{\Phi_{1.2}}{\sigma_1^2} (v_2 e^{\Omega_{2.2}(\tau-\xi)} - v_2) \frac{\Phi_{2.2}}{\sigma_2^2} \times I_{2\Phi_{1.2}} - 1 \left( 2\Omega_{1.2} e^{\Omega_{1.2}(\tau-\xi)} - 1 \right) \left( v_1 w_1 e^{\Omega_{1.2}(\tau-\xi)} \right) \frac{\Phi_{1.2}}{\sigma_1^2} \times I_{2\Phi_{2.2}} - 1 \left( 2\Omega_{2.2} e^{\Omega_{2.2}(\tau-\xi)} - 1 \right) \left( v_2 w_2 e^{\Omega_{2.2}(\tau-\xi)} \right) .
\]

Equation (A3.9.1) is equivalent to

\[
V_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \int_0^\infty \frac{1}{2\pi} \left[ q \int_{\ln b(\xi, w_1, w_2)}^{\infty} g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) e^{i\eta} dy d\eta \right] \right] dw_1 dw_2 d\xi, \tag{A3.9.3}
\]
By proceeding in the same way that we handled equation (A3.8.18) when simplifying
the complex integrals we can write
\[ g_2^A(\tau - \xi, S, v_1, v_2; \eta - i, w_1, w_2) = e^{(r-q)(\tau-\xi)}Sg_1^A(\tau - \xi, S, v_1, v_2; \eta, w_1, w_2). \] (A3.9.4)
so that equation (A3.9.3) reduces to
\[
V_P(\tau, S, v_1, v_2) = \int_0^\tau \int_0^\infty \int_0^\infty \left[ qe^{-q(\tau-\xi)}SP_1^A[\tau - \xi, S, v_1, v_2; w_1, w_2, b(\xi, w_1, w_2)] \\
- re^{-r(\tau-\xi)}KP_2^A[\tau - \xi, S, v_1, v_2; w_1, w_2, b(\xi, w_1, w_2)] \right] dw_1 dw_2 d\xi,
\] (A3.9.5)
where
\[
P_j^A(\tau - \xi, S, v_1, v_2; w_1, w_2, b(\xi, w_1, w_2)) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g_j^A(\tau - \xi, S, v_1, v_2; \eta, w_1, w_2)e^{-i\eta \ln b(\xi, w_1, w_2)}}{i\eta} \right) d\eta,
\] for \( j = 1, 2 \) which is the result given in Proposition 3.8.2.

**Appendix 3.10. Proof of Proposition 3.9.1**

Going back to equation (A3.9.1), we have expressed the early exercise premium value as
\[
V_P^A(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \int_0^\infty \frac{1}{2\pi} \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) \int_0^\infty e^{iy} e^{i\eta y} dyd\eta \\
\times \int_{\ln b(\xi, w_1, w_2)}^{\infty} e^{iy} dyd\eta \\
- rK \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) \int_{\ln b(\xi, w_1, w_2)}^{\infty} e^{iy} dyd\eta \right] dw_1 dw_2 d\xi.
\]
With the approximation, \( b(\tau, v_1, v_2) = b_0(\tau) + b_1(\tau)v_1 + b_2(\tau)v_2 \), the above equation is transformed to

\[
V^A_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \int_0^\infty \frac{1}{2\pi} \left[ q \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) \right. \\
\left. \times \int_{b_0(\xi) + b_1(\xi)w_1 + b_2(\xi)w_2}^\infty e^{in\eta} dyd\eta \right] dw_1dw_2d\xi.
\]  

(A3.10.1)

By letting \( z = y - b_1(\xi)w_1 - b_2(\xi)w_2 \) and substituting this into equation (A3.10.1) we obtain

\[
V^A_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \int_0^\infty \frac{1}{2\pi} \left[ q \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) \right. \\
\left. \times \int_{b_0(\xi)}^\infty e^{(1+in)(\xi+w_1+b_2(\xi)w_2)} dzd\eta \right] dw_1dw_2d\xi.
\]  

(A3.10.2)

This can be further simplified to

\[
V^A_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_0^\infty \left[ qe^{i\eta} J_1(\xi, z) - rKJ_2(\xi, z) \right] dzd\xi,
\]  

(A3.10.3)

where

\[
J_1(\xi, z) = \int_0^\infty \int_0^\infty e^{b_1(\xi)w_1 + b_2(\xi)w_2 + in(\xi+w_1+b_2(\xi)w_2)} \\
\times \frac{1}{2\pi} \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) d\eta dw_1 dw_2,
\]  

(A3.10.4)

and

\[
J_2(\xi, z) = \int_0^\infty \int_0^\infty e^{in[b_1(\xi)w_1 + b_2(\xi)w_2]} \frac{1}{2\pi} \int_{-\infty}^\infty e^{inz} g_2^A(\tau - \xi, S, v_1, v_2; -\eta, w_1, w_2) d\eta dw_1 dw_2.
\]  

(A3.10.5)
Proceeding the way we handled equation (A3.8.14) the above equation simplifies to

\[
J_2(\xi, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} \left\{ \exp \left\{ \left( \frac{\Theta_{1,2} - \Omega_{1,2}}{\sigma_1^2} \right) (v_1 + \Phi_1(\tau - \xi)) + \left( \frac{\Theta_{2,2} - \Omega_{2,2}}{\sigma_2^2} \right) (v_2 + \Phi_2(\tau - \xi)) \right\} \right. \\
\left. \times \exp \left\{ \frac{2\Omega_{1,2}}{\sigma_1^2 (e^{\Omega_{1,2} (\tau - \xi)} - 1)} v_1 \right\} \right. \\
\left. \times \left( \frac{2\Omega_{1,2}}{(\Theta_{1,2} - i\eta \sigma_1^2 b_1(\xi) - \Omega_{1,2})(1 - e^{-\Omega_{1,2} (\tau - \xi)}) + 2\Omega_{1,2}} \right)^{\frac{2b_1}{\sigma_1^2}} \right. \\
\left. \times \left( \frac{2\Omega_{2,2}}{(\Theta_{2,2} - i\eta \sigma_2^2 b_2(\xi) - \Omega_{2,2})(1 - e^{-\Omega_{2,2} (\tau - \xi)}) + 2\Omega_{2,2}} \right)^{\frac{2b_2}{\sigma_2^2}} \right] d\eta. 
\]

(A3.10.6)

Proceeding the way we handled equation (A3.8.14) the above equation simplifies to

\[
J_2(\xi, z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta z} \tilde{g}_2^A(\tau - \xi, S; v_1, v_2; -\eta, b_1, b_2) d\eta, 
\]

(A3.10.7)

where

\[
\tilde{g}_2^A(\tau, S; v_1, v_2; \eta, b_1, b_2) = \exp \left\{ i\eta \ln S + B_2^A(\tau, \eta, b_1, b_2) + D_{1,2}^A(\tau, \eta, b_1) v_1 + D_{2,2}^A(\tau, \eta, b_2) v_2 \right\}, 
\]

\[
B_2^A(\tau, \eta) = i\eta (r - q) \tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,2} - \Omega_{1,2}) \tau - 2 \ln \left( \frac{(\Theta_{1,2} + i\eta \sigma_1^2 b_1 - \Omega_{1,2})(1 - e^{-\Omega_{1,2} \tau}) + 2\Omega_{1,2}}{2\Omega_{1,2}} \right) \right\}, 
\]

\[
D_{1,2}^A(\tau, \eta) = \frac{\Theta_{1,2} - \Omega_{1,2}}{\sigma_1^2} - \frac{2\Omega_{1,2}}{\sigma_1^2 (e^{\Omega_{1,2} \tau} - 1)} + \frac{2\Omega_{1,2}}{(\Theta_{1,2} + i\eta \sigma_1^2 b_1 - \Omega_{1,2})(1 - e^{-\Omega_{1,2} \tau}) + 2\Omega_{1,2}} \times \frac{2\Omega_{1,2}}{\sigma_1^2 (e^{\Omega_{1,2} \tau} - 1)} \right], 
\]

\[
D_{2,2}^A(\tau, \eta) = \frac{\Theta_{2,2} - \Omega_{2,2}}{\sigma_2^2} - \frac{2\Omega_{2,2}}{\sigma_2^2 (e^{\Omega_{2,2} \tau} - 1)} + \frac{2\Omega_{2,2}}{(\Theta_{2,2} + i\eta \sigma_2^2 b_2 - \Omega_{2,2})(1 - e^{-\Omega_{2,2} \tau}) + 2\Omega_{2,2}} \times \frac{2\Omega_{2,2}}{\sigma_2^2 (e^{\Omega_{2,2} \tau} - 1)}. 
\]

(A3.10.8)
The functions $B_2^A(\tau, \eta)$, $D_{1,2}^A(\tau, \eta)$ and $D_{2,2}^A(\tau, \eta)$ can be simplified further by letting

\[
Q_{1,2}^A = \frac{\Theta_{1,2} + i\eta\sigma_1^2 b_1 + \Omega_{1,2}}{\Theta_{1,2} + i\eta\sigma_1^2 b_1 - \Omega_{1,2}}, \quad \text{and} \quad Q_{2,2}^A = \frac{\Theta_{2,2} + i\eta\sigma_2^2 b_2 + \Omega_{2,2}}{\Theta_{2,2} + i\eta\sigma_2^2 b_2 - \Omega_{2,2}}, \quad (A3.10.9)
\]

such that

\[
B_2^A(\tau, \eta, b_1, b_2) = i\eta(\tau - q) + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,2} + \Omega_{1,2})\tau - 2\ln\left( \frac{1 - Q_{1,2}^A e^{\Omega_{1,2}\tau}}{1 - Q_{1,2}^A} \right) \right\} + \frac{\Phi_2}{\sigma_2^2} \left\{ (\Theta_{2,2} + \Omega_{2,2})\tau - 2\ln\left( \frac{1 - Q_{2,2}^A e^{\Omega_{2,2}\tau}}{1 - Q_{2,2}^A} \right) \right\},
\]

\[
D_{1,2}^A(\tau, \eta, b_1) = -i\eta b_1 + \frac{(\Theta_{1,2} + \Omega_{1,2})}{\sigma_1^2} \left[ \frac{1 - e^{\Omega_{1,2}\tau}}{1 - Q_{1,2}^A e^{\Omega_{1,2}\tau}} \right],
\]

\[
D_{2,2}^A(\tau, \eta, b_2) = -i\eta b_2 + \frac{(\Theta_{2,2} + \Omega_{2,2})}{\sigma_2^2} \left[ \frac{1 - e^{\Omega_{2,2}\tau}}{1 - Q_{2,2}^A e^{\Omega_{2,2}\tau}} \right]. \quad (A3.10.10)
\]

By using a similar transformation to that between $Q_1$ and $Q_2$ in Appendix 3.7 we can write

\[
\hat{g}_{2}^A(\tau - \xi, S, v_1, v_2; \eta - i, b_1, b_2) = e^{(r - q)(\tau - \xi)} S \hat{g}_{1}^A(\tau - \xi, S, v_1, v_2; \eta, b_1, b_2), \quad (A3.10.11)
\]

where

\[
\hat{g}_{1}^A(\tau, S, v_1, v_2; \eta, b_1, b_2) = \exp \left\{ i\eta \ln S + B_1^A(\tau, \eta, b_1, b_2) + D_{1,1}^A(\tau, \eta, b_1)v_1 + D_{2,1}^A(\tau, \eta, b_2)v_2 \right\},
\]

\[
B_1^A(\tau, \eta, b_1, b_2) = i\eta(\tau - q) + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,1} + \Omega_{1,1})\tau - 2\ln\left( \frac{1 - Q_{1,1}^A e^{\Omega_{1,1}\tau}}{1 - Q_{1,1}^A} \right) \right\} + \frac{\Phi_2}{\sigma_2^2} \left\{ (\Theta_{2,1} + \Omega_{2,1})\tau - 2\ln\left( \frac{1 - Q_{2,1}^A e^{\Omega_{2,1}\tau}}{1 - Q_{2,1}^A} \right) \right\},
\]

\[
D_{1,1}^A(\tau, \eta, b_1) = -i\eta b_1 + \frac{(\Theta_{1,1} + \Omega_{1,1})}{\sigma_1^2} \left[ \frac{1 - e^{\Omega_{1,1}\tau}}{1 - Q_{1,1}^A e^{\Omega_{1,1}\tau}} \right],
\]

\[
D_{2,1}^A(\tau, \eta, b_2) = -i\eta b_2 + \frac{(\Theta_{2,1} + \Omega_{2,1})}{\sigma_2^2} \left[ \frac{1 - e^{\Omega_{2,1}\tau}}{1 - Q_{2,1}^A e^{\Omega_{2,1}\tau}} \right].
\]
Incorporating these into equation (A3.10.3) we obtain

\[
V^A_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} \int_{b_0(\xi)}^{\infty} qe^{z} \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{inz} e^{(r-q)(\tau-\xi)} S \hat{g}_1^A(\tau - \xi, S, v_1, v_2; -\eta, b_1(\xi), b_2(\xi)) \, d\eta \, dz \, d\xi \\
- \int_0^\tau e^{-r(\tau-\xi)} \int_{b_0(\xi)}^{\infty} rK \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{inz} \hat{g}_2^A(\tau - \xi, S, v_1, v_2; -\eta, b_1(\xi), b_2(\xi)) \, d\eta \, dz \, d\xi,
\]

which implies that

\[
V^A_P(\tau, S, v_1, v_2) = \int_0^\tau e^{-r(\tau-\xi)} qS e^{(r-q)(\tau-\xi)} \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{g}_1^A(\tau - \xi, S, v_1, v_2; -\eta, b_1(\xi), b_2(\xi)) \int_{b_0(\xi)}^{\infty} e^{inz} \, dz \, d\eta \, d\xi \\
- \int_0^\tau e^{-r(\tau-\xi)} rK \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{g}_2^A(\tau - \xi, S, v_1, v_2; -\eta, b_1(\xi), b_2(\xi)) \int_{b_0(\xi)}^{\infty} e^{inz} \, dz \, d\eta \, d\xi.
\]  

(A3.10.12)

Proceeding as we did in equation (A3.8.18) we obtain the result that

\[
V^A_P(\tau, S, v_1, v_2) = \int_0^\tau [qe^{-q(\tau-\xi)} S \hat{P}_1^A(\tau - \xi, S, v_1, v_2; b_0(\xi), b_1(\xi), b_2(\xi)) \\
- r e^{-r(\tau-\xi)} K \hat{P}_2^A(\tau - \xi, S, v_1, v_2; b_0(\xi), b_1(\xi), b_2(\xi))] \, d\xi,
\]

(A3.10.13)

where

\[
\hat{P}_j^A(\tau - \xi, S, v_1, v_2; b_0(\xi), b_1(\xi), b_2(\xi)) = \frac{1}{2} \int_0^{\infty} \text{Re} \left( \frac{\hat{g}_j^A(\tau - \xi, S, v_1, v_2; \eta, b_1(\xi), b_2(\xi)) e^{-inb_0(\xi)}}{i\eta} \right) \, d\eta,
\]

(A3.10.14)

for \( j = 1, 2 \), which is the result presented in Proposition 3.9.1.
CHAPTER 4

Option Pricing Under Multiple Stochastic Volatility Processes

4.1. Introduction

Whilst much work has been centred on single stochastic volatility processes, little has been done on generalizing to a situation where the underlying asset is driven by more than one stochastic variance process. As highlighted in earlier chapters, da Fonseca et al. (2005), (2008) have considered the pricing of European options written on an underlying asset whose dynamics evolve under the influence of multiple stochastic variance processes. American option pricing under multiple stochastic volatility processes has not been pursued mainly because of the additional challenges associated with the multi dimensional early exercise boundary.

In this chapter we generalise the model in Chapter 3 to a situation where the underlying asset evolves under the influence of multiple stochastic variance processes of the Heston (1993) type. We model the variance processes as independent stochastic factors that can influence the dynamics of the return process. We use hedging arguments to derive the corresponding pricing partial differential equation (PDE). We follow almost similar steps to those presented in Chapter 3 to come up with the integral representation of the American call option price. This integral representation is a function of the corresponding transition density function for the driving stochastic processes. We find the transition density functions by solving the associated backward Kolmogorov PDE.

Based on results in Chapter 3 and Cheang et al. (2009) we use induction proofs to show that all the results we present hold. This chapter is organized as follows, the problem statement is outlined in Section 4.2. The pricing PDE is derived using traditional
hedging arguments. We also derive the integral representation of the American option price in this section together with the corresponding transition density PDE. As in Chapter 3 the solution procedure involves application of a combination of Fourier and Laplace transforms to this PDE. In Sections 4.3 and 4.4 we transform the PDE to a characteristic PDE which we solve by the method of characteristics in Section 4.5. Once we obtain the solution of the characteristic equations, we then present the explicit density function in terms of the original state variables by applying Laplace and Fourier inversion Theorems. This is outlined in Sections 4.6 and 4.7 respectively. We then present the full representation of the American option price in Section 4.8. By suitable manipulations, we provide a multi-dimensional version of the Heston (1993) characteristic function for the European option component.

4.2. Problem Statement

Let \( V(t, S, v_1, \ldots, v_n) \) be the price of an American call option written on the underlying asset, \( S \) which pays a continuously compounded dividend yield at a rate of \( q \) in a market offering a constant interest rate, \( r \). The payoff of the American call option at maturity is represented as \( (S - K)^+ \), where \( K \) is the strike price. Under the real world probability measure, \( \mathbb{P} \), the dynamics of \( S \) is governed by the stochastic differential equation (SDE) system

\[
\begin{align*}
    dS &= \mu S dt + \sum_{j=1}^{n} \sqrt{v_j} S dZ_j, \\
    dv_j &= \kappa_j (\theta_j - v_j) dt + \sigma_j \sqrt{v_j} dZ_{n+j}, \quad j = 1, \ldots, n.
\end{align*}
\]

(4.2.1)

where \( \mu \) is the instantaneous return per unit time, \( v_1, \ldots, v_n \) is a vector of instantaneous variances per unit time, \( \theta_1, \ldots, \theta_n \) are the long run variances for the \( n \) stochastic variance processes respectively while \( \sigma_1, \ldots, \sigma_n \) are the volatilities of \( v_1, \ldots, v_n \) respectively. The speeds of mean reversion for the \( n \) variance processes are denoted as

\[^1\text{Strictly speaking, the volatilities are } \sigma_1 \sqrt{v_1}, \ldots, \sigma_n \sqrt{v_n} \text{ but we shall loosely refer to } \sigma_j \text{ as the volatility of volatility as this has become common usage.}\]
4.2. PROBLEM STATEMENT

$\kappa_1, \ldots, \kappa_n$ respectively while $Z_1, \ldots, Z_{2n}$ are correlated Wiener processes. Correlation exists among the pairs, $(Z_1, Z_{n+1}), \ldots, (Z_n, Z_{2n})$ with all other cross correlations being equal to zero. We denote the corresponding correlation coefficients by $\rho_{1,n+1}, \ldots, \rho_{n,2n}$.

By following similar arguments to those used in Section 3.2 and Cheang et al. (2009), the system (4.2.1) can be re-expressed in terms of independent Wiener processes such that

$$dS = \mu S dt + \sum_{j=1}^{n} \sqrt{v_j} S dW_j,$$

$$dv_j = \kappa_j (\theta_j - v_j) dt + \rho_{j,n+j} \sigma_j \sqrt{v_j} dW_j + \sqrt{1 - \rho_{j,n+j}^2 \sigma_j} \sqrt{v_j} dW_{n+j}, \quad j = 1, \ldots, n.$$ 

The $n$ variance processes are of the Cox et al. (1985) type and for such processes to be positive definite, the arguments in Feller (1951) can be extended to show that the conditions

$$2\kappa_j \theta_j \geq \sigma_j^2, \quad j = 1, \ldots, n, \quad (4.2.3)$$

need to be satisfied. We have also argued in Section 3.2 that the correlation coefficients must satisfy the inequalities

$$-1 < \rho_{j,n+j} < \min \left( \frac{\kappa_j}{\sigma_j}, 1 \right), \quad j = 1, \ldots, n, \quad (4.2.4)$$

for the variance processes to be finite. Cheang et al. (2009) have shown that the conditions like those in equations (4.2.3) and (4.2.4) also ensure that the general solution of the underlying asset process takes the form

$$S_t = S_0 \exp \left\{ \mu t - \frac{1}{2} \sum_{j=1}^{n} \int_0^t v_j du + \sum_{j=1}^{n} \int_0^t \sqrt{v_j} dW_j \right\}, \quad (4.2.5)$$

where

$$\exp \left\{ -\frac{1}{2} \sum_{j=1}^{n} \int_0^t v_j du + \sum_{j=1}^{n} \int_0^t \sqrt{v_j} dW_j \right\}, \quad (4.2.6)$$
is a martingale\textsuperscript{2} under the measure, \( \mathbb{P} \). The traded underlying asset in the system (4.2.2) is insufficient to hedge away all sources of risk when combined in a portfolio with an option written on \( S \). As discussed in Chapter 3, this leads to market incompleteness, a situation whereby different option prices can be derived from the same input parameters. A sufficient number of options needs to be placed in the hedging portfolio in order to eliminate arbitrage opportunities. To facilitate the pricing procedure, we need to switch from the measure, \( \mathbb{P} \) to a corresponding risk neutral probability measure, \( \mathbb{Q} \). This change of measure is accomplished by invoking Girsanov’s theorem for Wiener processes. As demonstrated in Chapter 3, we need to determine first the associated Radon-Nikodym derivative (\( R_N \)) such that

\[
R_N = \frac{d\mathbb{Q}}{d\mathbb{P}} = \exp \left\{ -\frac{1}{2} \int_0^t \Lambda_u^T \Sigma^{-1} \Lambda_u du - \int_0^t (\Sigma^{-1} \Lambda_u)^T d\mathcal{W} \right\},
\]

(4.2.7)

where, \( \Sigma \) is the correlation matrix for the Wiener processes and \( \Lambda_t = [\lambda_1(t), \ldots, \lambda_{2n}(t)] \) is the vector of market prices of risk associated with the vector of Wiener processes, \( \mathcal{W} \). Once the vector of market prices of risk is specified, Girsanov’s Theorem for Wiener processes then asserts that there exist some Wiener processes under \( \mathbb{Q} \) such that

\[
d\tilde{W}_j = \lambda_j(t)dt + dW_j, \quad j = 1, \ldots, n.
\]

(4.2.8)

From the vector, \( \Lambda_t \), the elements \( \lambda_1(t), \ldots, \lambda_n(t) \) are the market prices of risk associated with shocks impinging on the traded underlying asset. Such risk is usually diversified away if the hedging portfolio is large enough. The other \( n \) elements, \( \lambda_{n+1}(t), \ldots, \lambda_{2n}(t) \), are the market prices of variance risk associated with shocks from the instantaneous variance processes. Application of Girsanov’s Theorem to the SDE system in equation (4.2.2) yields

\textsuperscript{2}Details of the proof are discussed in Cheang et al. (2009).
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\[
\begin{aligned}
    dS &= (r - q)S dt + \sum_{j=1}^{n} \sqrt{v_j} S d\tilde{W}_j, \\
    dv_j &= \left[ \kappa_j (\theta_j - v_j) - \lambda_{n+j}(t) \sqrt{1 - \rho_{j,n+j}^2} \sigma_j \sqrt{v_j} \right] dt \\
    &\quad + \rho_{j,n+j} \sigma_j \sqrt{v_j} d\tilde{W}_j + \sqrt{1 - \rho_{j,n+j}^2} \sigma_j \sqrt{v_j} d\tilde{W}_{n+j}, \quad j = 1, \ldots, n.
\end{aligned}
\] (4.2.9)

In determining the market prices of variance risk, we use the same reasoning as we did in Chapter 3 and set

\[
\lambda_{n+j}(t) = \frac{\lambda_j \sqrt{v_j}}{\sigma_j \sqrt{1 - \rho_{j,n+j}^2}}, \quad j = 1, \ldots, n,
\] (4.2.10)

where the \( \lambda_j \)'s are constants. By substituting this transformation into the SDE system (4.2.9) we obtain

\[
\begin{aligned}
    dS &= (r - q)S dt + \sum_{j=1}^{n} \sqrt{v_j} S d\tilde{W}_j, \\
    dv_j &= \left[ \kappa_j (\theta_j - v_j) - (\lambda_j v_j) \right] dt + \rho_{j,n+j} \sigma_j \sqrt{v_j} d\tilde{W}_j \\
    &\quad + \sqrt{1 - \rho_{j,n+j}^2} \sigma_j \sqrt{v_j} d\tilde{W}_{n+j}, \quad j = 1, \ldots, n.
\end{aligned}
\] (4.2.11)

Given these dynamics, we can use standard hedging arguments to derive the American call option pricing PDE, namely

\[
\frac{\partial V}{\partial \tau}(\tau, S, v_1, \ldots, v_n) = \mathcal{L}V(\tau, S, v_1, \ldots, v_n) - rV(\tau, S, v_1, \ldots, v_n),
\] (4.2.12)

where

\[
\mathcal{L} = (r - q)S \frac{\partial}{\partial S} + \sum_{j=1}^{n} \left[ \kappa_j (\theta_j - v_j) - \lambda_j v_j \right] \frac{\partial}{\partial v_j} + \frac{1}{2} \sum_{j=1}^{n} \sigma_j^2 v_j^2 \frac{\partial^2}{\partial v_j^2}
\]
\[
\quad + \frac{1}{2} \sum_{j=1}^{n} \sigma_j^2 v_j \frac{\partial^2}{\partial S \partial v_j} + \sum_{j=1}^{n} \rho_{j,n+j} \sigma_j \sqrt{v_j} S \frac{\partial^2}{\partial S \partial v_j},
\] (4.2.13)

is the Dynkin operator associated with the SDE system (4.2.11). The PDE holds in the region \( 0 < S < b(\tau, v_1, \ldots, v_n) \) and \( 0 < v_1, \ldots, v_n < \infty \). Here, \( S = b(\tau, v_1, \ldots, v_n) \) is
the early exercise boundary of the American call option which makes the PDE (4.2.12) a
free-boundary problem. The PDE (4.2.12) is solved subject to the initial and boundary
conditions

\[ V(0, S, v_1, \cdots, v_n) = (S - K)^+, \quad 0 < S < \infty, \]  
(4.2.14)

\[ V(\tau, 0, v_1, \cdots, v_n) = 0, \quad \tau \geq 0, \]  
(4.2.15)

\[ V(\tau, b(\tau, v_1, \cdots, v_n), v_1, \cdots, v_n) = b(\tau, v_1, \cdots, v_n) - K, \quad \tau \geq 0, \]  
(4.2.16)

\[ \lim_{S \to b(\tau, v_1, \cdots, v_n)} \frac{\partial V}{\partial S}(\tau, S, v_1, \cdots, v_n) = 1, \quad \tau \geq 0. \]  
(4.2.17)

Condition (4.2.14) is the payoff at maturity of the option contract while equation
(4.2.15) is the absorbing state which ensures that the option ceases to exist once the
underlying asset price hit zero. Equation (4.2.16) is the value matching condition
which guarantees continuity of the option value function at the early exercise bound-
ary, \( b(\tau, v_1, \cdots, v_n) \). Equation (4.2.17) is called the smooth pasting condition which
together with the value matching condition are imposed to avoid arbitrage opportuni-
ties.

Also associated with the system of equations in (4.2.11) is the multivariate transition
density function which we denote as \( G(\tau, S, v_1, \cdots, v_n; S_0, v_{1,0}, \cdots, v_{n,0}) \). The transi-
ton density function represents the transition probability of moving from the state
\( (S, v_1, \cdots, v_n) \) at time-to-maturity \( \tau \) to the state \( (S_0, v_{1,0}, \cdots, v_{n,0}) \) at maturity. This
transition density function is a solution of the backward Kolmogorov PDE

\[ \frac{\partial G}{\partial \tau} = \mathcal{L}G, \]  
(4.2.18)

where \( 0 \leq S < \infty \) and \( 0 \leq v_1, \cdots, v_n < \infty \). Equation (4.2.18) is solved subject to the
initial condition

\[ G(0, S, v_1, \cdots, v_n; S_0, v_{1,0}, \cdots, v_{n,0}) = \delta(S - S_0)\delta(v_1 - v_{1,0}) \cdots \delta(v_n - v_{n,0}), \]  
(4.2.19)
where as in the previous chapters, $\delta(\cdot)$ is the Dirac delta function. For ease of notation we will simply write $G(\tau, S, v_1, \cdots, v_n)$ to denote the density function unless there is a need to make the full dependence explicit.

The underlying asset domain of the pricing PDE \((4.2.12)\) is bounded above by the early exercise boundary, $b(\tau, v_1, \cdots, v_n)$. By using again Jamshidian’s (1992) techniques, we can transform this into an unbounded domain resulting in the inhomogeneous PDE

$$
\frac{\partial V}{\partial \tau}(\tau, S, v_1, \cdots, v_n) = \mathcal{L}V(\tau, S, v_1, \cdots, v_n) - rV(\tau, S, v_1, \cdots, v_n)
+ \mathbb{1}_{S \geq b(\tau, v_1, \cdots, v_n)}(qS - rK),
$$

where, $0 < S < \infty$, $0 < v_1, \cdots, v_n < \infty$ and $\mathbb{1}_{S \geq b(\tau, v_1, \cdots, v_n)}$ is an indicator function which is equal to one if $S \geq b(\tau, v_1, \cdots, v_n)$ or zero otherwise. Equation \((4.2.20)\) is an inhomogeneous PDE whose solution can be readily found by applying Duhamel’s principle. This is facilitated by switching to the log underlying asset space by setting $S = e^x$ and letting

$$
C(\tau, x, v_1, \cdots, v_n) \equiv V(\tau, e^x, v_1, \cdots, v_n),
$$

$$
U(\tau, x, v_1, \cdots, v_n) \equiv G(\tau, e^x, v_1, \cdots, v_n).
$$

With these transformations the pricing PDE \((4.2.20)\) becomes

$$
\frac{\partial C}{\partial \tau} = \mathcal{M}C - rC + \mathbb{1}_{x \geq \ln b(\tau, v_1, \cdots, v_n)}(qe^x - rK),
$$

where $\mathcal{M}$ is a differential operator defined as

$$
\mathcal{M} = \left( r - q - \frac{1}{2} \sum_{j=1}^{n} v_j \right) \frac{\partial}{\partial x} + \sum_{j=1}^{n} \Phi_j \frac{\partial}{\partial v_j} - \sum_{j=1}^{n} \beta_j v_j \frac{\partial}{\partial v_j} + \sum_{j=1}^{n} \beta_j v_j \frac{\partial^2}{\partial v^2_j}
+ \sum_{j=1}^{n} \sigma_j^2 v_j \frac{\partial^2}{\partial v^2_j} + \sum_{j=1}^{n} \rho_{j,n+j} \sigma_j v_j \frac{\partial^2}{\partial x \partial v_j},
$$
with

\[ \Phi_j = \kappa_j \theta_j \quad \beta_j = \kappa_j + \lambda_j, \quad j = 1, \ldots, n. \]  

(4.2.24)

Equation (4.2.22) is solved subject to the initial and boundary condition

\[ C(0, x, v_1, \ldots, v_n) = (e^x - K)^+, \quad -\infty < x < \infty, \]  

(4.2.25)

\[ b(\tau, v_1, \ldots, v_n) - K = C(\tau, b(\tau, v_1, \ldots, v_n), v_1, \ldots, v_n). \]  

(4.2.26)

The smooth pasting condition can also be imposed depending on the valuation method under consideration.

The transition density PDE (4.2.18) also transforms to

\[ \frac{\partial U}{\partial \tau} = \mathcal{M}U, \]  

(4.2.27)

which is solved subject to the initial condition

\[ U(0, x, v_1, \ldots, v_n) = \delta(x - x_0)\delta(v_1 - v_{1,0})\cdots\delta(v_n - v_{n,0}). \]  

(4.2.28)

We present the general solution of the PDE (4.2.22) in the proposition below.

**PROPOSITION 4.2.1.** The general solution of equation (4.2.22) can be represented as

\[ C(\tau, S, v_1, \ldots, v_n) = C_E(\tau, S, v_1, \ldots, v_n) + C_P(\tau, S, v_1, \ldots, v_n), \]  

(4.2.29)

where

\[ C_E(\tau, S, v_1, \ldots, v_n) = e^{-r\tau} \int_0^\infty \cdots \int_0^\infty \int_{-\infty}^\infty (e^u - K)^+ U(\tau, x, v_1, \ldots, v_n; u, w_1, \ldots, w_n) du dw_1 \cdots dw_n, \]

and

\[ C_P(\tau, S, v_1, \ldots, v_n) = \int_0^\infty \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \cdots \int_0^\infty \int_{b(\xi, w_1, \ldots, w_n)}^\infty \left(qe^u - rK\right) \]

\[ \times U(\tau - \xi, x, v_1, \ldots, v_n; u, w_1, \ldots, w_n) du dw_1 \cdots dw_n d\xi, \]
4.3. Applying Fourier Transforms

As an initial step of finding the joint transition density function, we apply Definition 1.3.1 to the PDE (4.2.27) the results of which are presented in the proposition below.

**Proposition 4.3.1.** The Fourier transform \( \hat{U}(\tau, \eta, v_1, \cdots, v_n) \) of the PDE (4.2.27) is the solution of the PDE

\[
\frac{\partial \hat{U}}{\partial \tau} = -i \eta (r - q) \hat{U} + \frac{1}{2} \Lambda(\eta) \sum_{j=1}^{n} v_j \frac{\partial \hat{U}}{\partial v_j} + \sum_{j=1}^{n} \Phi_{j} \frac{\partial \hat{U}}{\partial v_j} + \frac{1}{2} \sum_{j=1}^{n} \sigma_{j}^2 v_j \frac{\partial^2 \hat{U}}{\partial v_j^2} - \sum_{j=1}^{n} \Theta_{j} v_j \frac{\partial \hat{U}}{\partial v_j},
\]

(4.3.1)

where

\[
\Theta_{j} = \kappa_{j} + \lambda_{j} + i \eta \rho_{j,n+1} \sigma_{j}, \quad \Omega_{j} = \sqrt{\Theta_{j}^2 - \Lambda(\eta) \sigma_{j}^2} \quad \text{and} \quad \Lambda(\eta) = i \eta - \eta^2, \quad j = 1, \cdots, n.
\]

(4.3.2)
Equation (4.3.1) is solved subject to the initial condition

\[ \hat{U}(0, \eta, v_1, \cdots, v_n) = e^{i\eta x_0} \delta(v_1 - v_{1,0}) \cdots \delta(v_n - v_{n,0}) \]  

(4.3.3)

**Proof:** Refer to Appendix 4.2. □

### 4.4. Applying Laplace Transforms

We have managed to apply a Fourier transform to the log underlying asset variable yielding the results of Proposition 4.3.1, the next step involves applying the Laplace transform to the instantaneous variance variables of this PDE. We present the resulting characteristic PDE in the proposition below.

**Proposition 4.4.1.** The Laplace transform \( \hat{U}(\tau, \eta, s_1, \cdots, s_n) \) of the PDE (4.3.1) satisfies the first order PDE

\[
\frac{\partial \hat{U}}{\partial \tau} + \sum_{j=1}^{n} \left\{ \frac{1}{2} \sigma_j^2 s_j^2 - \Theta_j s_j + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \hat{U}}{\partial s_j} = \sum_{j=1}^{n} \left\{ (\Phi_j - \sigma_j^2) s_j - i\eta (r - q) + \Theta_j \right\} \hat{U} 
\]

\[ + f_1(\tau, s_2, \cdots, s_n) + f_2(\tau, s_1, s_3, \cdots, s_n) + \cdots + f_n(\tau, s_1, \cdots, s_{n-1}). \]  

(4.4.1)

Equation (4.4.1) is solved subject to the initial condition

\[ \hat{U}(0, \eta, s_1, \cdots, s_n) = e^{i\eta x_0 - s_1 v_{1,0} - \cdots - s_n v_{n,0}}. \]  

(4.4.2)

The inhomogeneous functions on the RHS of equation (4.4.1) are given as

\[ f_1(\tau, s_2, \cdots, s_n) = \left( \frac{1}{2} \sigma_1^2 - \Phi_1 \right) \hat{U}(\tau, \eta, 0, s_2, \cdots, s_n) \]

\[ \vdots \quad \vdots \quad \vdots \]

\[ f_n(\tau, s_1, \cdots, s_{n-1}) = \left( \frac{1}{2} \sigma_n^2 - \Phi_n \right) \hat{U}(\tau, \eta, s_1, \cdots, s_{n-1}, 0) \]  

(4.4.3)
4.5. Solution of the Characteristic Equation

and are determined such that

\[ \lim_{s_1 \to \infty} \tilde{U}(\tau, \eta, s_1, \ldots, s_n) = 0, \ldots \lim_{s_n \to \infty} \tilde{U}(\tau, \eta, s_1, \ldots, s_n) = 0, \] \quad (4.4.4)

respectively.

Proof: Refer to Appendix 4.3. \qed

We have managed to reduce the homogeneous PDE (4.2.27) for the density function to the PDE (4.4.1) which can be solved by using the method of characteristics. As highlighted before, most of our proofs in the coming sections are heavily dependant on the results of Chapter 3.

4.5. Solution of the Characteristic Equation

We are now in a position to solve the first - order PDE in (4.4.1). We present the corresponding solution in the proposition below.

**Proposition 4.5.1.** The solution of the PDE in equation (4.4.1) subject to the initial and boundary conditions (4.4.2) and (4.4.4) can be represented as

\[ \tilde{U}(\tau, \eta, s_1, \ldots, s_n) = e^{inc_{\eta 0} - in(\eta - \eta_0)} \prod_{j=1}^{n} \left[ \left( \frac{2\Omega_j}{(\sigma_j^2 s_j - \Theta_j + \Omega_j e^{\Omega_j \tau} - 1) + 2\Omega_j} \right) \right]^{2 - 2\Phi_j} \]

\[ \times \exp \left\{ - \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) v_j,0 \right\} \exp \left\{ \left[ \frac{(\Phi_j - \sigma_j^2)(\Theta_j - \Omega_j)}{\sigma_j^2} \right] \right\} \tau \right\}

\[ \times \exp \left\{ \frac{-2\Omega_j v_j,0(\sigma_j^2 s_j - \Theta_j + \Omega_j e^{\Omega_j \tau})}{\sigma_j^2(\sigma_j^2 s_j - \Theta_j + \Omega_j)(e^{\Omega_j \tau} - 1) + 2\Omega_j} \right\} \]

\[ \times \left[ \sum_{l=1}^{n} \Gamma \left( \frac{2\Phi_l}{\sigma_l^2} - 1; \frac{2\Omega_l v_l,0 e^{\Omega_l \tau}}{\sigma_l^2(e^{\Omega_l \tau} - 1)} \times \frac{2\Omega_l}{(\sigma_l^2 s_l - \Theta_l + \Omega_l)(e^{\Omega_l \tau} - 1) + 2\Omega_l} \right) - (n - 1) \right]. \]

\quad (4.5.1)

The function \( \Gamma(n; z) \) is the incomplete gamma function defined in equation (3.5.3).
Now that we have managed to solve the characteristic PDE (4.4.1), the next step involves recovering the original instantaneous variance and underlying asset variables by applying Laplace and Fourier inversion theorems to the result in Proposition 4.5.1. We start by presenting the inverse Laplace transform in Section 4.6 followed by the inverse Fourier transform in Section 4.7.

### 4.6. Inverting the Laplace Transform

**Proposition 4.6.1.** The inverse Laplace transform of equation (4.5.1) can be represented as

\[
\hat{U}(\tau, \eta, v_1, \ldots, v_n) = e^{in\eta_0 - in(\eta - q)} \prod_{j=1}^{n} \left[ \exp \left\{ \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right)(v_j - v_{j,0} + \Phi_j \tau) \right\} \right.
\]

\[
\times \exp \left\{ - \left( \frac{2\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} \right)(v_{j,0}e^{\Omega_j \tau} + v_j) \right\} \frac{2\Omega_j e^{\Omega_j \tau}}{\sigma_j^2(e^{\Omega_j \tau} - 1)} \left( \frac{v_{j,0}e^{\Omega_j \tau}}{v_j} \right)^{\frac{\Phi_j}{\sigma_j^2} - \frac{1}{2}}
\]

\[
\times I_{2\Phi_j - 1} \left( \frac{4\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)}(v_jv_{j,0}e^{\Omega_j \tau})^{\frac{1}{2}} \right),
\]

where \( I_k(z) \) is the modified Bessel function of the first kind defined as

\[
I_k(z) = \sum_{n=0}^{\infty} \frac{(\frac{z}{2})^{2n+k}}{\Gamma(n + k + 1)n!}.
\]

**Proof:** Refer to Appendix 4.5. \qed
4.7. Inverting the Fourier Transform

**Proposition 4.7.1.** The inverse Fourier transform $U(\tau, x, v_1, \cdots, v_n)$ of equation (4.6.1) evaluates to

$$U(\tau, x, v_1, \cdots, v_n; x_0, v_{1,0}, \cdots, v_{n,0}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta x_0} H(\tau, x, v_1, \cdots, v_n; -\eta, v_{1,0}, \cdots, v_{n,0}) d\eta,$$

where

$$H(\tau, x, v_1, \cdots, v_n; \eta, v_{1,0}, \cdots, v_{n,0}) = e^{i\eta x + i\eta(r-q)} \prod_{j=1}^{n} \left[ \frac{2\Omega_j e^{\Omega_j \tau}}{\sigma_j^2 (e^{\Omega_j \tau} - 1)} \left( \frac{v_{j,0} e^{\Omega_j \tau}}{v_j} \right)^{\frac{\Phi_j}{\sigma_j^2} - \frac{1}{2}} \times \exp \left\{ \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) (v_j - v_{j,0}) + \Phi_j \tau \right\} - \left( \frac{2\Omega_j}{\sigma_j^2 (e^{\Omega_j \tau} - 1)} \right) (v_{j,0} e^{\Omega_j \tau} + v_j) \right\} \times \frac{I_{2\Phi_j}}{\sigma_j^2} - 1 \left( \frac{4\Omega_j}{\sigma_j^2 (e^{\Omega_j \tau} - 1)} (v_{j,0} e^{\Omega_j \tau})^{\frac{1}{2}} \right) \right].$$

**Proof:** Refer to Appendix 4.6.

Equation (4.7.2) is the explicit representation of the density function which was the only unknown function in Proposition 4.2.1. Having found this function, we are now in a position to present the full representation of the American call option price, which we do in the next section.

4.8. The American Option Price

In this section we provide the integral representation of the American call option price whose characteristic function we present in Heston (1993) form. In this chapter we are dealing with the call option case. It should be noted that the transition density function in Proposition 4.7.1 holds for any option contract with a continuous payoff written on the underlying asset, $S$. The American call option price is here represented
as

\[ V(\tau, S, v_1, \ldots, v_n) = V_E(\tau, S, v_1, \ldots, v_n) + V_P(\tau, S, v_1, \ldots, v_n), \]  
(4.8.1)

where the two terms on the RHS of equation (4.8.1) are given by the two propositions below.

**Proposition 4.8.1.** The European option component of the American call option is represented as

\[ V_E(\tau, S, v_1, \ldots, v_n) = e^{-q\tau}SP_1(\tau, S, v_1, \ldots, v_n; K) - e^{-r\tau}KP_2(\tau, S, v_1, \ldots, v_n; K), \]  
(4.8.2)

where

\[ P_m(\tau, S, v_1, \ldots, v_n; K) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g_m(\tau, S, v_1, \ldots, v_n; \eta)e^{-i\eta\ln K}}{i\eta} \right) d\eta, \]  
(4.8.3)

for \( m = 1, 2 \) with

\[ g_m(\tau, S, v_1, \ldots, v_n; \eta) = \exp \left\{ i\eta S + B_m(\tau, \eta) + \sum_{j=1}^n D_{j,m}(\tau, \eta) \sigma_j^2 \right\}, \]

\[ B_m(\tau, \eta) = i\eta(r - q)\tau + \sum_{j=1}^n \frac{\Phi_j}{\sigma_j^2} \left\{ (\Theta_{j,m} + \Omega_{j,m})\tau - 2 \ln \left( \frac{1 - Q_{j,m}e^{\Omega_{j,m}\tau}}{1 - Q_{j,m}} \right) \right\}, \]

\[ D_{j,m}(\tau, \eta) = \frac{(\Theta_{j,m} + \Omega_{j,m})}{\sigma_j^2} \left[ \frac{1 - e^{\Omega_{j,m}\tau}}{1 - Q_{j,m}e^{\Omega_{j,m}\tau}} \right]. \]  
(4.8.4)

Here\(^3\), \( \Theta_{j,m} = \Theta_j(i - \eta) \), \( \Omega_{j,m} = \Omega_j(i - \eta) \) and

\[ Q_{j,m} = \frac{\Theta_{j,m} + \Omega_{j,m}}{\Theta_{j,m} - \Omega_{j,m}}, \quad j = 1, \ldots, n \quad \text{and} \quad m = 1, 2. \]  
(4.8.5)

**Proof:** Refer to Appendix 4.7. \( \square \)

\(^3\)\( \Theta_j \) and \( \Omega_j \) for \( j = 1, \ldots, n \) have been defined in equation (4.3.2).
Proposition 4.8.2. The early exercise premium component of the American call option is represented as

\[ V_P(\tau, S, v_1, \cdots, v_n) = \int_0^\tau \int_0^\infty \cdots \int_0^\infty \left[ q e^{-(r-\xi)SP_1(\tau, S, v_1, \cdots, v_n; w_1, \cdots, w_n, b(\xi, w_1, \cdots, w_n))} \right. \]

\[- r e^{-(r-\xi)KP_2(\tau - \xi, S, v_1, \cdots, v_n; w_1, \cdots, w_n, b(\xi, w_1, \cdots, w_n))} \left. \right] dw_1 \cdots dw_n d\xi, \]

(4.8.6)

where

\[ P_m^A(\tau - \xi, S, v_1, \cdots, v_n; w_1, \cdots, w_n, b(\xi, w_1, \cdots, w_n)) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g_m^A(\tau - \xi, S, v_1, \cdots, v_n; \eta, w_1, \cdots, w_n) e^{-i\eta \ln b(\xi, w_1, \cdots, w_n)}}{i\eta} \right) d\eta, \]

for \( m = 1, 2 \) with

\[ g_m^A(\tau - \xi, S, v_1, \cdots, v_n; \eta) = \prod_{j=1}^n \left\{ \exp \left( \frac{\Theta_{j,m} - \Omega_{j,m}}{\sigma_j^2} \right) (v_j - w_j + \Phi_j \tau) \right\} \]

\times \exp \left\{ - \frac{2\Omega_{j,m}}{\sigma_j^2} \left( e^{\Omega_{j,m}(\tau-\xi)} - 1 \right) \right\} \left( w_j e^{\Omega_{j,m}(\tau-\xi)} + v_j \right) \frac{2\Omega_{j,m} e^{\Omega_{j,m}(\tau-\xi)}}{\sigma_j^2 \left( e^{\Omega_{j,m}(\tau-\xi)} - 1 \right)} \left( w_j e^{\Omega_{j,m}(\tau-\xi)} \right)^{\frac{\Phi_j}{\sigma_j^2}} \]

\times e^{i\eta S + i\eta(r-q)(\tau-\xi)} I_{2\eta} \frac{4\Omega_{j,m}}{\sigma_j^2 \left( e^{\Omega_{j,m}(\tau-\xi)} - 1 \right)} \left( v_j w_j e^{\Omega_{j,m}(\tau-\xi)} \right)^{\frac{1}{2}}, \]

(4.8.7)

where, \( \Theta_{j,m}, \Omega_{j,m} \) and \( Q_{j,m} \) as given in Proposition 4.8.1.

Proof: Refer to Appendix 4.8. □

The American call option price is a function of the early exercise boundary, \( b(\tau, v_1, \cdots, v_n) \) which is an unknown function. The early exercise boundary needs to be determined first as part of the solution process. This is achieved by solving the value matching condition

\[ b(\tau, v_1, \cdots, v_n) - K = V(\tau, b(\tau, v_1, \cdots, v_n), v_1, \cdots, v_n). \]

(4.8.8)
Unlike in valuing American options under the GBM where the early exercise boundary is only a function of time, here it is a function of time and the $n$ instantaneous variances. Different techniques can be invoked to solve equation (4.8.8), one of which would involve approximating the early exercise boundary first followed by applying root finding techniques as detailed in Chapters 2 and 3. To find a better approximating function one would first implement a finite difference algorithm of the pricing PDE and have an idea of the functional form of the early exercise boundaries. Another approach would also involve performing some empirical studies along the lines of Broadie et al. (2000). Once the early exercise boundary is determined, it becomes a simple matter of substituting this into equation (4.8.6) to find the corresponding option price. We have left numerical computations for future work in the area.

4.9. Conclusion

We have managed to generalise the results in Chapter 3 to the case when the underlying asset is being driven by multiple stochastic variance processes. The integral representation of the American call option has been derived using Duhamel’s principle. This integral expression involves the transition density function for the underlying stochastic processes. It is well known that this transition density function satisfies the corresponding backward Kolmogorov PDE. With this knowledge, we have derived and presented a systematic approach for solving such a PDE. Instead of solving the free-boundary value problem for the American option, we have reduced this to a corresponding simpler problem of finding the transition density function.

We have used induction proofs to show how the propositions in Chapter 3 can be generalised. The price of the American call option is presented as the sum of the European option component and the early exercise premium component. Using similar arguments as in Cheang et al. (2009) and in Chapter 3, the European option component has been reduced to the corresponding Heston (1993) form. The early exercise premium
component is a function of multiple integrals with respect to the variance variables, multiple modified Bessel functions and an integral with respect to time-to-maturity. The approach used to simplify the European option component cannot be directly applied to the early exercise premium component as the variance integrals of this component are functions of $b(\tau, v_1, \ldots, v_n)$ whose functional form is unknown. However, such simplifications can only be done after suitable early exercise boundary approximations. Such approximations have been considered for lower dimensional problems as detailed in Chapter 1. We leave it for future research to explore appropriate numerical schemes to handle this valuation problem.

Appendix 4.1. Proof of Proposition 4.2.1

Consider the PDE

$$\frac{\partial C}{\partial \tau} = \mathcal{M}C - rC + f(\tau, x, v_1, \ldots, v_n),$$

where $\mathcal{M}$ is the Dynkins’ operator is defined as

$$\mathcal{M} = (r - q)S \frac{\partial}{\partial S} + \frac{1}{2} S^2 \sum_{j=1}^{n} v_j \frac{\partial^2}{\partial S^2} + \sum_{j=1}^{n} [\kappa_j(\theta_j - v_j) - \lambda_j v_j] \frac{\partial}{\partial v_j} + \frac{1}{2} \sum_{j=1}^{n} \sigma_j^2 v_j \frac{\partial^2}{\partial v_j^2} + \sum_{j=1}^{n} \rho_{j,n-j} \sigma_j v_j S \frac{\partial^2}{\partial S \partial v_j}.$$ 

The payoff at maturity of the American call option is denoted as $C(0, x, v_1, \ldots, v_n) = (e^x - K)^+$. The PDE (A4.1.1) is to be solved in the region $\tau \geq 0, -\infty \leq x < \infty$ and $0 \leq v_1, \ldots, v_n < \infty$. By use of Duhamel’s principle\(^4\), the solution of the PDE (A4.1.1)

\(^4\)A natural extension of Duhamel’s principle to the multi-dimensional setting yields this result.
is given by

\[ C(\tau, x, v_1, \ldots, v_n) = e^{-rt} \int_0^\infty \cdots \int_0^\infty \int_0^\infty (e^u - K)^+ \]
\[ \times U(\tau, x, v_1, \ldots, v_n; u, w_1, \ldots, w_n) du dw_1 \cdots dw_n \]
\[ + \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_0^\infty \int_0^\infty f(\tau, u, w_1, \ldots, w_n) \]
\[ \times U(\tau - \xi, x, v_1, \ldots, v_n; u, w_1, \ldots, w_n) du dw_1 \cdots dw_n d\xi \]
\[ \equiv C_E(\tau, x, v_1, \ldots, v_n) + C_P(\tau, x, v_1, \ldots, v_n), \quad (A4.1.2) \]

where \( C_E(\tau, x, v_1, \ldots, v_n) \) is the European call option component as it involves the pay-off of a call option and \( C_P(\tau, x, v_1, \ldots, v_n) \) is the corresponding early exercise premium component. To verify that this is the correct solution, we will show that (A4.1.2) satisfies the PDE (A4.1.1). Substituting \( C(\tau, x, v_1, \ldots, v_n) = C_E(\tau, x, v_1, \ldots, v_n) + C_P(\tau, x, v_1, \ldots, v_n) \) into (A4.1.1), we obtain

\[ \frac{\partial C}{\partial \tau} + rC - \mathcal{M}C - f(\tau, x, v_1, \ldots, v_n) \]
\[ = e^{-rt} \int_0^\infty \cdots \int_0^\infty \int_0^\infty (e^u - K)^+ \left\{ \frac{\partial U}{\partial \tau} - \mathcal{M}U \right\} du dw_1 \cdots dw_n - rC_E + rC_E \]
\[ + \int_0^\infty \cdots \int_0^\infty \int_0^\infty f(\tau, u, w_1, \ldots, w_n) U(\tau, x, v_1, \ldots, v_n; u, w_1, \ldots, w_n) du dw_1 \cdots dw_n \]
\[ + \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_0^\infty \int_0^\infty f(\xi, u, w_1, \ldots, w_n) \frac{\partial U}{\partial \tau} du dw_1 \cdots dw_n d\xi - rC_P + rC_P \]
\[ - \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_0^\infty \int_0^\infty f(\xi, u, w_1, \ldots, w_n) \mathcal{M}U du dw_1 \cdots dw_n d\xi - f(\tau, x, v_1, \ldots, v_n) \]
\[ = \int_0^\infty \cdots \int_0^\infty \int_0^\infty f(\tau, x, v_1, \ldots, v_n) \delta(x - u) \delta(v_1 - w_1) \cdots \delta(v_n - w_n) du dw_1 \cdots dw_n \]
\[ + \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_0^\infty \int_0^\infty f(\xi, x, v_1, \ldots, v_n) \left[ \frac{\partial U}{\partial \tau} - \mathcal{M}U \right] du dw_1 \cdots dw_n d\xi - f(\tau, x, v_1, \ldots, v_n) \]
\[ = f(\tau, x, v_1, \ldots, v_n) + 0 - f(\tau, x, v_1, \ldots, v_n) = 0 \]

Hence \( C(\tau, x, v_1, \ldots, v_n) \) satisfies the PDE (A4.1.1) implying that the results of Proposition 4.2.1 hold.
Appendix 4.2. Proof of Proposition 4.3.1

In all the proofs from Appendices 4.2-4.8 we will use mathematical induction to show that the corresponding results hold. By induction we first show that the results hold for \( n = 1 \) or \( n = 2 \). If any of these two cases hold, we move on to assume that the result is true for \( n = k \) and prove that it holds for \( n = k + 1 \). In this appendix we prove the result in Proposition 4.3.1.

When \( n = 2 \), equation (4.3.1) reduces to

\[
\frac{\partial \hat{U}}{\partial \tau} = -i\eta(r - q)\hat{U} + \frac{1}{2}\Lambda(\eta)v_1\hat{U} + \frac{1}{2}\Lambda(\eta)v_2\hat{U} + \Phi_1 \frac{\partial \hat{U}}{\partial v_1} + \Phi_2 \frac{\partial \hat{U}}{\partial v_2} - \Theta_1 v_1 \frac{\partial \hat{U}}{\partial v_1} - \Theta_2 v_2 \frac{\partial \hat{U}}{\partial v_2} + \frac{1}{2}\sigma_1^2 v_1 \frac{\partial^2 \hat{U}}{\partial v_1^2} + \frac{1}{2}\sigma_2^2 v_2 \frac{\partial^2 \hat{U}}{\partial v_2^2},
\]

(A4.2.1)

which is the result in equation (3.3.1) of Chapter 3 hence the result holds for \( n = 2 \).

Having demonstrated that the result holds for \( n = 2 \), we proceed to the inductive step. This is achieved by assuming that the results in Proposition 4.3.1 holds for \( n = k \), and then prove that it holds for \( n = k + 1 \). We proceed as follows

\[
\frac{\partial \hat{U}}{\partial \tau} = -i\eta(r - q)\hat{U} + \frac{1}{2}\Lambda(\eta) \sum_{j=1}^{k} v_j \hat{U} + \frac{1}{2}\Lambda(\eta)v_{k+1}\hat{U} + \sum_{j=1}^{k} \Phi_j \frac{\partial \hat{U}}{\partial v_j} + \Phi_{k+1} \frac{\partial \hat{U}}{\partial v_{k+1}} + \frac{1}{2} \sum_{j=1}^{k} \sigma_j^2 v_j \frac{\partial^2 \hat{U}}{\partial v_j^2} - \sum_{j=1}^{k} \Theta_j v_j \frac{\partial \hat{U}}{\partial v_j}.
\]

(A4.2.2)

This implies that the result holds for \( n = k + 1 \) which means that equation (4.3.1) of Proposition 4.3.1 holds.

The initial condition in equation (4.3.3) is determined as follows
\[ \mathcal{F} \{ U(0, x, v_1, \ldots, v_n) \} = \int_{-\infty}^{\infty} e^{inx} U(0, x, v_1, \ldots, v_n) \, dx \]
\[ = \int_{-\infty}^{\infty} e^{inx} \delta(x - x_0) \delta(v_1 - v_{1,0}) \cdots \delta(v_n - v_{n,0}) \, dx \]
\[ = e^{inx_0} \delta(v_1 - v_{1,0}) \cdots \delta(v_n - v_{n,0}). \]  
(A4.2.3)

Appendix 4.3. Proof of Proposition 4.4.1

When \( n = 2 \), equation (4.4.1) simplifies to

\[ \frac{\partial \tilde{U}}{\partial \tau} + \left\{ \frac{1}{2} \sigma_1^2 s_1^2 - \Theta_1 s_1 + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_1} + \left\{ \frac{1}{2} \sigma_2^2 s_2^2 - \Theta_2 s_2 + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_2} \quad (A4.3.1) \]

\[ = \left\{ (\Phi_1 - \sigma_1^2) s_1 + (\Phi_2 - \sigma_2^2) s_2 - i \eta (r - q) + \Theta_1 + \Theta_2 \right\} \tilde{U} + f_1(\tau, s_2) + f_2(\tau, s_1), \]

which is the result in equation (3.4.1) of Chapter 3. It can easily be shown that when \( n = 1 \) the corresponding results in\(^5\) Cheang et al. (2009) are recovered. We now proceed to the inductive step. We assume that equation (4.4.1) holds for \( n = k \) such that when \( n = k + 1 \)

\[ \frac{\partial \tilde{U}}{\partial \tau} + \sum_{j=1}^{k} \left\{ \frac{1}{2} \sigma_j^2 s_j^2 - \Theta_j s_j + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_j} + \left\{ \frac{1}{2} \sigma_{k+1}^2 s_{k+1}^2 - \Theta_{k+1} s_{k+1} + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_{k+1}} \]

\[ = \sum_{j=1}^{k} \left\{ (\Phi_j - \sigma_j^2) s_j - i \eta (r - q) + \Theta_j \right\} \tilde{U} + \left\{ (\Phi_{k+1} - \sigma_{k+1}^2) s_{k+1} - i \eta (r - q) + \Theta_{k+1} \right\} \tilde{U} \]

\[ + f_1(\tau, s_2, \ldots, s_k) + f_2(\tau, s_1, s_3, \ldots, s_k) + \cdots + f_k(\tau, s_1, \ldots, s_{k-1}) \]

\[ + f_{k+1}(\tau, s_1, \ldots, s_k). \]  
(A4.3.2)

\(^5\)These authors consider the valuation of the American call option written on an underlying asset whose dynamics evolve under the influence of a single stochastic variance process and jump diffusion processes.
The above equation simplifies to

$$
\frac{\partial \tilde{U}}{\partial \tau} + \sum_{j=1}^{k+1} \left\{ \frac{1}{2} \sigma_j^2 s_j^2 - \Theta_j s_j + \frac{1}{2} \Lambda(\eta) \right\} \frac{\partial \tilde{U}}{\partial s_j} = \sum_{j=1}^{k+1} \{(\Phi_j - \sigma_j^2)s_j - i\eta(r - q) + \Theta_j\} \tilde{U}
$$

$$
+ f_1(\tau, s_2, \ldots, s_{k+1}) + f_2(\tau, s_1, s_3, \ldots, s_{k+1}) + \cdots + f_{k+1}(\tau, s_1, \ldots, s_k), \quad (A4.3.3)
$$

which implies that equation (4.4.1) of Proposition 4.4.1 holds.

The Laplace transform of the initial condition in equation (4.3.3) is determined as follows:

$$
\tilde{U}(0, \eta, s_1, \ldots, s_n) = \int_0^\infty \cdots \int_0^\infty e^{-s_1v_1-\cdots-s_nv_n} \tilde{U}(0, \eta, v_1, \ldots, v_n) dv_1 \cdots dv_n
$$

$$
= \int_0^\infty \cdots \int_0^\infty e^{-s_1v_1-\cdots-s_nv_n} e^{i\eta x_0} \delta(v_1 - v_{1,0}) \cdots \delta(v_n - v_{n,0}) dv_1 \cdots dv_n
$$

$$
= e^{i\eta x_0 - s_1v_{1,0}-\cdots-s_nv_{n,0}}, \quad (A4.3.4)
$$

which is the result in equation (4.4.2) of Proposition 4.4.1. The results in equation (4.4.3) are determined by using the same approach used in Appendix 3.3 of Chapter 3.
When \( n = 2 \), equation (4.5.1) reduces to

\[
\check{U}(\tau, \eta, s_1, s_2) = \left( \frac{2\Omega_1}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1} \right)^{2-2\Phi_1/\sigma_1^2} \left( \frac{2\Omega_2}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2} \right)^{2-2\Phi_2/\sigma_2^2} \\
\times \exp \left\{ -\left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) v_{1,0} - \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) v_{2,0} + i\eta x_0 \right\} \\
\times \exp \left\{ \left[ \frac{(\Phi_1 - \sigma_1^2)(\Theta_1 - \Omega_1)}{\sigma_1^2} + \frac{(\Phi_2 - \sigma_2^2)(\Theta_2 - \Omega_2)}{\sigma_2^2} \right] - i\eta (r - q + \Theta_1 + \Theta_2) \right\} \tau \\
\times \exp \left\{ -\frac{2\Omega_1 v_{1,0} (\sigma_1^2 s_1 - \Theta_1 + \Omega_1) e^{\Omega_1 \tau}}{\sigma_1^2 (\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1} \right\} \exp \left\{ \frac{-2\Omega_2 v_{2,0} (\sigma_2^2 s_2 - \Theta_2 + \Omega_2) e^{\Omega_2 \tau}}{\sigma_2^2 (\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2} \right\} \\
\times \Gamma \left( \frac{2\Phi_1}{\sigma_1^2} - 1; \frac{2\Omega_1 v_{1,0} e^{\Omega_1 \tau}}{\sigma_1^2 (e^{\Omega_1 \tau} - 1)} \times \frac{2\Omega_1}{(\sigma_1^2 s_1 - \Theta_1 + \Omega_1)(e^{\Omega_1 \tau} - 1) + 2\Omega_1} \right) \\
+ \Gamma \left( \frac{2\Phi_2}{\sigma_2^2} - 1; \frac{2\Omega_2 v_{2,0} e^{\Omega_2 \tau}}{\sigma_2^2 (e^{\Omega_2 \tau} - 1)} \times \frac{2\Omega_2}{(\sigma_2^2 s_2 - \Theta_2 + \Omega_2)(e^{\Omega_2 \tau} - 1) + 2\Omega_2} \right) - 1, \\
\right.
\]

which is the result in equation (3.5.1) of Chapter 3. Now assume that the proposition holds for \( n = k \), we need to show that the same holds for \( n = k + 1 \). We proceed as
follows, when \( n = k + 1 \) we have

\[
\hat{U}(\tau, \eta, s_1, \ldots, s_{k+1}) = e^{i\pi x_0 - i\pi (r-q)} \prod_{j=1}^{k} \left( \frac{2\Omega_j}{\sigma_j^2 s_j - \Theta_j + \Omega_j} \right) \left( e^{\Omega_j \tau} - 1 + 2\Omega_j \right)^{2 - \frac{2\Phi_j}{\sigma_j^2}} \\
\times \exp \left\{ - \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) v_{j,0} \right\} \exp \left\{ \left( \frac{\Phi_j - \sigma_j^2}{\sigma_j^2} \right) (\Theta_j - \Omega_j) + \Theta_j \right\} \\
\times \exp \left\{ \frac{-2\Omega_j v_{j,0} (\sigma_j^2 s_j - \Theta_j + \Omega_j) e^{\Omega_j \tau}}{\sigma_j^2 [(\sigma_j^2 s_j - \Theta_j + \Omega_j) (e^{\Omega_j \tau} - 1) + 2\Omega_j]} \right\} \\
\times \frac{2\Omega_{k+1}}{\sigma_{k+1}^2 s_{k+1} - \Theta_{k+1} + \Omega_{k+1} (e^{\Omega_{k+1} \tau} - 1) + 2\Omega_{k+1}} \\
\times \exp \left\{ - \left( \frac{\Theta_{k+1} - \Omega_{k+1}}{\sigma_{k+1}^2} \right) v_{k+1,0} \right\} \exp \left\{ \left( \frac{\Phi_{k+1} - \sigma_{k+1}^2}{\sigma_{k+1}^2} \right) (\Theta_{k+1} - \Omega_{k+1}) + \Theta_{k+1} \right\} \\
\times \exp \left\{ \frac{-2\Omega_{k+1} v_{k+1,0} (\sigma_{k+1}^2 s_{k+1} - \Theta_{k+1} + \Omega_{k+1}) e^{\Omega_{k+1} \tau}}{\sigma_{k+1}^2 [(\sigma_{k+1}^2 s_{k+1} - \Theta_{k+1} + \Omega_{k+1}) (e^{\Omega_{k+1} \tau} - 1) + 2\Omega_{k+1}]} \right\} \\
\times \frac{2\Omega_{k+1}}{\sigma_{k+1}^2 s_{k+1} - \Theta_{k+1} + \Omega_{k+1} (e^{\Omega_{k+1} \tau} - 1) + 2\Omega_{k+1}} \\
\times \left[ \sum_{l=1}^{k} \Gamma \left( \frac{2\Phi_l}{\sigma_l^2} - 1; \frac{2\Omega_l v_{l,0} e^{\Omega_l \tau}}{\sigma_l^2 (e^{\Omega_l \tau} - 1)} \right) \times \frac{2\Omega_l}{\sigma_l^2 s_l - \Theta_l + \Omega_l (e^{\Omega_l \tau} - 1) + 2\Omega_l} - k \right],
\]

The above equation reduces to

\[
\hat{U}(\tau, \eta, s_1, \ldots, s_{k+1}) = e^{i\pi x_0 - i\pi (r-q)} \prod_{j=1}^{k+1} \left( \frac{2\Omega_j}{\sigma_j^2 s_j - \Theta_j + \Omega_j} \right) \left( e^{\Omega_j \tau} - 1 + 2\Omega_j \right)^{2 - \frac{2\Phi_j}{\sigma_j^2}} \\
\times \exp \left\{ - \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) v_{j,0} \right\} \exp \left\{ \left( \frac{\Phi_j - \sigma_j^2}{\sigma_j^2} \right) (\Theta_j - \Omega_j) + \Theta_j \right\} \\
\times \exp \left\{ \frac{-2\Omega_j v_{j,0} (\sigma_j^2 s_j - \Theta_j + \Omega_j) e^{\Omega_j \tau}}{\sigma_j^2 [(\sigma_j^2 s_j - \Theta_j + \Omega_j) (e^{\Omega_j \tau} - 1) + 2\Omega_j]} \right\} \\
\times \left[ \sum_{l=1}^{k+1} \Gamma \left( \frac{2\Phi_l}{\sigma_l^2} - 1; \frac{2\Omega_l v_{l,0} e^{\Omega_l \tau}}{\sigma_l^2 (e^{\Omega_l \tau} - 1)} \right) \times \frac{2\Omega_l}{\sigma_l^2 s_l - \Theta_l + \Omega_l (e^{\Omega_l \tau} - 1) + 2\Omega_l} - k \right],
\]

implying that the results of Proposition 4.5.1 holds.
Appendix 4.5. Proof of Proposition 4.6.1

When \( n = 2 \), equation (4.6.1) reduces to

\[
\hat{U}(\tau, \eta, v_1, v_2) = \exp \left\{ \left( \frac{\Theta_1 - \Omega_1}{\sigma_1^2} \right) (v_1 - v_{1,0} + \Phi_1 \tau) + \left( \frac{\Theta_2 - \Omega_2}{\sigma_2^2} \right) (v_2 - v_{2,0} + \Phi_2 \tau) \right\}
\]
\[
\times \exp \left\{ - \left( \frac{2\Omega_1}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \right) (v_{1,0}e^{\Omega_1 \tau} + v_1) - \left( \frac{2\Omega_2}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} \right) (v_{2,0}e^{\Omega_2 \tau} + v_2) \right\}
\]
\[
\times e^{i \eta x_0 - i \eta(r-q)\tau} \frac{2\Omega_1 e^{\Omega_1 \tau}}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} \frac{2\Omega_2 e^{\Omega_2 \tau}}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} \left( \frac{v_{1,0}e^{\Omega_1 \tau}}{v_1} \right)^{\frac{\Phi_1 - \frac{1}{2}}{\sigma_1^2 \tau}} \left( \frac{v_{2,0}e^{\Omega_2 \tau}}{v_2} \right)^{\frac{\Phi_2 - \frac{1}{2}}{\sigma_2^2 \tau}}
\]
\[
\times I_{2k_1-1} \left( \frac{4\Omega_1}{\sigma_1^2(e^{\Omega_1 \tau} - 1)} (v_{1,0}e^{\Omega_1 \tau})^{\frac{1}{2}} \right) I_{2k_2-1} \left( \frac{4\Omega_2}{\sigma_2^2(e^{\Omega_2 \tau} - 1)} (v_{2,0}e^{\Omega_2 \tau})^{\frac{1}{2}} \right),
\]

which is the result in equation (3.6.1) of Chapter 3. Assume that the result hold for \( n = k \). Then, for \( n = k + 1 \) we have

\[
\hat{U}(\tau, \eta, v_1, \ldots, v_{k+1}) = e^{i \eta x_0 - i \eta(r-q)\tau} \prod_{j=1}^{k} \left[ \exp \left\{ \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) (v_j - v_{j,0} + \Phi_j \tau) \right\}
\]
\[
\times \exp \left\{ - \left( \frac{2\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} \right) (v_{j,0}e^{\Omega_j \tau} + v_j) \right\}
\]
\[
\times I_{2k_j-1} \left( \frac{4\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} (v_{j,0}e^{\Omega_j \tau})^{\frac{1}{2}} \right) \right]\]
\[
\times \exp \left\{ \left( \frac{\Theta_{k+1} - \Omega_{k+1}}{\sigma_{k+1}^2} \right) (v_{k+1} - v_{k+1,0} + \Phi_{k+1} \tau) \right\} \exp \left\{ - \left( \frac{2\Omega_{k+1}}{\sigma_{k+1}^2(e^{\Omega_{k+1} \tau} - 1)} \right) (v_{k+1,0}e^{\Omega_{k+1} \tau} + v_{k+1}) \right\}
\]
\[
\times \frac{2\Omega_{k+1} e^{\Omega_{k+1} \tau}}{\sigma_{k+1}^2(e^{\Omega_{k+1} \tau} - 1)} \left( \frac{v_{k+1,0} e^{\Omega_{k+1} \tau}}{v_{k+1}} \right)^{\frac{\Phi_{k+1} - \frac{1}{2}}{\sigma_{k+1}^2 \tau}} I_{2k_{k+1}-1} \left( \frac{4\Omega_{k+1}}{\sigma_{k+1}^2(e^{\Omega_{k+1} \tau} - 1)} (v_{k+1} e^{\Omega_{k+1} \tau})^{\frac{1}{2}} \right).
\]

(A4.5.1)
Equation (A4.5.1) simplifies to

\[ \hat{U}(\tau, \eta, v_1, \ldots, v_{k+1}) = e^{inx_0 - in(r-q)} \prod_{j=1}^{k+1} \exp \left\{ \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) (v_j - v_j,0 + \Phi_j \tau) \right\} \]

\[ \times \exp \left\{ - \left( \frac{2\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} \right) (v_{j,0} e^{\Omega_j \tau} + v_j) \right\} \]

\[ \times I_{\frac{2\Phi_j}{\sigma_j^2}}^{-1} \left( \frac{4\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} (v_{j,0} e^{\Omega_j \tau})^{\frac{1}{2}} \right) \],

which completes the proof.

**Appendix 4.6. Proof of Proposition 4.7.1**

By applying Definition 1.3.2 to equation (4.6.1) the inverse Fourier transform of the transition density function is represented as

\[ \mathcal{F}^{-1} \left\{ \hat{U}(\tau, x, v_1, \ldots, v_n) \right\} = \frac{1}{2\pi} \int_{-\infty}^{\infty} \hat{U}(\tau, x, v_1, \ldots, v_n) d\eta \]

\[ = U(\tau, x, v_1, \ldots, v_n). \quad (A4.6.1) \]

Substituting \( \hat{U}(\tau, x, v_1, \ldots, v_n) \) from equation (4.6.1) we obtain

\[ U(\tau, x, v_1, \ldots, v_n; x_0, v_{1,0}, \ldots, v_{n,0}) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{inx_0} H(\tau, x, v_1, \ldots, v_n; -\eta, v_{1,0}, \ldots, v_{n,0}) d\eta \]

\[ (A4.6.2) \]

where

\[ H(\tau, x, v_1, \ldots, v_n; \eta, v_{1,0}, \ldots, v_{n,0}) = e^{inx + inr(r-q)} \prod_{j=1}^{n} \left[ \frac{2\Omega_j e^{\Omega_j \tau}}{\sigma_j^2(e^{\Omega_j \tau} - 1)} \left( \frac{v_{j,0} e^{\Omega_j \tau}}{v_j} \right) \right] \]

\[ \times \exp \left\{ \left( \frac{\Theta_j - \Omega_j}{\sigma_j^2} \right) (v_j - v_j,0 + \Phi_j \tau) - \left( \frac{2\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} \right) (v_{j,0} e^{\Omega_j \tau} + v_j) \right\} \]

\[ \times I_{\frac{2\Phi_j}{\sigma_j^2}}^{-1} \left( \frac{4\Omega_j}{\sigma_j^2(e^{\Omega_j \tau} - 1)} (v_{j,0} e^{\Omega_j \tau})^{\frac{1}{2}} \right) \],

\[ (A4.6.3) \]

which is the result presented in Proposition 4.7.1.
Appendix 4.7. Proof of Proposition 4.8.1

We perform proof by induction, when \( n = 2 \), equation (4.8.2) reduces to

\[
V_E(\tau, S, v_1, v_2) = e^{-q\tau} SP_1(\tau, S, v_1, v_2; K) - e^{-r\tau} KP_2(\tau, S, v_1, v_2; K),
\]

where

\[
P_m(\tau, S, v_1, v_2; K) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g_m(\tau, S, v_1, v_2; \eta)e^{-i\eta \ln K}}{i\eta} \right) d\eta,
\]

for \( m = 1, 2 \) with

\[
g_m(\tau, S, v_1, v_2; \eta) = \exp \left\{ i\eta \ln S + B_m(\tau, \eta) + D_{1,m}(\tau, \eta)v_1 + D_{2,m}(\tau, \eta)v_2 \right\},
\]

\[B_m(\tau, \eta) = i\eta(r - q)\tau + \frac{\Phi_1}{\sigma_1^2} \left\{ (\Theta_{1,m} + \Omega_{1,m})\tau - 2 \ln \left( \frac{1 - Q_{1,m}e^{\Omega_{1,m}\tau}}{1 - Q_{1,m}} \right) \right\},\]

\[D_{1,m}(\tau, \eta) = \frac{(\Theta_{1,m} + \Omega_{1,m})}{\sigma_1^2} \left[ \frac{1 - e^{\Theta_{1,m}\tau}}{1 - Q_{1,m}e^{\Omega_{1,m}\tau}} \right],\]

\[D_{2,m}(\tau, \eta) = \frac{(\Theta_{2,m} + \Omega_{2,m})}{\sigma_2^2} \left[ \frac{1 - e^{\Theta_{2,m}\tau}}{1 - Q_{2,m}e^{\Omega_{2,m}\tau}} \right].\]

Here, \( \Theta_{j,m} = \Theta_j(i - \eta), \Omega_{j,m} = \Omega_j(i - \eta), Q_{j,m} = (\Theta_{j,m} + \Omega_{j,m})/(\Theta_{j,m} - \Omega_{j,m}) \) for \( j = 1, 2 \) and \( m = 1, 2 \). This is the European option component presented in Chapter 3.

For the inductive step, we assume that the result holds for \( n = k \) and then prove that it also holds for \( n = k + 1 \). When \( n = k + 1 \) we have

\[
V_E(\tau, S, v_1, \cdots, v_k, v_{k+1}) = e^{-q\tau} SP_1(\tau, S, v_1, \cdots, v_k, v_{k+1}; K) - e^{-r\tau} KP_2(\tau, S, v_1, \cdots, v_k, v_{k+1}; K),
\]

(A4.7.4)
where

\[ P_m(\tau, S, v_1, \cdots, v_k, v_{k+1}; K) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g_m(\tau, S, v_1, \cdots, v_k, v_{k+1}; \eta)e^{-i\eta \ln K}}{i\eta} \right) d\eta, \]  

(A4.7.5)

for \( m = 1, 2 \) with

\[ g_m(\tau, S, v_1, \cdots, v_k, v_{k+1}; \eta) = \exp \left\{ i\eta S + B_m(\tau, \eta) + \sum_{j=1}^k D_{j,m}(\tau, \eta)v_j + D_{k+1,m}(\tau, \eta)v_{k+1} \right\}, \]  

(A4.7.6)

\[ B_m(\tau, \eta) = i\eta(r - q)\tau + \sum_{j=1}^k \frac{\Phi_j}{\sigma_j^2} \left\{ (\Theta_{j,m} + \Omega_{j,m})\tau - 2 \ln \left( \frac{1 - Q_{j,m}e^{\Omega_{j,m}\tau}}{1 - Q_{j,m}} \right) \right\} \]  

\[ + \frac{\Phi_{k+1}}{\sigma_{k+1}^2} \left\{ (\Theta_{k+1,m} + \Omega_{k+1,m})\tau - 2 \ln \left( \frac{1 - Q_{k+1,m}e^{\Omega_{k+1,m}\tau}}{1 - Q_{k+1,m}} \right) \right\}, \]  

(A4.7.7)

\[ D_{j,m}(\tau, \eta) = \frac{(\Theta_{j,m} + \Omega_{j,m})}{\sigma_j^2} \left[ \frac{1 - e^{\Omega_{j,m}\tau}}{1 - Q_{j,m}e^{\Omega_{j,m}\tau}} \right], \]  

(A4.7.8)

\[ D_{k+1,m}(\tau, \eta) = \frac{(\Theta_{k+1,m} + \Omega_{k+1,m})}{\sigma_{k+1}^2} \left[ \frac{1 - e^{\Omega_{k+1,m}\tau}}{1 - Q_{k+1,m}e^{\Omega_{k+1,m}\tau}} \right]. \]  

(A4.7.9)

The above system simplifies to

\[ V_E(\tau, S, v_1, \cdots, v_{k+1}) = e^{-q\tau}SP_1(\tau, S, v_1, \cdots, v_{k+1}; K) - e^{-r\tau}KP_2(\tau, S, v_1, \cdots, v_{k+1}; K), \]  

(A4.7.10)

where

\[ P_m(\tau, S, v_1, \cdots, v_{k+1}; K) = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty \text{Re} \left( \frac{g_m(\tau, S, v_1, \cdots, v_{k+1}; \eta)e^{-i\eta \ln K}}{i\eta} \right) d\eta, \]  

(A4.7.11)
with

\[
g_m(\tau, S, v_1, \cdots, v_{k+1}; \eta) = \exp \left\{ i\eta S + B_m(\tau, \eta) + \sum_{j=1}^{k+1} D_{j,m}(\tau, \eta)v_j \right\},
\]

(A4.7.12)

\[
B_m(\tau, \eta) = i\eta(r - q)\tau + \sum_{j=1}^{k+1} \frac{\Phi_j}{\sigma_j^2} \left\{ (\Theta_{j,m} + \Omega_{j,m})\tau - 2\ln \left( \frac{1 - Q_{j,m}e^{\Omega_{j,m}\tau}}{1 - Q_{j,m}} \right) \right\},
\]

(A4.7.13)

\[
D_{j,m}(\tau, \eta) = \frac{(\Theta_{j,m} + \Omega_{j,m})}{\sigma_j^2} \left[ \frac{1 - e^{\Omega_{j,m}\tau}}{1 - Q_{j,m}e^{\Omega_{j,m}\tau}} \right],
\]

(A4.7.14)

Hence the result holds for \( n = k + 1 \).

**Appendix 4.8. Proof of Proposition 4.8.2**

By first letting \( V_P(\tau, S, v_1, \cdots, v_n) \equiv C_P(\tau, \log(S), v_1, \cdots, v_n) \) the early exercise premium component in Proposition 4.2.1 is simplified as follows

\[
V_P(\tau, S, v_1, \cdots, v_n) = \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_0^\infty \int_{\ln b(\xi, w_1, \cdots, w_n)}^{\infty} \left[ q e^y - rK \right] (A4.8.1)
\]

\[
\times \left[ \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\eta y} g_2^A(\tau - \xi, S, v_1, \cdots, v_n; -\eta, w_1, \cdots, w_n) \right] dw_1 \cdots dw_n d\xi,
\]

where

\[
g_2^A(\tau - \xi, S, v_1, \cdots, v_n; \eta, w_1, \cdots, w_n) = \prod_{j=1}^n \left[ \exp \left\{ \frac{\Theta_{j,2} - \Omega_{j,2}}{\sigma_j^2}\left( v_j - w_j + \Phi_j\tau \right) \right\} \right.
\]

\[
\times \exp \left\{ -\frac{2\Omega_{j,2}}{\sigma_j^2(e^{\Omega_{j,2}(\tau - \xi)} - 1)} \left( w_j e^{\Omega_{j,2}(\tau - \xi)} + v_j \right) \right\} \frac{2\Omega_{j,2}}{\sigma_j^2(e^{\Omega_{j,2}(\tau - \xi)} - 1)} \left( \frac{w_j e^{\Omega_{j,2}(\tau - \xi)}}{v_j} \right)^{\frac{\Phi_j}{\sigma_j^2} - \frac{1}{2}}
\]

\[
\times e^{i\eta S + i\eta(r - q)(\tau - \xi)} \frac{4\Omega_{j,2}}{\sigma_j^2(e^{\Omega_{j,2}(\tau - \xi)} - 1)} \left( v_j w_j e^{\Omega_{j,2}(\tau - \xi)} \right)^{\frac{1}{2}} \right].
\]

(A4.8.2)
Equation (A4.8.1) is equivalent to
\[ V_P(\tau, S, v_1, \cdots, v_n) = \int_0^\tau e^{-r(\tau - \xi)} \int_0^\infty \int_0^\infty \frac{1}{2\pi} \left[ q \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, \cdots, v_n; -\eta, w_1, \cdots, w_n) \right. \\
\times \left. \int_{\ln b(\xi, w_1, \cdots, w_n)}^\infty e^{i\eta y}dyd\eta \right] \]
\[ - rK \int_{-\infty}^\infty g_2^A(\tau - \xi, S, v_1, \cdots, v_n; -\eta, w_1, \cdots, w_n) \int_{\ln b(\xi, w_1, \cdots, w_n)}^\infty e^{i\eta y}dyd\eta \right] dw_1, \cdots, dw_n d\xi. \]  

(A4.8.3)

We know from Appendix 3.7 that
\[ g_2^A(\tau - \xi, S, v_1, \cdots, v_n; \eta - i, w_1, \cdots, w_n) = e^{(r - q)(\tau - \xi)} g_1^A(\tau - \xi, S, v_1, \cdots, v_n; \eta, w_1, \cdots, w_n). \]  

(A4.8.4)

Using this result and following similar arguments as in Appendix 3.8 it can be shown that (A4.8.3) reduces to
\[ V_P(\tau, S, v_1, \cdots, v_n) = \int_0^\tau \int_0^\infty \int_0^\infty \left[ q e^{-q(\tau - \xi)} SP_1^A(\tau - \xi, S, v_1, \cdots, v_n; b(\xi, w_1, \cdots, w_n)) \right. \\
\left. - re^{-r(\tau - \xi)} KP_2^A(\tau - \xi, S, v_1, \cdots, v_n; b(\xi, w_1, \cdots, w_n)) \right] dw_1 \cdots dw_n d\xi, \]

(A4.8.5)

where
\[ P_m^A(\tau - \xi, S, v_1, \cdots, v_n; w_1, \cdots, w_n, b(\xi, v_1, \cdots, v_n)) \]
\[ = \frac{1}{2} + \frac{1}{\pi} \int_0^\infty Re \left( \frac{g_m^A(\tau - \xi, S, v_1, \cdots, v_n; \eta, w_1, \cdots, w_n)e^{-i\eta \ln b(\xi, w_1, \cdots, w_n)}}{i\eta} \right) d\eta, \]

for \( m = 1, 2 \) which is the result given in Proposition 4.8.2.
CHAPTER 5

Method of Lines Approach for Pricing American Exotic Options

5.1. Introduction

Whilst a significant amount of work has been done on European style options as reviewed in Chapter 1, research on the pricing of American options written on more than one underlying asset suffers from the difficulties associated with handling the multi-dimensional early exercise boundary.

We have considered the pricing of American options written on two underlying assets whose dynamics evolve according to geometric Brownian motion in Chapter 2. In the current chapter we consider the evaluation of the American spread call option when the two underlying asset dynamics evolve under the influence of a single stochastic variance process. The same model has been used in Bakshi and Madan (2000), Dempster and Hong (2000) and Hurd and Zhou (2009) when evaluating European spread options under stochastic volatility. As highlighted in Dempster and Hong (2000), such a model is useful in modelling correlated assets commonly encountered in the energy markets. A detailed review of a variety of European option contracts derived from such correlated assets can be found in Carmona and Durrleman (2003).

In this chapter we present a numerical algorithm for solving the pricing partial differential equation (PDE) of the American spread call option using the method of lines. Similar techniques have been used in Meyer and van der Hoek (1997), Meyer (1998) and Chiarella et al. (2009) who all consider American option pricing models under different settings as reviewed in Chapter 1.
The remainder of this chapter is organised as follows, we outline the problem statement in Section 5.2 where we derive the pricing PDE of the American spread call option. An algorithm for solving the pricing PDE using the method of lines is outlined in Section 5.3. Numerical results are then presented in Section 5.4. We also make price comparisons with results from the Monte Carlo algorithm of Ibáñez and Zapatero (2004). It is in this section where we explore the impact of stochastic volatility on the prices, free boundaries and the Deltas of the American spread call option by making comparisons with geometric Brownian motion results considered in Chapter 2. Section 5.5 concludes the chapter.

5.2. Problem Statement

In this chapter we consider pricing of the American spread call option, $C(t, S_1, S_2, v)$ where $S_1$ and $S_2$ are prices of the two underlying assets whose dynamics evolve under the influence of a single stochastic variance process, $v$. The two underlying assets pay continuous compounded dividend yields at the rate of $q_1$ and $q_2$ respectively in a market offering a constant risk-free rate of interest, $r$. The payoff at maturity of the American spread option contract is denoted as $^1 (S_1 - S_2 - X)^+$ where $X$ is the strike price. Under the real world probability measure, $\mathbb{P}^v$, the three stochastic processes are characterised by the stochastic differential equations (SDEs)

$$dS_1 = \mu_1 S_1 dt + \sigma_1 \sqrt{v} S_1 dZ_1, \quad (5.2.1)$$

$$dS_2 = \mu_2 S_2 dt + \sigma_2 \sqrt{v} S_2 dZ_2, \quad (5.2.2)$$

$$dv = \kappa_v (\theta - v) dt + \sigma_v \sqrt{v} dZ_3, \quad (5.2.3)$$

where $\mu_i$ for $i = 1, 2$ are the instantaneous returns per unit time of $S_1$ and $S_2$ respectively, $v$ is the instantaneous variance per unit time, $\sigma_1$ and $\sigma_2$ are the constant volatilities associated with the returns for $S_1$ and $S_2$ respectively and, $Z_i$ for $i = 1, 2, 3$

$^1$Unlike in the previous chapters we are using $X$ to denote the strike price as we will be using $K$ to denote the total number of time steps for the method of lines algorithm outlined in the next section.
are correlated Wiener processes with the following properties:

\[\mathbb{E}(dZ_1dZ_2) = \rho_{12}dt,\]
\[\mathbb{E}(dZ_1dZ_3) = \rho_{13}dt,\]
\[\mathbb{E}(dZ_2dZ_3) = \rho_{23}dt.\]

Here, \(\rho_{12}\) denotes the correlation between \(Z_1\) and \(Z_2\), \(\rho_{13}\) is the correlation between \(Z_1\) and \(Z_3\), while \(\rho_{23}\) denotes the correlation between \(Z_2\) and \(Z_3\). The parameter \(\theta\) is the long-run mean of \(v\), \(\kappa_v\) is the speed of mean-reversion, and \(\sigma_v\) is the instantaneous volatility of \(v\) per unit time.

As demonstrated in earlier chapters, applying a Cholesky decomposition to the Wiener processes yields the following system of independent Wiener processes

\[
\begin{bmatrix}
    dZ_1 \\
    dZ_2 \\
    dZ_3 \\
\end{bmatrix} =
\begin{bmatrix}
    1 & 0 & 0 \\
    \rho_{12} & \sqrt{1-\rho_{12}^2} & 0 \\
    \rho_{13} & \frac{\rho_{23}-\rho_{12}\rho_{13}}{\sqrt{1-\rho_{12}^2}} & \sqrt{\frac{1-\rho_{12}^2-\rho_{13}^2-\rho_{23}^2+2\rho_{12}\rho_{13}\rho_{23}}{1-\rho_{12}^2}} \\
\end{bmatrix}
\begin{bmatrix}
    dW_1 \\
    dW_2 \\
    dW_3 \\
\end{bmatrix}.
\] (5.2.4)

To avoid trivial cases, we assume that \(|\rho_{12}| < 1\). By incorporating the transformation (5.2.4) into the system (5.2.1)-(5.2.3) we obtain

\[
dS_1 = \mu_1 S_1 dt + \sigma_1 \sqrt{v} S_1 dW_1,
\]
\[
dS_2 = \mu_2 S_2 dt + \rho_{12} \sigma_2 \sqrt{v} S_2 dW_1 + \hat{\rho}_{12} \sigma_2 \sqrt{v} S_2 dW_2, \tag{5.2.5}
\]
\[
dv = \kappa_v (\theta - v) dt + \rho_{13} \sigma \sqrt{v} dW_1 + \hat{\rho}_{23} \sigma \sqrt{v} dW_2 + \hat{\rho}_{33} \sigma \sqrt{v} dW_3,
\]

where

\[
\hat{\rho}_{12} = \sqrt{1-\rho_{12}^2}, \quad \hat{\rho}_{23} = \frac{\rho_{23} - \rho_{12}\rho_{13}}{\sqrt{1-\rho_{12}^2}}, \quad \text{and} \quad \hat{\rho}_{33} = \frac{1-\rho_{12}^2-\rho_{13}^2-\rho_{23}^2+2\rho_{12}\rho_{13}\rho_{23}}{1-\rho_{12}^2} \tag{5.2.6}
\]
Using arguments introduced in Chapter 3, the constant parameters in the SDE like (5.2.3) must be chosen such that the condition

\[ 2\kappa\theta \geq \sigma^2, \]  

(5.2.7)
is satisfied. Cheang et al. (2009) also show that in addition to the above condition, the correlation terms must be chosen such that

\[ -1 < \rho_{13}, \rho_{23} < \min \left( \frac{\kappa}{\sigma}, 1 \right). \]  

(5.2.8)

The two conditions in equations (5.2.7) and (5.2.8) ensure that the initially nonnegative variance process can neither become zero nor explode under the real world probability measure, \( \mathbb{P}^v \) and any other probability measure that is equivalent to \( \mathbb{P}^v \). The SDE system (5.2.5) has two traded assets but three sources of risk. This mismatch implies that the two traded securities are insufficient to hedge away all of the risk factors; a situation that leads to market incompleteness. One feasible approach of completing the market when faced with such a situation is to place a sufficient number of options with different maturity periods in the hedging portfolio.

Such a hedging strategy usually results in the underlying assets having different drift coefficients to those presented in the system (5.2.5). To preserve our original underlying processes, we switch from the real world probability measure, \( \mathbb{P}^v \), to the risk neutral probability measure which we denote as \( \mathbb{Q}^v \). The process of switching from \( \mathbb{P}^v \) to \( \mathbb{Q}^v \) is accomplished by applying Girsanov’s Theorem for Wiener processes\(^2\) to the system

\[ d\tilde{W}_j = \lambda dt + dW_j, \]  

(5.2.9)

where \( \tilde{W}_j \) for \( j = 1, 2, 3 \) are independent Wiener processes under the risk neutral probability measure, \( \mathbb{Q} \).

---

\(^2\)As stated in Chapter 3, Girsanov’s Theorem of Wiener processes states that

\[ d\tilde{W}_j = \lambda dt + dW_j, \]  

(5.2.9)
(5.2.5) which yields

\[ dS_1 = (r - q_1)S_1 dt + \sigma_1 \sqrt{v} S_1 d\tilde{W}_1, \]
\[ dS_2 = (r - q_2)S_2 dt + \rho_{12} \sigma_2 \sqrt{v} S_2 d\tilde{W}_1 + \hat{\rho}_{12} \sigma_2 \sqrt{v} S_2 d\tilde{W}_2, \]
\[ dv = \kappa_v (\theta - v) dt - \lambda(t, S_1, S_2, v) \hat{\rho}_{33} \sigma \sqrt{v} dt + \rho_{13} \sigma \sqrt{v} d\tilde{W}_1 + \hat{\rho}_{23} \sigma \sqrt{v} d\tilde{W}_2 + \hat{\rho}_{33} \sigma \sqrt{v} d\tilde{W}_3. \]

(5.2.10)

Here, \( \lambda(t, S_1, S_2, v) \) is the market price of risk associated with bearing the risk of the non-traded variance factor. The key assumption to make on \( \lambda(t, S_1, S_2, v) \) is that this parameter must be strictly positive as investors will always demand positive risk premium in order for them to bear the associated risk. In determining the market price of the variance risk, we use the same reasoning as in Heston (1993) and Cheang et al. (2009) such that \(^3\)

\[ \lambda(t, S_1, S_2, v) = \frac{\lambda \sqrt{v}}{\sigma \hat{\rho}_{33}}. \]

(5.2.11)

Substituting this into (5.2.10) we obtain

\[ dS_1 = (r - q_1)S_1 dt + \sigma_1 \sqrt{v} S_1 d\tilde{W}_1, \]
\[ dS_2 = (r - q_2)S_2 dt + \rho_{12} \sigma_2 \sqrt{v} S_2 d\tilde{W}_1 + \hat{\rho}_{12} \sigma_2 \sqrt{v} S_2 d\tilde{W}_2, \]
\[ dv = (\alpha - \beta v) dt + \rho_{13} \sigma \sqrt{v} d\tilde{W}_1 + \hat{\rho}_{23} \sigma \sqrt{v} d\tilde{W}_2 + \hat{\rho}_{33} \sigma \sqrt{v} d\tilde{W}_3, \]

where

\[ \alpha = \kappa_v \theta \quad \text{and} \quad \beta = \kappa_v + \lambda. \]

(5.2.12)

(5.2.13)

\(^3\)While the method of lines approach can handle any form of the market price of risk, the assumption (5.2.11) is crucial when using other valuation techniques such as integral transform methods as presented in Chapter 3 as it guarantees linearity in the coefficient of \( v \).
With the system (5.2.12), we can derive the corresponding American call option pricing PDE which can then be solved for the price and hedge ratios such as the delta and gamma. It can be shown that the PDE satisfying this system is

\[
\frac{\partial C}{\partial \tau}(\tau, S_1, S_2, v) = (r - q_1)S_1 \frac{\partial C}{\partial S_1} + (r - q_2)S_2 \frac{\partial C}{\partial S_2} + (\alpha - \beta v) \frac{\partial C}{\partial v} + \frac{1}{2} \sigma_1^2 v S_1^2 \frac{\partial^2 C}{\partial S_1^2} + \frac{1}{2} \sigma_2^2 v S_2^2 \frac{\partial^2 C}{\partial S_2^2} + \rho \sigma_1 \sigma_2 v S_1 S_2 \frac{\partial^2 C}{\partial S_1 \partial S_2} - rC,
\]

where \(0 < S_1 < b(\tau, S_2, v)\), and \(0 < S_2, v < \infty\). Here, \(S_1 = b(\tau, S_2, v)\) is the early exercise boundary of the American spread call option. It is the calculation of this component that complicates pricing of American options. The PDE (5.2.14) is solved subject to the initial and boundary conditions

\[
C(0, S_1, S_2, v) = (S_1 - S_2 - X)^+, \quad 0 < S_1, S_2 < \infty, \tag{5.2.15}
\]

\[
C(\tau, 0, S_2, v) = 0, \quad \tau \geq 0, \tag{5.2.16}
\]

\[
C(\tau, S_1, 0, v) = C(\tau, S_1, v), \quad \tau \geq 0, \tag{5.2.17}
\]

\[
C(\tau, b(\tau, S_2, v), S_2, v) = b(\tau, S_2, v) - S_2 - X, \quad \tau \geq 0, \tag{5.2.18}
\]

\[
\lim_{S_1 \to b(\tau, S_2, v)} \frac{\partial C}{\partial S_1} (\tau, S_1, S_2, v) = 1, \quad \lim_{S_1 \to b(\tau, S_2, v)} \frac{\partial C}{\partial S_2} (\tau, S_1, S_2, v) = -1, \quad \tau \geq 0. \tag{5.2.19}
\]

Condition (5.2.15) is the payoff at maturity of the spread call option contract while equation (5.2.16) is the absorbing state which ensures that the option ceases to exist if the value of \(S_1\) becomes zero. The condition in equation (5.2.17) stipulates that when \(S_2 = 0\), the pricing PDE breaks down to that of the American option written on a single underlying asset, \(S_1\) with strike price, \(X\). Such a situation can then be handled in a similar fashion as in Chiarella et al. (2009) but without incorporating jumps. Equation (5.2.18) is the value matching condition which guarantees continuity of the option value function at the early exercise boundary, \(S_1 = b(\tau, S_2, v)\). The two equations in (5.2.19)
are called the smooth pasting conditions which are imposed to eliminate arbitrage opportunities that may arise. In choosing boundary conditions in the limit as \( v \to 0 \), we use extrapolation techniques. It has been shown in Chiarella et al. (2009) that such extrapolation methods help in stabilising the numerical techniques for solving PDEs like (5.2.14). Also since the payoff function is independent of \( v \), it is straightforward to impose the condition that

\[
\lim_{S_1 \to b(\tau, S_2, v)} \frac{\partial C}{\partial v} = 0. \tag{5.2.20}
\]

This condition together with the two equations in (5.2.19) guarantee continuity of the pricing function at the early exercise boundary which is vital in eliminating certain arbitrage opportunities that may arise. The option price, free boundary and hedge ratios at \( v = 0 \) are found extrapolation techniques when numerically implementing problem.

Figure 5.1 shows the graphical representation of the early exercise boundary of the American spread call option at a given level of variance. As illustrated on this graph, the early exercise boundary will always be above the strike, \( X \) which resembles the minimum amount the holder should pay in order to exercise the option.

We have managed to derive the pricing PDE of the American spread call option. A variety of approaches have been applied to solve American option problems written on a single underlying asset as discussed in Chapter 1. However, with the increased number of dimensions as in the PDE (5.2.14), not all of these methods can easily be generalised to handle this particular situation. Even if it may happen that the corresponding integral representation of the solution to equation (5.2.14) is found, it will still be hard to handle the three-dimensional integral equation for the early exercise surface, \( b(\tau, S_2, v) \). As in Chapters 2 and 3 it maybe possible to find suitable approximations of such a surface, but it will first be necessary to investigate the behavior of it with respect to the three variables, \( \tau, S_2 \) and \( v \). Here we bypass this complexity and directly
apply the method of lines algorithm to the PDE (5.2.14) which seems not to be greatly affected by the increasing number of dimensions. We provide details of this procedure in the next section.

5.3. Numerical Solution Algorithm

The method of lines approach is a technique of transforming a multi-dimensional PDE to a corresponding system of one-dimensional ODEs whose solution can then be readily found by using a variety of numerical methods. The method of lines techniques have found greater application in the pricing of American options. Meyer and van der Hoek (1997) consider the valuation of the standard American put option when the underlying asset is being driven by the geometric Brownian motion process. Extension to the jump diffusion setting has been handled in Meyer (1998). Chiarella et al. (2009) consider the evaluation of the American call option when the underlying asset evolve under the influence of both jumps and stochastic volatility. In all these cited papers, the method of lines approach proves to be computationally efficient in terms of speed and accuracy.
One major advantage of this approach is that the option price, delta, gamma and the early exercise boundary are all found simultaneously as part of the solution procedure at no additional computation cost. This is an advantage since practitioners are more interested in calculating hedge ratios.

As an initial step, we discretise the partial derivative terms with respect to $S_2$, $v$ and $\tau$, and retain continuity in the $S_1$ direction. In discretising $S_2$, we set $S_{2,m} = m\Delta S_2$, for $m = 0,1, \ldots, M$. The variance domain is discretised such that, $v_n = n\Delta v$ for $n = 0,1, \ldots, N$ while the time interval is partitioned into $K$ equally spaced sub-intervals by letting $\tau_k = k\Delta \tau$ for $k = 0,1, \ldots, K$. At any given time step, the option price can then be represented as, $C(\tau_k, S_1, S_{2,m}, v_n) \equiv C_{m,n}^k(S_1)$. With this discretisation, the delta of the American spread call option with respect to $S_1$ is here represented as

$$V(\tau_k, S_1, S_{2,m}, v_n) = \frac{\partial C_{m,n}^k(S_1)}{\partial S_1} \equiv V_{m,n}^k(S_1). \quad (5.3.1)$$

We now present finite difference approximations for the derivatives with respect to $S_2$ and $v$. We use central difference approximations for the second order terms such that

$$\frac{\partial^2 C}{\partial S_2^2} = \frac{C_{m+1,n}^k - 2C_{m,n}^k + C_{m-1,n}^k}{(\Delta S_2)^2}, \quad \text{and} \quad \frac{\partial^2 C}{\partial v^2} = \frac{C_{m,n+1}^k - 2C_{m,n}^k + C_{m,n-1}^k}{(\Delta v)^2}. \quad (5.3.2)$$

We also use central difference approximation for the mixed partial derivative terms such that

$$\frac{\partial^2 C}{\partial S_1 \partial S_2} = \frac{V_{m+1,n}^k - V_{m-1,n}^k}{2\Delta S_2}, \quad \text{and} \quad \frac{\partial^2 C}{\partial S_1 \partial v} = \frac{V_{m,n+1}^k - V_{m,n-1}^k}{2\Delta v}. \quad (5.3.3)$$

We use upwinding\footnote{An upwind finite-difference scheme attempts to discretise a partial differential equation by using differencing biased in the direction determined by the sign of the associated coefficients of the partial derivatives.} finite difference approximation schemes in the discretisation of the first-order derivative terms with respect to $S_2$ and $v$ such that
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\[
\frac{\partial C}{\partial S_2} = \begin{cases} 
\frac{C_{m+1,n}^k - C_{m,n}^k}{\Delta S_2} & \text{if } r - q_2 > 0 \\
\frac{C_{m,n}^k - C_{m-1,n}^k}{\Delta S_2} & \text{if } r - q_2 \leq 0, 
\end{cases} 
\quad (5.3.4)
\]

and

\[
\frac{\partial C}{\partial v} = \begin{cases} 
\frac{C_{m,n+1}^k - C_{m,n}^k}{\Delta v} & \text{if } v \leq \frac{\alpha}{\beta} \\
\frac{C_{m,n}^k - C_{m,n-1}^k}{\Delta v} & \text{if } v > \frac{\alpha}{\beta}, 
\end{cases} 
\quad (5.3.5)
\]

where, \(\alpha\) and \(\beta\) are given in equation (5.2.13). Since the second order derivative terms vanish as either \(S_2 \to 0\) or \(v \to 0\), the upwinding schemes help in stabilising the finite difference schemes with respect to both \(S_2\) and \(v\).

The cross derivative term with respect to \(S_2\) and \(v\) is discretised as

\[
\frac{\partial^2 C}{\partial S_2 \partial v} = \frac{C_{m+1,n+1}^k - C_{m-1,n+1}^k - C_{m+1,n-1}^k + C_{m-1,n-1}^k}{4\Delta S_2 \Delta v}. 
\quad (5.3.6)
\]

For the discretisation with respect to time, we use a first-order backward finite difference scheme for the first two time steps so that

\[
\frac{\partial C}{\partial \tau} = \frac{C_{m,n}^k - C_{m,n}^{k-1}}{\Delta \tau}. 
\quad (5.3.7)
\]

Equation (5.3.7) is only first-order accurate with respect to time, however, Meyer and van der Hoek (1997) show that the accuracy can be enhanced by considering a second-order approximation scheme. From the third time step onwards, this is achieved by using the scheme

\[
\frac{\partial C}{\partial \tau} = \frac{3}{2} \frac{C_{m,n}^k - C_{m,n}^{k-1}}{\Delta \tau} - \frac{1}{2} \frac{C_{m,n}^{k-1} - C_{m,n}^{k-2}}{\Delta \tau}. 
\quad (5.3.8)
\]

We substitute the finite difference approximations in equations (5.3.1)-(5.3.8) into the PDE (5.2.14) and obtain the corresponding system of ODEs for the option delta, \(V_{m,n}^k\) for \(k = 0, 1, \cdots, K\), \(m = 0, 1, \cdots, M\) and \(n = 0, 1, \cdots, N\). For the first two time steps,
the PDE is transformed to

\[
\frac{1}{2}\sigma_1^2 v_n \sigma_1^2 \frac{d^2 C_{m,n}}{dS_1^2} + (r - q_1) S_1 V_m^{n} + (r - q_2) S_2^{m} \frac{C_{m+1,n} - C_{m-1,n}}{\Delta S_2} + \frac{\alpha - \beta v_n}{2} \frac{C_{m,n+1} - C_{m,n-1}}{\Delta v} \]

\[
+ \left| \alpha - \beta v_n \right| \frac{C_{m,n+1} - 2C_{m,n} + C_{m,n-1}}{\Delta v} + \frac{1}{2} \sigma_1^2 v_n \frac{C_{m,n+1} - 2C_{m,n} + C_{m,n-1}}{(\Delta v)^2} \]

\[
+ |r - q_2| S_{2,m} \frac{C_{m+1,n} - 2C_{m,n} + C_{m-1,n}}{\Delta S_2} + \rho_{12} \sigma_1 \sigma_2 v_n S_1 S_{2,m} \frac{V_{m+1,n} - V_{m-1,n}}{2\Delta S_2} \]

\[
+ \rho_{23} \sigma_2 v_n S_{2,m} \frac{C_{m+1,n+1} - C_{m-1,n+1} - C_{m+1,n-1} + C_{m-1,n-1}}{4\Delta S_2 \Delta v} \]

\[
+ \rho_{13} \sigma_1 v_n S_1 \frac{V_{m+1,n} - V_{m-1,n}}{2\Delta S_2} + \frac{1}{2} \sigma_1^2 v_n^2 \frac{C_{m+1,n} - 2C_{m,n} + C_{m-1,n}}{(\Delta S_2)^2} \]

\[-r C_{m,n} - \frac{C_{m,n} - C_{m-1,n}^{-1}}{\Delta \tau} = 0. \quad (5.3.9)\]

The ODE for all subsequent time steps can be shown to be

\[
\frac{1}{2}\sigma_1^2 v_n \sigma_1^2 \frac{d^2 C_{m,n}}{dS_1^2} + (r - q_1) S_1 V_m^{n} + (r - q_2) S_2^{m} \frac{C_{m+1,n} - C_{m-1,n}}{\Delta S_2} + \frac{\alpha - \beta v_n}{2} \frac{C_{m,n+1} - C_{m,n-1}}{\Delta v} \]

\[
+ \left| \alpha - \beta v_n \right| \frac{C_{m,n+1} - 2C_{m,n} + C_{m,n-1}}{\Delta v} + \frac{1}{2} \sigma_1^2 v_n \frac{C_{m,n+1} - 2C_{m,n} + C_{m,n-1}}{(\Delta v)^2} \]

\[
+ |r - q_2| S_{2,m} \frac{C_{m+1,n} - 2C_{m,n} + C_{m-1,n}}{\Delta S_2} + \rho_{12} \sigma_1 \sigma_2 v_n S_1 S_{2,m} \frac{V_{m+1,n} - V_{m-1,n}}{2\Delta S_2} \]

\[
+ \rho_{23} \sigma_2 v_n S_{2,m} \frac{C_{m+1,n+1} - C_{m-1,n+1} - C_{m+1,n-1} + C_{m-1,n-1}}{4\Delta S_2 \Delta v} \]

\[
+ \rho_{13} \sigma_1 v_n S_1 \frac{V_{m+1,n} - V_{m-1,n}}{2\Delta S_2} + \frac{1}{2} \sigma_1^2 v_n^2 \frac{C_{m+1,n} - 2C_{m,n} + C_{m-1,n}}{(\Delta S_2)^2} \]

\[-r C_{m,n} - \frac{3 C_{m,n} - C_{m-1,n}^{-1}}{2 \Delta \tau} - \frac{1}{2} \frac{C_{m,n} - C_{m-1,n}^{-2}}{\Delta \tau} = 0. \quad (5.3.10)\]

Having derived equations (5.3.9) and (5.3.10) the next step is to impose boundary conditions at \(v_0, v_N, S_{2,0}\) and \(S_{2,M}\). Chiarella et al. (2009) fit a quadratic polynomial through \(v_1, v_2\) and \(v_2\) to approximate the option price at \(v_0\). For large values of \(v\), the rate of change of the option price with respect to the variance process diminishes

\[\text{Here the modulus sign on } |r - q_2| \text{ and } |\alpha - \beta v_n| \text{ takes care of the upwind conditions we introduced in equations (5.3.4) and (5.3.5) respectively.}\]

leading to the condition that $\partial C/\partial v = 0$ along the line $v_N$. We will adopt the same approach when handling the variance boundary conditions.

From the PDE (5.2.14), we note that when $S_2 = 0$, the PDE reduces to that of the American call option pricing PDE for a contract written on a single underlying asset whose dynamics evolve under the influence of a stochastic variance process as considered in Adolfsson et al. (2009). The corresponding valuation procedure will be similar to the algorithm of Chiarella et al. (2009), but without incorporating jumps on the underlying process. Along the line $S_2 = S_{2,M}$, option prices are found by cubic spline interpolation approximation. After taking boundary conditions into consideration we must solve the $[M - 1] \times [N - 1]$ matrix of ODEs at each time step, $\tau_k$. This process is accomplished in two steps. The first step involves re-writing the second order ODEs in equations (5.3.9) and (5.3.10) as a system of first order ODEs in the form

$$\frac{dC_{m,n}^k}{dS_1} = V_{m,n}^k, \tag{5.3.11}$$

$$\frac{dV_{m,n}^k}{dS_1} = A_{m,n}(S_1)C_{m,n}^k + B_{m,n}(S_1)V_{m,n}^k + P_{m,n}(S_1). \tag{5.3.12}$$
When a second-order finite difference scheme is applied with respect to time it can be shown that

\[ A_{m,n}(S_1) = \frac{2}{\sigma_1^2 S_1^2} \left[ \frac{\alpha - \beta v_n}{\Delta v} + \frac{\sigma^2 v_n}{(\Delta v)^2} + 2[r - q_2] \frac{S_{2,m}}{\Delta S_2} + \frac{\sigma^2}{(\Delta S_2)^2} v_n S_{2,m}^2 + r + \frac{3}{2\Delta \tau} \right], \]  
(5.3.13)

\[ B_{m,n}(S_1) = \frac{-2(r - q_1)}{\sigma_1^2 S_1}, \]  
(5.3.14)

and

\[ P_{n,n}^{k}(S_1) = \frac{-2}{\sigma_1^2 S_1^2} \left[ (r - q_2) S_{2,m} \frac{C_{m+1,n}^k - C_{m-1,n}^k}{\Delta S_2} + \frac{\alpha - \beta v_n}{2} \frac{C_{m,n+1}^k - C_{m,n-1}^k}{\Delta S_2} \right. \]
\[ + \left. \frac{\sigma^2 v_n}{(\Delta v)^2} \frac{C_{m,n+1}^k + C_{m,n-1}^k}{\Delta v} \right] + \frac{(r - q_2) S_{2,m}}{2\Delta S_2} \frac{C_{m,n+1}^k - C_{m,n-1}^k}{\Delta v} \]
\[ + \rho_{12} \sigma_1 \sigma_2 v_n S_{1} S_{2,m} \frac{V_{m+1,n}^k - V_{m-1,n}^k}{2\Delta S_2} \]
\[ + \rho_{23} \sigma_2 v_n S_{2,m} \frac{C_{m+1,n+1}^k - C_{m-1,n-1}^k - C_{m+1,n-1}^k + C_{m-1,n-1}^k}{4\Delta S_2 \Delta v} \]
\[ + \rho_{13} \sigma_1 v_n S_{1} \frac{V_{m,n+1}^k - V_{m,n-1}^k}{2\Delta v} + \frac{\sigma^2 v_n}{(\Delta v)^2} \frac{C_{m,n+1}^k + C_{m,n-1}^k}{(\Delta S_2)^2} \]
\[ - r C_{m,n}^k + \frac{3}{2\Delta \tau} \frac{C_{m,n-1}^k - C_{m,n-2}^k}{2\Delta \tau} \right]. \]  
(5.3.15)

The coefficients \( A_{m,n}(S_1), B_{m,n}(S_1) \) and \( P_{m,n}^{k}(S_1) \) contain the points involved in determining \( C_{m,n}^k \) at each grid point in Figure 5.2. This figure shows that to obtain the price at node \((\tau_k, S_{2,m}, v_n)\), we need option prices at ten surrounding nodes.

The second step involves applying the Riccati transformation to equations (5.3.11) and (5.3.12). By using similar arguments as in Meyer and van der Hoek (1997) and Chiarella et al. (2009), the solution of the system (5.3.11)-(5.3.12) can be represented by the Riccati transformation

\[ C_{m,n}^k(S_1) = R_{m,n}(S_1) V_{m,n}^{k}(S_1) + W_{m,n}(S_1), \]  
(5.3.16)
where \( R_{m,n}(S_1) \) and \( W^{k}_{m,n}(S_1) \) are solutions of the initial value problems

\[
\frac{dR_{m,n}}{dS_1} = 1 - B_{m,n}(S_1)R_{m,n}(S_1) - A_{m,n}(S_1)(R_{m,n}(S_1))^2, \quad R_{m,n}(0) = 0, \quad (5.3.17)
\]

\[
\frac{dW^{k}_{m,n}}{dS_1} = -A_{m,n}(S_1)R_{m,n}(S_1)W^{k}_{m,n}(S_1) - R_{m,n}(S_1)P^{k}_{m,n}(S_1), \quad W^{k}_{m,n}(0) = 0. \quad (5.3.18)
\]

The option delta, \( V^{k}_{m,n}(S_1) \) solves the ordinary differential equation

\[
\frac{dV^{k}_{m,n}}{dS_1} = A_{m,n}(S_1)[R_{m,n}(S_1)V^{k}_{m,n} + W^{k}_{m,n}(S_1)] + B_{m,n}(S_1)V^{k}_{m,n} + P^{k}_{m,n}(S_1). \quad (5.3.19)
\]

Equation (5.3.19) is solved subject to the boundary condition

\[
V^{k}_{m,n}(b^{k}_{m,n}) = 1, \quad (5.3.20)
\]

where \( S_1 = b^{k}_{m,n} \) is the early exercise boundary at the grid point \((\tau_k, S_{2,m}, v_n)\). In solving the above system, we first apply the implicit trapezoidal rule\(^6\) to equation (5.3.17) on

\(^6\)Full details on how to implement the implicit trapezoidal rule have been documented in Meyer (2010).
a non-uniform grid for the $S_1$ domain from $S_1 = S_{1,\text{min}}$ to $S_1 = S_{1,\text{max}}$ where $S_{1,\text{min}}$ is chosen to be very small and $S_{1,\text{max}}$ is large enough to cover the early exercise boundary. The non-uniform grid is partitioned such that $S_{1,\text{min}} < \cdots < S_{1,\text{max}}$. Meyer and van der Hoek (1997) take $S_{1,\text{max}}$ to be three times the strike price. In our case since we are dealing with the spread call option case, the early exercise boundary is also a function of $S_{2,m}$ so we will take $S_{1,\text{max}}$ to be at least $3X + S_{2,M}$, where $S_{2,M}$ is the maximum price level of second underlying asset. Once equation (5.3.17) is solved, we store the results offline as this is independent of time. Having determined $R_{m,n}(S_1)$, we proceed to solve equation (5.3.18) for increasing $S_1$ from $S_{1,\text{min}}$ to $S_{1,\text{max}}$ again using the implicit trapezoidal rule. This step requires the previously calculated values of $R_{m,n}(S_1)$. Once $R_{m,n}(S_1)$ and $W_{m,n}^k(S_1)$ have been found, it then follows from (5.3.16) and the condition (5.3.20) that the early exercise boundary satisfies

$$b_{m,n}^k - m\Delta S_2 - K = R_{m,n}(b_{m,n}^k) \cdot 1 + W_{m,n}^k(b_{m,n}^k). \tag{5.3.21}$$

As equation (5.3.21) is implicit in $b_{m,n}^k$, we need to employ root-finding algorithms to find the early exercise boundary at each grid point, $(\tau_k, S_{2,m}, v_n)$. Once the early exercise boundary has been determined, we then solve equation (5.3.19) by sweeping backwards from $S_1 = b_{m,n}^k$ down to the initial value, $S_{1,\text{min}}$. Having solved equations (5.3.17)-(5.3.19) for $R_{m,n}(S_1)$, $W_{m,n}^k(S_1)$ and $V_{m,n}^k(S_1)$ at each grid point $(\tau_k, S_{2,m}, v_n)$, we can then substitute the resulting solutions into equation (5.3.16) to obtain the corresponding option price, $C_{m,n}^k(S_1)$.

Figure 5.3 shows how the algorithm evolves by sweeping along the $\tau - S_2$ plane. The same sweeping process holds for the $\tau - v$ plane.
5.4. NUMERICAL RESULTS

Having outlined the numerical implementation of the method of lines in Section 5.3, we now present the numerical results from implementation of the algorithm. Since existing literature does not offer any numerical method for the problem at hand, we make price comparisons with the Monte Carlo algorithm of Ibáñez and Zapatero (2004). Details on how to implement the Monte Carlo algorithm have been presented in Chapter 2 when we considered the American spread option under geometric Brownian motion. The only difference is that we are now faced with simulating three stochastic processes and the resulting early exercise boundary is three-dimensional unlike the two-dimensional one considered in Chapter 2. The set of parameters used for most of the numerical experiments in this section are provided in Table 5.1. We select these parameters to best illustrate the impact of stochastic volatility on the price, free surface and the delta of the American spread option. In exploring the impact of stochastic volatility, we make
comparisons with those from the geometric Brownian motion framework considered in Chapter 2.

We consider a six month maturity American spread call option. For the method of lines algorithm we have used $K = 100$ time steps, $M = 100-S_2$ points with $S_{2,M} = 200$ and $N = 50$ variance steps. We have taken the maximum variance to be $v_N = 50\%$ and $S_{1,\text{max}} = 500$. A non-uniform grid has been applied in the $S_1$ direction to avoid oscillations of the numerical solution with the corresponding grid points being equal to $1438$. These points are distributed such that there are $40$ points in the interval $0 \leq S_1 \leq 1$, $198$ points in the interval $1 < S_1 \leq 100$ and $1200$ points in the interval $100 < S_1 \leq 500$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T$</td>
<td>0.5</td>
<td>$\theta$</td>
<td>0.04</td>
</tr>
<tr>
<td>$r$</td>
<td>0.03</td>
<td>$\kappa_v$</td>
<td>2</td>
</tr>
<tr>
<td>$q_1$</td>
<td>0.06</td>
<td>$\sigma_v$</td>
<td>0.1</td>
</tr>
<tr>
<td>$q_2$</td>
<td>0.02</td>
<td>$\lambda$</td>
<td>0</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>1.25</td>
<td>$\rho_{13}$</td>
<td>0.5</td>
</tr>
<tr>
<td>$\sigma_2$</td>
<td>1.5</td>
<td>$\rho_{23}$</td>
<td>-0.5</td>
</tr>
<tr>
<td>$\rho_{12}$</td>
<td>0.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X$</td>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5.1. Parameters used in the calculation of the American spread option prices, free surfaces and deltas.

We start by presenting the early exercise surfaces of the American spread call option generated by the method of lines algorithm outlined in Section 5.3 with the parameters provided in Table 5.1. Figure 5.4 shows the free surface obtained at a fixed variance level. We note that for a given variance level, the early exercise surface of the form typical for American spread options under geometric Brownian motion (GBM) is generated. As expected, this surface is an increasing function of both $S_2$ and time-to-maturity. We also present the early exercise surface generated at a fixed $S_2$-level in Figure 5.5. We note that for a given level of $S_2$ the early exercise surface is also an increasing function of $v$ and this is of the form typical for American options written on a single underlying asset whose dynamics evolve according to the Heston (1993) model.
as presented in Chiarella et al. (2009). Similar results have been obtained in Chapter 3 when we considered a contract whose underlying asset evolves under the influence of two stochastic variance processes.

![Early Exercise Boundary when $v = 10\%$](image)

**Figure 5.4.** Early exercise surface of the American spread option when $v = 10\%$. All other parameters are given in Table 5.1.

To see the impact of stochastic volatility on the early exercise surface, we fix both $S_2$ and $v$ and make comparisons with GBM results. In making such comparisons, we match the GBM volatilities by fixing the variance at its long run mean level so that

$$
\sigma_{1,GBM} = \sigma_1 \sqrt{\theta} \quad \text{and} \quad \sigma_{2,GBM} = \sigma_2 \sqrt{\theta},
$$

(5.4.1)

where $\sigma_{1,GBM}$ and $\sigma_{2,GBM}$ are the constant volatilities of $S_1$ and $S_2$ respectively. Figure 5.6 shows the respective early exercise boundaries when $S_2 = 100$ and $v = 10\%$. Given the parameters in Table 5.1 we note that the early exercise boundaries for the stochastic variance case are higher than that of GBM. Similar results have been observed in Chiarella et al. (2009) when considering positive correlation between the Wiener processes of a single underlying asset and that of the instantaneous variance process.
The only difference is that here we are now considering a three factor model with three correlation terms. Also Chiarella et al. (2009) considered an American call option contract written on a single underlying asset, whilst we are here considering the American spread option.

Having presented the early exercise surfaces, we now turn to the presentation of the corresponding option prices for the American spread call. A sample price surface for fixed $v$ is provided in Figure 5.7. This surface is of the form typical for spread call options under the Black and Scholes (1973) framework as demonstrated in Chapter 2. To assess the effectiveness of our approach we compare option prices with those generated by the Monte Carlo (MC) algorithm of Ibáñez and Zapatero (2004) at the 95% confidence level in Table 5.2. We have used 100,000 simulations for the MC method with 20 time steps in implementing the MC algorithm. Increasing the number of simulations improves the accuracy at the cost of computational speed. The bracketed numbers in this table are the standard errors of the calculated option prices. We
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Figure 5.6. The early exercise boundaries of the American spread option when \( v = 10\% \), \( S_2 = 50 \), \( \sigma_{1,GBM} = 25\% \) and \( \sigma_{2,GBM} = 30\% \). All other stochastic variance parameters are as presented in Table 5.1.

Note that the two approaches generate option prices that are comparable in terms of accuracy. In terms of computational speed, it takes only 120 seconds to generate the option prices, free-boundaries and the hedge ratios using the MOL approach with parameters provided in Table 5.1 as compared to \( 3.1164 \times 10^4 \) seconds elapsed by the Monte Carlo algorithm to generate option prices presented in Table 5.2.

We now explore the impact of stochastic volatility on option prices by making comparisons with results from the geometric Brownian motion (GBM) model. A range of American spread call option prices are reported in Tables 5.3-5.5 for different levels of \( S_1 \) and \( S_2 \). In these tables we report option prices when \( S_1 = 50, 100, 150, \cdots, 400 \). GBM prices are presented on the second column of each table followed by prices from the stochastic variance model when \( v = 10\%, 20\%, 30\% \) and \( 40\% \) respectively. We note a gradual increase in option prices as the instantaneous variance level is increased.

We have also included Figures 5.8-5.10 so as to illustrate the behaviour of option prices when volatility is allowed to vary stochastically. In these graphs, we calculate price differences by subtracting option prices generated by the stochastic volatility model from those generated by the GBM model. We make comparisons when all correlations
have the same sign; for instance positive correlation implies that option prices from the stochastic volatility model when $\rho_{12} = 0.5$, $\rho_{13} = 0.5$ and $\rho_{23} = 0.5$ are being subtracted from the GBM prices when the correlation between the two underlying assets is 0.5. From Figures 5.8 and 5.9 we note that GBM prices for near in-and out-of-the-money options are always lower than corresponding prices from the stochastic volatility model. As the level of $S_2$ increases to 150, the behaviour of option prices vary as shown in Figure 5.10 where we note instances when GBM prices are greater than corresponding prices from the stochastic volatility model when correlation is positive. A change in behaviour of option price differences is also noted for negative and zero correlations though option prices from the stochastic volatility model are always greater than GBM prices.

![Price Surface of American Spread Call](image)

**Figure 5.7.** Price surface of the American spread option when $v$ is fixed.

To complete the analysis we assess the impact of stochastic volatility on the delta profile of the American spread call option. A sample delta surface when $v = 10\%$ is shown in Figure 5.11 which is also of the form typical for American spread options.
Table 5.2. Price comparisons between the method of lines algorithm and Monte Carlo results. The numbers in the brackets represent standard errors for the Monte Carlo approach at the 95% confidence interval. We have used the following parameters; $\rho_{12} = 0.5$, $\rho_{13} = 0.5$ and $\rho_{23} = -0.5$ with all other parameters as presented in Table 5.1.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>MOL</th>
<th>Monte Carlo Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0.000001</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>0.2253</td>
<td>0.2997(0.0168)</td>
</tr>
<tr>
<td>150</td>
<td>11.2652</td>
<td>11.2471(0.093)</td>
</tr>
<tr>
<td>200</td>
<td>50.1399</td>
<td>50.0689 (0.0000)</td>
</tr>
<tr>
<td>250</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>300</td>
<td>150</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 5.3. Price comparisons of the American spread call option when $S_2 = 50$, $\rho_{12} = 0.5$, $\rho_{13} = 0$ and $\rho_{23} = 0$ with all other parameters as presented in Table 5.1. We have taken GBM constant volatilities to be $\sigma_{1,GBM} = 25\%$ and $\sigma_{2,GBM} = 30\%$.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>GBM</th>
<th>Stochastic Vol Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v = 10%$</td>
<td>$v = 20%$</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>0.0171</td>
<td>0.1939</td>
</tr>
<tr>
<td>150</td>
<td>8.1052</td>
<td>11.2371</td>
</tr>
<tr>
<td>200</td>
<td>50</td>
<td>50.1917</td>
</tr>
<tr>
<td>250</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>300</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>350</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>400</td>
<td>250</td>
<td>250</td>
</tr>
</tbody>
</table>

Table 5.4. Price comparisons of the American spread call option when $S_2 = 100$, $\rho_{12} = 0.5$, $\rho_{13} = 0$ and $\rho_{23} = 0$ with all other parameters as presented in Table 5.1. We have taken GBM constant volatilities to be $\sigma_{1,GBM} = 25\%$ and $\sigma_{2,GBM} = 30\%$.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>GBM</th>
<th>Stochastic Vol Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$v = 10%$</td>
<td>$v = 20%$</td>
</tr>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>0.000009</td>
<td>0.000368</td>
</tr>
<tr>
<td>150</td>
<td>0.2370</td>
<td>0.5630</td>
</tr>
<tr>
<td>200</td>
<td>10.7570</td>
<td>12.8237</td>
</tr>
<tr>
<td>250</td>
<td>50</td>
<td>50.5650</td>
</tr>
<tr>
<td>300</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>350</td>
<td>150</td>
<td>150</td>
</tr>
<tr>
<td>400</td>
<td>200</td>
<td>200</td>
</tr>
</tbody>
</table>
### Table 5.5.
Price comparisons of the American spread call option when $S_2 = 150$, $\rho_{12} = 0.5$, $\rho_{13} = 0$ and $\rho_{23} = 0$ with all other parameters as presented in Table 5.1. We have taken GBM constant volatilities to be $\sigma_{1,GBM} = 25\%$ and $\sigma_{2,GBM} = 30\%$.

<table>
<thead>
<tr>
<th>$S_1$</th>
<th>GBM $v = 10%$</th>
<th>GBM $v = 20%$</th>
<th>GBM $v = 30%$</th>
<th>GBM $v = 40%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0.000004</td>
<td>0.000021</td>
</tr>
<tr>
<td>150</td>
<td>0.0032</td>
<td>0.0034</td>
<td>0.0155</td>
<td>0.0285</td>
</tr>
<tr>
<td>200</td>
<td>0.9802</td>
<td>0.8556</td>
<td>1.4073</td>
<td>1.7103</td>
</tr>
<tr>
<td>300</td>
<td>50.4489</td>
<td>50.8026</td>
<td>51.8334</td>
<td>52.3819</td>
</tr>
<tr>
<td>350</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100.0214</td>
</tr>
<tr>
<td>400</td>
<td>150</td>
<td>150</td>
<td>150</td>
<td>150</td>
</tr>
</tbody>
</table>

under GBM. In Figure 5.12 we provide delta profiles as generated from GBM and the stochastic volatility model. We note that delta is very sensitive to the introduction of stochastic volatility. To elaborate on the extent of the impact we show in Figure 5.13 the absolute differences of the delta from the GBM minus that of the stochastic volatility model when $v = 10\%$. Various comparisons can be made for different levels of variance and $S_2$. 
5.4. NUMERICAL RESULTS

Figure 5.8. Option prices from GBM minus option prices from the stochastic volatility model for different correlation coefficients when \( S_2 = 50, \nu = 10\%, \sigma_{1,GBM} = 25\% \) and \( \sigma_{2,GBM} = 30\% \) with all other parameters as given in Table 5.1.

Figure 5.9. Option prices from GBM minus option prices from the stochastic volatility model for different correlation coefficients when \( S_2 = 100, \nu = 10\%, \sigma_{1,GBM} = 25\% \) and \( \sigma_{2,GBM} = 30\% \) with all other parameters as given in Table 5.1.
Figure 5.10. Option prices from GBM minus option prices from the stochastic volatility model for different correlation coefficients when $S_2 = 150$, $v = 10\%$, $\sigma_{1,GBM} = 25\%$ and $\sigma_{2,GBM} = 30\%$ with all other parameters as given in Table 5.1.

Figure 5.11. Delta surface of the American spread option when $v$ is fixed with all other parameters as given in Table 5.1.
5.4. NUMERICAL RESULTS

Figure 5.12. Exploring the effects of stochastic volatility on the Delta of the American spread call option when $\sigma_{1,GBM} = 25\%$, $\sigma_{2,GBM} = 30\%$, $\rho_{12} = 0.5$, $\rho_{13} = 0.5$ and $\rho_{23} = -0.5$ with all other parameters as given in Table 5.1.

Figure 5.13. Spread option Deltas from geometric Brownian motion minus Spread option Deltas from the stochastic volatility model. Here, $\sigma_{1,GBM} = 25\%$, $\sigma_{2,GBM} = 30\%$, $\rho_{12} = 0.5$, $\rho_{13} = 0.5$ and $\rho_{23} = -0.5$ with all other parameters as given in Table 5.1.
5.5. Conclusion

In this chapter we have presented the method of lines algorithm for solving the pricing partial differential equation (PDE) for the American spread call option written on two underlying assets whose dynamics evolve under the influence of a single stochastic variance process. A systematic approach for solving the PDE has been outlined by extending the work of Meyer and van der Hoek (1997) to the multi-dimensional setting. Due to the four dimensional nature of the pricing PDE, we have discretised three state variables and allowed continuity with respect to one underlying state variable resulting in a system of ordinary differential equations (ODEs) in terms of one of the spatial variables. Upwinding finite difference schemes have been incorporated to stabilise the numerical scheme. Such schemes have been successfully applied in Chiarella et al. (2009) along the variance domain when pricing an American call option written on a single underlying asset under stochastic volatility and jumps.

By first applying a Riccati transformation to the ODE system, a systematic approach for solving the resulting one-dimensional ODEs has been presented by using the implicit trapezoidal rule. As is common when solving American option problems, the value matching condition has been used to obtain the early exercise boundaries.

The computational speed and accuracy of the algorithm has been assessed by making numerical comparisons with results generated from the Monte Carlo approach of Ibáñez and Zapatero (2004). We have inferred the impact of stochastic volatility on option prices, free boundaries and deltas by making parallels with geometric Brownian motion results; the algorithm for which has been presented in Chapter 2. Efficient plots and tabular results have been presented to emphasize the impact of stochastic volatility. From these results we have generally noted that by introducing stochastic volatility option prices tend to change in line with the magnitude of the variance level.
CHAPTER 6

Conclusions

6.1. Thesis Summary

American option pricing has remained an important problem since the groundbreaking work by Black and Scholes (1973). Whilst much focus has been devoted to pricing contracts written on a single underlying asset, there has been less work on multifactor American option pricing. This is mainly due to challenges associated with handling the associated multi-dimensional early exercise boundaries whose functional forms are not known explicitly. The curse of dimensionality becomes a very influential factor as most of the numerical techniques applied to evaluate American option contracts written on a single underlying asset do not readily generalise to handling multifactor contracts.

This thesis has addressed some of these challenges by exploring methods for evaluating multifactor American option pricing problems under three different frameworks. The first part of the thesis explored how to value American options written on two underlying assets whose dynamics evolve according to geometric Brownian motion processes. We managed to extend in some way the Fourier transform techniques of McKean (1965) and Chiarella and Ziogas (2005) to problems involving two underlying assets. Whilst McKean (1965) used incomplete Fourier transforms in transforming the associated American option pricing partial differential equation (PDE) to the corresponding ordinary differential equation, we have used Jamshidian’s (1992) techniques to transform the PDE to its corresponding inhomogeneous form that is solved on the entire domain, the general solution of which we have presented with the aid of Duhamel’s principle. A bivariate Fourier transform has been applied to the Kolomogorov PDE – a process which led to the explicit solution of the bivariate transition density function.
In the second part we have explored the use of Fourier and Laplace transforms in deriving the integral expression for the price of an American call option written on an underlying asset whose dynamics evolve under the influence of two independent stochastic variance processes. This idea has been generalised to the case when the underlying asset is driven by multifactor stochastic variance processes. The final contribution of the thesis explored application of the method of lines algorithm to the evaluation of an American spread call option whose underlying assets evolve under the influence of a single stochastic variance process.

6.2. Fourier Transform Approach for American Options on Two Assets

In Chapter 2 we have derived the integral representation for the price of an American option contract written on any two underlying assets under the Black and Scholes (1973) framework with the aid of Fourier transform techniques first suggested in McKean (1965). Whilst for most valuation approaches considered in the literature the payoff function needs to be explicitly specified from the beginning, Fourier transform techniques can be used to derive the general pricing function for any continuous payoff structure as presented in Chapter 2. A numerical example of the American spread call option has been provided. As noted from this example, a non-linear Volterra integral equation satisfied by the early exercise boundary has to be solved as part of the solution.

To demonstrate the accuracy and efficiency of our approach, we have compared the numerical results from our numerical integration algorithm with those from three existing methods; these are the method of lines (MOL) approach which we implemented along the lines of Meyer and van der Hoek (1997) and Chiarella et al. (2009); the Fourier space time-stepping (FST) method proposed by Jackson et al. (2008); and the Monte Carlo algorithm of Ibáñez and Zapatero (2004). All four methods provide comparable results in terms of accuracy. Since the FST method does not explicitly
generate the early exercise boundary as part of the solution, we have compared such boundaries from the numerical integration approach with those from the MOL. The two approaches generate early exercise boundaries which are not significantly different from each other. Monte Carlo confidence bounds have been used for price comparisons.

All the considered approaches generate prices which in most of the cases are comparable up to 3 significant figures. Prices and early exercise boundary comparisons have also been explored for varying correlation between the two underlying assets. From these comparisons, we have noted that the early exercise boundary corresponding to negative correlation is higher than that for zero and positive correlation.

We have also assessed time convergence properties among the four methods by taking the FST approach with a sufficient number of discretisation points as the benchmark. We noted the high rate of convergence of the numerical integration technique and the method of lines but unfortunately this is not the case with the Monte Carlo scheme which does not change much as we increase the time discretisation. This may explain the reason why some of the Monte Carlo bounds established do not capture prices generated by the other three approaches. The computational time used by the MOL increases linearly with the increasing number of time discretisations which makes the method a suitable candidate for extension to higher dimensional settings. This has been the major motivation in considering the MOL in Chapter 5. Though the numerical integration method has a higher rate of convergence to the benchmark solution, the computational time required to achieve this accuracy increases exponentially which is a drawback for possible applications to higher dimensional problems. It will however be worth devising higher dimensional numerical integration routines which can be used to generate benchmark solutions for comparisons with other efficient approaches such as the method of lines. To this end, we have concluded Chapter 2 by deriving the integral expression for an American pricing contract written on more than two underlying assets.
6.3. American Option Pricing Under Stochastic Volatility

We have presented an integral expression for the price of an American call option written on an underlying asset whose dynamics evolve under the influence of two stochastic variance processes in Chapter 3. A numerical algorithm for implementing the integral expression for the option price together with the associated implicit non-linear Volterra integral equation satisfied by the early exercise boundary has been outlined.

One of the key concepts in implementing numerical integration routines is the establishment of efficient approaches on how to handle the infinite integral domains associated with transition density functions for the underlying stochastic processes. We have noted that such domains are zero everywhere except near the origins of the state variables thereby giving us flexibility in imposing finite bounds. The establishment of such finite integral bounds increase the efficiency of the numerical algorithm as less quadrature points will be required to achieve a high level of accuracy. Numerical results for option prices and free boundaries have been presented and comparisons made with those generated by the method of lines algorithm. The two approaches generally yield comparable results except for the early exercise boundaries where we note that the one generated by the numerical integration method is slightly lower than that from the method of lines. The difference may be due to discretisation and early exercise boundary approximation errors in the numerical integration approach. However, such differences are not passed on to option prices as in most of the cases prices are comparable up to three significant figures.

As initially noted in Heston (1993), we have also discovered that by incorporating stochastic volatility into the underlying asset dynamics, the Black and Scholes (1973) model overprices in-the-money call option prices when there is positive correlation among the Wiener processes of the underlying stochastic processes while at the same time underpricing out-of-the-money options. The reverse holds for negative correlations among the Wiener processes. We have also analysed the case when one correlation is
positive and the other negative and noted that the resulting prices are not significantly different from those generated by the Black and Scholes (1973) model. Similar results have been drawn for the case when the two correlation terms are zero.

We have also explored the impact of stochastic volatility on the early exercise boundary by making comparisons with geometric Brownian motion (GBM) results. Negative correlations yield free boundaries which are always above GMB boundaries whilst positive correlations yield free boundaries which are always lower than those from GBM. When the correlation terms are zero, no significant differences are noted with respect to GBM. Effects of varying the volatilities of the instantaneous variances have been explored and we have generally noted that an increase in these parameters gives rise to higher price differences when compared with GBM prices.

The integral expression of the American call option has been generalised to the case when the underlying asset dynamics evolve under the influence of multifactor stochastic variance processes in Chapter 4. Lengthy derivations and induction proofs have been used to facilitate the derivations. We did not provide numerical results for the general case but we highlight that in order to successfully implement the resulting integral expression for the option price, the functional form of the free-boundary needs to be known in advance. The multivariate log-linear approximation incorporated in Chapter 3 can be extended but however the computational algorithm will be slow due to many functional evaluations associated with generating the early exercise boundary. While we have presented the American call option case, the approaches presented in Chapters 3 and 4 can be applied to any continuous payoff function such as American put and strangle options.

6.4. Method of Lines Approach for Pricing American Exotic Options

The method of lines (MOL) approach has emerged to be one of the most convenient techniques capable for handling early exercise higher dimensional problems encountered
in option pricing. The time convergence properties of the MOL as the number of dimension increases makes it a better method to consider as compared to other pricing approaches such as Monte Carlo and numerical integration whose computational speeds increase dramatically. In addition to time convergence properties, the MOL approach has the advantage of generating option prices, free-boundaries and the associated hedge ratios at the same time as part of the solution at no additional computational cost. Given such tremendous advantages, we have presented the method of lines algorithm for solving the American spread call option pricing partial differential equation when the dynamics of the two underlying assets evolve under the influence of a single stochastic variance process in Chapter 5.

A consistent way of discretising the state variable domains has been outlined with upwinding finite difference techniques introduced where necessary to stabilise the numerical scheme. We have assessed the accuracy of the MOL by making comparisons with option prices from the Monte Carlo algorithm of Ibáñez and Zapatero (2004) and noted quite comparable results. We explored the impact of stochastic volatility on American spread call option prices by making comparisons with those generated under the Black and Scholes (1973) framework. The general findings have been that near at-the-money option prices from the Black and Scholes (1973) model are always lower than those from the stochastic volatility approach for the set of parameters analysed except in the case when the level of the second underlying asset is higher than the strike price where for positive correlations, prices from the Black and Scholes (1973) are greater for out-of-the-money options and lower for in-the-money options.

Comparisons have also been made of the effects of stochastic volatility on the free boundaries and deltas of the American spread call option. We have noted that deltas of near at- and out-of-the-money option are very sensitive to changes in variance.
6.5. Directions of Future Research

While we have restricted our focus to American call options, the techniques developed in this thesis can be applied to a vast range of continuous payoff functions. The general integral expression for the American option price derived in Chapter 2 is applicable to many payoff functions involving two underlying assets such as options on the maximum or minimum of two assets as presented in Broadie and Detemple (1997). There is however a need for knowledge about the functional forms of the associated multidimensional early exercise boundaries to successfully generate option prices. Once such functional forms are known, early exercise boundary approximation techniques can be incorporated making it possible to develop numerical algorithms for generating option prices.

We have extended the Black and Scholes (1973) framework presented in Chapter 2 to a case when the dynamics of the two underlying assets are driven by a single stochastic variance process of the Heston (1993) type in Chapter 5 and later solved the resulting partial differential equation (PDE) using the method of lines approach. While the method of lines has proven to be efficient in terms of computational speed and accuracy, it is also worthwhile to derive the integral pricing expression for the American spread call option under stochastic volatility by solving the PDE with the aid of Fourier and Laplace transforms. The European option case has been handled in Bakshi and Madan (2000). However, when handling the American option case, knowledge about the functional form of the early exercise boundary is required to successfully solve the problem. The two underlying assets dynamics can also be allowed to evolve under the influence of independent stochastic variance processes and the associated integral option pricing expressions derived with the aid of Fourier and Laplace transforms using the concepts developed in Chapter 4 and the ideas of Bakshi and Madan (2000).

The models developed in Chapters 3 and 4 can also be applied to other payoff functions such as American put and strangle payoffs. The American strangle option under the
Black and Scholes (1973) model has been considered in Chiarella and Ziogas (2005), this model can be generalised to the stochastic volatility case by simply incorporating the corresponding payoff into the general pricing functions we have derived. As we highlighted before the most powerful feature of Fourier and Laplace transform techniques is that they can handle different payoff functions.

With regards to the method of lines approach, many different models can be handled efficiently making it a very useful method when undertaking higher dimensional American option pricing. An important advantage of the method of lines is its ability to generate option prices, early exercise boundaries and the associated hedge ratios as part of the solution at no additional computational cost. Chiarella et al. (2009) have considered an American option written on a single underlying asset whose dynamics evolve under the influence of both stochastic volatility and jump diffusion processes. It is worth to extend their approach to pricing American basket option under both stochastic volatility and jump diffusion processes. The method of lines approach can also be generalised to path dependent payoff functions like the most recent work by Chiarella, Kang and Meyer (2010) who consider the pricing of American barrier options under stochastic stochastic volatility.
Bibliography


