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Abstract 

Cost-sensitive learning is one of the active research topics in data mining and machine 

learning, designed for dealing with the non-uniform cost of misclassification errors.  In 

the last ten to fifteen years, diverse learning methods and techniques were proposed to 

minimize the total cost of misclassification, test and other types. This thesis studies the 

up-to-date prevailing cost-sensitive learning methods and techniques, and proposes 

some new and efficient cost-sensitive learning methods and techniques in the following 

three areas: 

First, we focus on the data over-fitting issue. In an applied context of cost-sensitive 

learning, many existing data mining algorithms can generate good results on training 

data but normally do not produce an optimal model when applied to unseen data in real 

world applications. We deal with this issue by developing three simple and efficient 

strategies - feature selection, smoothing and threshold pruning to overcome data over-

fitting in cost-sensitive learning. This work sets up a solid foundation for our further 

research and analysis in this thesis in the other areas of cost-sensitive learning. 

Second, we design and develop an innovative and practical objective-resource cost-

sensitive learning framework for addressing a real world issue where multiple cost units 

are involved. A lazy cost-sensitive decision tree is built to minimize the objective cost 

subjecting to given budgets of other resource costs. 

Finally, we study semi-supervised learning approach in the context of cost-sensitive 

learning. Two new classification algorithms are proposed to learn cost-sensitive 

classifier from training datasets with a small amount of labelled data and plenty 

unlabelled data. We also analyse the impact of the different input parameters to the 

performance of our new algorithms. 
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