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Abstract

Active learning (AL) aims to construct an accurate classier with the minimum

labeling cost by actively selecting a few number of most informative instances for

labeling. AL traditionally relies on some instance-based utility measures to as-

sess individual instances and label the ones with the maximum values for training.

However, such approaches cannot produce good labeling subsets. Because instances

exist some explicit / implicit relations between each other, instance-based utility

measure evaluates instance informativeness independently without considering their

interactions. Accordingly, this thesis explores instance correlation in AL and uti-

lizes it to make AL’s more accurate and applicable. To be specic, our objective is

to explore instance correlation from dierent views and utilize them for three dier-

ent tasks, including (1) reduce redundancy for optimal subset selection, (2) reduce

labeling cost with a nonexpert labeler and (3) discover class spaces for dynamic

data.

First of all, the thesis introduces existing works on active learning from an

instance-correlation perspective. Then it summarizes their technical strengths/

weaknesses, followed by runtime and label complexity analysis, discussion about

emerging active learning applications and instance-selection challenges therein.

Secondly, we propose three AL paradigms by integrating dierent instance cor-

relations into three major issues of AL, respectively. 1) The rst method is an

optimal instance subset selection method (ALOSS), where an expert is employed

to provide accurate class labels for the queried data. Due to instance-based utility

measures assess individual instances and label the ones with the maximum values,

this may result in the redundancy issue in the selected subset. To address this

issue, ALOSS simultaneously considers the importance of individual instances and

ix



the disparity between instances for subset selection. 2) The second method intro-

duces pairwise label homogeneity in AL setting, in which a non-expert labeler is

only asked “whether a pair of instances belong to the same class ”. We explore label

homogeneity information by using a non-expert labeler, aiming to further reducing

the labeling cost of AL. 3) The last active learning method also utilizes pairwise

label homogeneity for active class discovery and exploration in dynamic data, where

some new classes may rapidly emerge and evolve, thereby making the labeler inca-

pable of labeling the instances due to limited knowledge. Accordingly, we utilize

pairwise label homogeneity information to uncover the hidden class spaces and nd

new classes timely. Empirical studies show that the proposed methods signicantly

outperform the state-of-the-art AL methods.
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Chapter 1

Introduction

1.1 Motivation

Electronic data management systems have rapidly emerged in the past decades.

All these systems computerize the data on operations, activities, and performances.

Due to rapid development of storage, sensing, networking, and communication tech-

nologies, recent years have witnessed a gigantic increase in the amount of daily

collected data. For decision-making purposes, these systems typically rely on do-

main experts to manually analyze a database. While data are becoming rapidly

available, it becomes very dicult, or impossible, to manually extract all the useful

knowledge from a huge amount of data. For many sophisticated learning tasks,

sample annotation requires costly expert eorts, which raises signicant issues for

some large scale or domain specic problems as follows:

• Fraud Detection [107]. A banking expert needs to manually inspect each

credit transaction to properly label a transaction as either a fraud or a normal

transaction. With manual inspection and labeling, it may take an expert

several years to inspect all transaction records in a month and annotate a

small amount of fraud transactions.

• Webpage Classication [109]. When query results are returned by a search

engine based on a specic keyword, we need to identify whether a web page

is relevant to the keyword or not. It has shown that less than 0.0001% of all

web pages have topic labels. Therefore, annotating thousands of web pages

can be tedious and redundant.
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• Protein Structure Prediction [23]. Protein structure prediction is to nd a

protein’s secondary, tertiary, and quaternary structures from the protein’s

amino acid sequence. However, less than 1.2% of all proteins have known

structures. For a specic protein, it takes months for a crystallographer to

identify its structure in experiments.

When discovering patterns or rules from such large scale data sets, traditional data

mining algorithms that labeling the whole data set for model construction is impos-

sible in practise. This is mainly because labeling cost is very expensive and time

consuming. If a very limited number of instances is labeled in random, these label-

ing information is insucient to learn models with a good generalization capability.

To address these issues, we need solve two essential questions: (1) Identication

and collection of the relevant data from a huge information search space, and (2)

Promptly reacting to situation changes and giving necessary feedback to both data

collection and mining steps. The former is equivalent to nd the most valuable

instances to label from a very large instance space; the latter is concerned about

how to present queried instances to a labeler, and collect their labeling information

to update current model. Accordingly, active learning is proposed as a solution to

these requirements, which explores and collects information based on current model,

so that more information can help to update the model. The goal of active learning

is to achieve high prediction accuracy by using as few labeled instances as possible

[99]. Fig. 1.1 illustrates the general learning process of active learning. Suppose we

are given a small labeled sample set as well as a relatively large unlabeled sample

set, and we are allowed to interactively label a portion of unlabeled instances during

the learning process. The key tasks of AL are (1) to identify most informative data

and (2) to get information feedback in terms of the most informative data, such

that the inclusion of these data into the labeled set can help improve models.

Generally speaking, including most informative instances to a labeled set can

help improve the model performance with least labeling costs, or reduce the compu-

tational cost for succeeding mining procedures [141]. In practice, informativeness of

a sample can be assessed by using uncertainty of instance based on models trained

from current labeled sample set. For example, uncertainty is a common utility

measure assessing a model’s uncertainty in classifying an unlabeled sample. If a
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sample’s uncertainty is high, it implies that current models do not have sucient

knowledge in classifying the sample, and, presumably, including this sample into the

training set can thus help improve the underlying models. Following this heuristic,

the key challenge for most informative data identication is to design proper un-

certainty metrics to evaluate the utility of an unlabeled sample. A large number of

methods have been proposed to quantify and assess sample uncertainty in various

ways. From an instance-selection perspective, these methods can be classied into

the following two categories, with a progressive relationship.

Figure 1.1: The general learning process of Active Learning [98]

1. Utility metrics merely based on uncertainty of IID instances: Meth-

ods in this category treat samples as independent and identically distributed

(IID) instances, where the selection criteria only depend on the uncertainty

values computed with respect to each individual instance’s own information.

Accordingly, one possible problem is that this type of approach may selec-

t similar instances in a candidate set, which results in redundancy in the

candidate set.

2. Utility metrics further taking into account instance correlation-

s: To take sample redundancy into consideration, utility metrics based on
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instance correlation utilize some similarity measures to discriminate dier-

ences between instances. By uncovering inherent relationships between in-

stances, instance utility calculated by this scheme integrates sample corre-

lations, through which a selected candidate set may not always contain the

“most uncertain ”instances. Whereas, together, the selected instances form

an optimal candidate set by balancing instance uncertainty and diversity.

A number of studies [35, 36, 85, 94, 111] have shown that active learning greatly

helps reduce labeling eort in various domains. However, traditional active learning

depends on some strong assumptions about labelers. For example, active learning

assumes there exists a unique omniscient labeler. In reality, it is more likely to have

multiple labelers with dierent areas of expertise. Active learning also assumes that

the unique labeler is perfect (say “oracle ”) and always provides correct answers to

the queried instances. In reality, the labeler may be incorrect sometimes and give

noisy answers though. Furthermore, the labeler is not always indefatigable, that

is to say, it may refuse to answer if it is uncertain or too busy. Active learning

presumes the labeler is either free or inexpensive and charges uniform cost in la-

beling tasks. To relieve these strong assumptions, a large number of methods have

been proposed to handle applications with non-expert labelers scenarios. From the

labeler’s perspective, existing solutions mainly follow two directions: an expert can

provide the truth grounds to the queries with their domain knowledge, whereas, a

non-expert labeler may give simple or noisy answers to the questions.

In this thesis, we explore instance correlation in advanced active learning set-

tings, where both expert labeler and non-expert labeler are taken into account for

dierent AL issues, respectively.

From the labeler’s perspective, existing solutions mainly follow two categories:

• Active Learning with Expert Labeler: Many methods [75] in active

learning focus on selecting instances for labeling and assume that the labeling

task is handled by a single, noise-free labeler. This kind of methods only

considers the labeling cost on a large size of data set, which is addressed by

selecting a subset of data with maximum utilities. This strategy explicitly

provides ground truth of each instance. Existing methods in this category

can be roughly divided into three subcategories: pool-based active learning,
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stream-based active learning, and query construction based active learning.

Pool-based active learning [66, 54] assumes all the (labeled and unlabeled)

instances can be observed as a candidate pool. It rst measures sample utility

in the pool to decide which ones can maximally improve the performance of

current model; then a learner queries their class memberships from a domain

expert. Stream-based active learning [142, 143], on the other hand, assumes

that unlabeled instances are constantly owing in a stream fashion. An active

learning method is required to label the most informative instances to help

train an accurate prediction model from stream data. Query construction

based active learning [4, 71] can generate some synthetic instances (without

an unlabeled pool) and then query labels for these pseudo-instances to extend

the labeled training set.

• Active Learning with Non-expert Labeler: This strategy is used in the

scenarios where no expert labeler exits for a certain learning task. Instead,

a labeler or a group of cheap and noisy labelers is employed to address the

labeling cost issue. Due to noisy labels provided by non-expert labelers, this

strategy may not be appropriate in active learning. The tradeo between

labeling noise and labeling cost is a big challenge for active learning with non-

expert labelers. Based on the pioneering work [103], [130] employs a group of

non-expert labelers in the active learning setting by incrementally relabeling

the most important instances. [115] formulates a budgeted selection task as a

continuous optimization problem where the optimal selected subset maximizes

the improvement to the classier’s objective, with a labeling cost budget con-

straint. Proactive learning [37] focuses on selecting an optimal labeler as well

as an optimal instance at the same time using a decision theoretic approach.

In summary, taking instance correlation into account helps reduce sample redun-

dancy for the most informative data identication. Moreover, employing non-expert

labeler in AL setting is a promising solution to further reduce labeling cost, without

a large performance loss.
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1.2 Problem Statement and Solutions

In many real-world applications, instances are correlative in some fashion. Instance

correlation may be presented explicitly or implicitly according to dierent learning

tasks. Some learning tasks on networked data can provide explicit instance cor-

relation straightforward (e.g. documents citation, co-authorship). While in other

tasks, instance correlation is hidden information, which is needed to be exploited

from an original data set. Take video object classication as an example, the in-

herent characteristics (i.e. the sequential continuity and multi-modalities of video

streams ) allow us to identify whether persons appearing in the consecutive frames

are the same one or not. No matter instance correlation is explicit or implicit,

incorporating instance correlation into AL can help boost system performance.

Accordingly, we are interested in utilizing instance correlation to solve some

advanced active learning problems. To be more specic, we investigate dierent

pairwise instance correlations from dierent views and utilize them to solve three

challenges:

• Exploring Optimal Instance Subset Selection with minimal redun-

dancy Traditional AL relies on some instance-based utility measures (such as

uncertainty [112]) to assess individual instances and label the ones with the

maximum values for training. It is argued that such approaches cannot pro-

duce good labeling subsets mainly because instances are evaluated indepen-

dently without considering their interactions, the selected subset has a large

number of redundant information. Alternatively, we proposed to achieve AL

with optimal subset selection (ALOSS), where the key is to nd an instance

subset with a maximum utility value. To achieve the goal, we introduced

disparity between a pair of data to our utility measure, which explores ex-

amples’ similarity from feature space and prediction space simultaneously,

namely, pairwise correlation in this context. Through using pairwise correla-

tion, we guarantee the subset satises the requirement of data diversity and

informativeness.

• Exploring Instance Label Homogeneity to Reduce Labeling Cost
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Several studies have shown that active learning greatly helps reduce the la-

beling eort in various domains. However, traditional active learning depends

on some unrealistic assumptions about labelers. For instance, active learning

assumes there is a unique omniscient oracle. In real life, it is more possible and

general to have multiple annotators with dierent areas of expertise. Active

learning also assumes that the unique oracle is perfect, always providing a cor-

rect answer when requested. In reality, though, an “oracle”may be incorrect

with a probability that may give noisy and erroneous answer of the question.

Furthermore, an oracle is not always indefatigable, that is, it may refuse to

answer if it is too uncertain or too busy. Active learning presumes the oracle is

either free or inexpensive, and charges uniform cost in labeling tasks. Such an

assumption is naive since cost is likely to be regulated by diculty ( amount

of work required to formulate an answer ) or other factors. To reduce labeling

cost, we develop a pairwise label homogeneity query approach , in which a

non-expert labeler is only asked “whether a pair of instances belong to the

same class”, namely, pairwise label homogeneity (i.e. pairwise correlation).

Under such circumstances, our active learning aims to solve the following two

challenges: (1) decide which pairs of instances should be selected for query,

and (2) how to make use of the pairwise homogeneity information to improve

an active learner.

• Explore Class Spaces for Dynamic Data in Active Learning Active

learning traditionally focuses on labeling the most informative instances to

formulate an accurate learner for some predened learning tasks with known

class labels. In dynamic data environments, some new classes may rapid-

ly emerge and evolve, thereby making the labeler incapable of labeling the

instances due to limited knowledge. In an extreme case, the whole active

learning task may start from a “cold”state where the labeler does not know

the number of classes exist in the data, and the actual class label for each

queried instance. We refer to this problem as Cold-Start active learning,

where no randomly labeled instances exist to kick-o the learning circle and

the labeler only can provide pairwise label homogeneity information. The

major challenges of cold-start active learning are to: (1) identify part (or all)
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of the existing classes in the underlying data, (2) capture new (or unidenti-

ed) classes, and (3) label the most informative instances to train an accurate

classier for prediction.

1.3 Contributions

This thesis focuses on exploring and utilizing instance correlation to solve three

important problems in AL. We list our contributions to each of them below:

• Exploring Optimal Instance Subset Selection with minimal redun-

dancy Active learning (AL) traditionally relies on some instance-based u-

tility measures (such as uncertainty) to assess individual instances and la-

bel the ones with the maximum values for training. One possible problem

with individual-assessment-based approaches is that they may label similar in-

stances, which, in turn, results in labeling redundancy. This is mainly because

instances are evaluated independently without considering their interaction-

s, and individuals with maximal ability do not necessarily form an optimal

instance subset for learning. Alternatively, we propose to achieve AL with

optimal subset selection (ALOSS), where the key is to nd an instance subset

with a maximum utility value. To achieve the goal, ALOSS simultaneous-

ly considers the following: 1) the importance of individual instances and 2)

the disparity between instances, to build an instance-correlation matrix. Our

contributions are as follows:

1. Optimal subset v.s. the best individual: Individuals with the best ca-

pacity do not necessarily form an optimal subset, even if utility measures

do take instance correlations into consideration. Our approach provides

a new paradigm for AL by taking a group of instances as a whole for

consideration.

2. A new utility measure for instance characterization: By considering in-

stance correlations, the proposed measure combines instance uncertainty

and disparity to capture instance level correlations. As a result, the s-

elected subset will contain best individuals with minimum redundant

knowledge.
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3. A general framework for AL: In addition to the clear optimization ob-

jective and theoretical basis, the theme of using instance correlations to

form a matrix and employing semidenite programming (SDP) to select

an optimal subset can be applied to any utility measure and any learning

algorithms.

• Exploring Instance Label Homogeneity to Reduce Labeling Cost

Traditional active learning methods request a labeler to provide a class label

to each queried instance. Such an active learning paradigm requires the labeler

to be a highly skilled domain expert to ensure the correctness of the provided

labels, which in turn results in expensive labeling cost. To reduce labeling

cost, an alternative solution is to allow non-expert labelers to do the labeling

work without explicitly telling the class label of each queried instance. We

propose a new active learning paradigm, named Pairwise Homogeneity based

Active Learning (PHAL), in which a non-expert labeler is only asked “whether

a pair of instances belong to the same class”. This intuition is motivated

by noise tolerate and label cost reduction. Even if the non-expert tells the

wrong answer for a hard pair, as long as most label homogeneities in local

neighborhoods are correctly labeled, the underlying learner will nally nd

paths from any unlabeled instance to the labeled ones based on the pairwise

homogeneity information. Thus, PHAL can not only reduce labeling cost but

also tolerate more noise. The contributions are as follows:

1. Pairwise Label Homogeneity v.s. Specic Labels: Querying class label-

s of individual instances is expensive in the traditional active learning

paradigm, even if the size of subset is not large. To reduce labeling cost,

PHAL only queries pairwise label homogeneities of unlabeled instance

pairs, which is much easier and can be answered by a non-expert labeler.

2. Max-ow based Pair Selection v.s. Random Pair Selection: To decide

which pairs of instances should be selected for query, we construct an

instance graph and regard that instance pairs on the Max-ow paths are

more important to help discriminate instances of dierent classes. We

theoretically verify that the Max-ow paths based weight adjustment
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strategy can reduce the leave-one-out (LOO) error of the corresponding

Min-cut based classier, which conrms that, compared to random pair

selection, our instance pair selection strategy is more eective for rening

the decision boundary.

3. A Utility Measure for Instance Selection: Based on the prediction results

of a Min-cut based classier ensemble, the proposed utility measure us-

es a condence based selection criterion to choose instances with high

prediction condence to extend the labeled data set.

• Explore Class Spaces for Dynamic Data in Active Learning Active

learning traditionally focuses on labeling the most informative instances to

formulate an accurate learner for some predened learning tasks with known

class labels, and a labeler (or an oracle) is provided to label each queried in-

stance. In dynamic data environments, some new classes may rapidly emerge

and evolve, thereby making the labeler incapable of labeling the instances due

to limited knowledge. In an extreme case, the whole active learning task may

start from a “cold”state where the labeler does not know how many classes

exist in the data, and what is the actual class label for each queried instance.

In this method, we refer to this problem as Cold-Start active learning, where

no randomly labeled instances exist to kick-o the learning circle and the la-

beler only has weak knowledge to answer whether a pair of instances belong

to the same class or not. The contributions are as follows:

1. Class Discovery: An active learner needs to initially identify a set of

candidate class labels in a given unlabeled data set, where the labeler

does not know the genuine number of classes and true class label for

each queried instance. A labeled training set is built to kick-o the

active learning process.

2. Class Exploration: An active learner further explores the undiscovered

classes in the given data set. Moreover, whenever a new class emerges,

our algorithm needs to accurately detect the new class and properly

expands the training set to cover instances representing the new class.

3. Instance Labeling: Our method will select and label the most informative
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instances by asking a labeler who does not know the genuine class label

of each instance, but can only answer whether a pair of instances belong

to the same class or not.

1.4 Publications

• Yifan Fu, Xingquan Zhu, and Ahmed Elmagarmid. Active Learning with

Optimal Instance Subset Selection. IEEE Transactions on Systems Man and

Cybernetics, Part B, vol.43, no.2, 2013, pp.464-465.

• Yifan Fu, Xingquan Zhu, and Bin Li. A Survey on Instance Selection for

Active Learning. Knowledge and Information Systems, vol. 35, iss. 2, 2013,

pp. 249-283 .

• Yifan Fu, Xingquan Zhu. Optimal Subset Selection for Active Learning. In

Proceedings of the 25th AAAI Conference on Articial Intelligence (AAAI-

11), San Francisco, USA, 2011 [student poster].

• Yifan Fu, Bin Li, Xingquan Zhu and Chengqi Zhang. Do they belong to

the same class: active learning by querying pairwise label homogeneity. In

Proceedings of the 20th ACM Conference on Information and Knowledge Man-

agement (CIKM-11), pp. 2161-2164, Glasgow, UK, 2011 [poster].

• Yifan Fu, Bin Li, Xingquan Zhu, and Chengqi Zhang. Active Learning with-

out Knowing Individual Instance Labels: A Pairwise Label Homogeneity

Query Approach. IEEE Transactions on Knowledge and Data Engineering,

accepted, 2013.

• Yifan Fu and Xingquan Zhu. Active Learning with Unknown Class Space

and Weak Labeling Knowledge. IEEE Transactions on Neural Networks and

Learning Systems, under rst round review, 2012.

1.5 Thesis Structure

The rest of thesis is summarized as follows:
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Chapter 2: This chapter provides preliminary and denitions for the proposed

models. It also summarizes major notations in the thesis.

Chapter 3: This chapter is a literature review that surveys existing works on

active learning from an instance selection perspective. It summarizes major ap-

proaches in the eld, along with their technical strengths/weaknesses, followed by

a simple runtime performance comparison, theoretical label complexity analysis,

discussion about emerging active learning applications and instance-selection chal-

lenges therein.

Chapter 4: This chapter presents an optimal instance subset selection method in

active learning (ALOSS). It provides algorithm details, theoretical proof, time com-

plexity and comparative experiments to valid its superiority to state-of-art methods.

Chapter 5: This chapter describes a pairwise homogeneity query approach in

active learning (PHAL)in details. It explains the motivations and the principles of

graph ensemble construction, provides theoretical basis and interpretations for the

proposed work, analyzes the time complexity , and shows comparative experimental

results with baseline methods and benchmark data sets.

Chapter 6: This chapter introduces a cold-start active learning method (CSAL).

A detail of analysis of the comparisons results of experiments performed is also

presented in this chapter.

Chapter 7: This chapter concludes this thesis and outlines the direction for

future work.
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Chapter 2

Preliminary and Notations

2.1 Denitions

Given a set of instances D = {e1, e2, . . . , en}, where each sample ei = {xi; yi} is

denoted by its feature values xi and label values yi, xi is in a q dimensional feature

space F and yi is in an l dimensional label space Y, so ei ∈ F × Y. Depending

on the number of labels an instance contains, an instance can be divided into two

types: a “single-label instance ”and a “multi-label instance ”.

Denition 1. Single-label Instance: For a single-label instance ei, it can be

denoted by ei = {xi; yi}, where xi =< xi1, xi2, . . . , xiq >, and xik is the kth feature

value of ei, and yi is the class label of ei.

Denition 2. Multi-Label Instance: For a multi-label instance , it can be de-

noted by ei = {xi;< yi1, . . . , yil >} , where xi =< xi1, xi2, . . . , xiq >, and xik is the

kth feature value of ei,, and yij is the jth class label of ei.

In typical active learning scenarios, users are given a data set D comprising

a handful of labeled data sub-set DL = {(x1; y1), (x2; y2) . . . , (xn; yn)} and a rel-

atively large amount of unlabeled data DU = {(x1; ?), (x2; ?) . . . , (xu; ?)}, with

D = DL


DU . With limited labeling information, an accurate model can hardly

be learned. To learn an accurate model, we need to label extra instances to get

additional information. In an active learning environment, it is considered costly

and time consuming to label all instances in DU . Alternatively, an active labeler

utilizes evaluation metrics to measure instance utility, and further selects instances

with maximal utility values for labeling. There are two important concepts used in
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utility metrics: uncertainty and correlation. The former is an evaluation criterion

to measure the uncertainty of each single instance, whereas the latter measures the

“correlations ”between instances.

Denition 3. Uncertainty Metric:. Given an unlabeled sample set DU and

a label space Y, uncertainty metric is a function fu mapping from the instance

space, DU or DU × Y, to a real number space R, where the “sample view”means

the uncertainty metrics calculated based on the sample features, and “sample-label

view”means the uncertainty metric calculated from both features and labels.

fu :





DU → R, sample view

DU × Y → R, sample− label view
(2.1)

Most of the previous algorithms evaluate the uncertainty only from the sample

view. More recently, research work has focussed on evaluating the uncertainty from

both sample-label views, which is considered to be more eective. In general, an

uncertainty metric usually borrows information technology and statistical theory,

such as “entropy ”and “margin ”, to measure instance utility. Dierent functions

used in the selection metrics prefer dierent types of instances. For example, an

“entropy ”function tends to select instances minimizing the log loss of the model,

whereas a “margin ”function intends to choose the ones reducing the error rate by

rening the decision boundary.

In addition to the above discussed “uncertainty ”metric, one can also take “di-

versity ”of selection into consideration, which can be enabled by evaluating the

correlation of instances. By uncovering correlations between the instances, the s-

elected labeling set helps generate a boundary much closer to the true decision

boundary, compared to algorithms where only uncertainty is considered. Accord-

ingly, properly estimating correlation among instances is important for selecting

most informative instances in active learning.

Denition 4. Correlation Metric: Given an unlabeled sample set DU and a

label space Y, a correlation metric is a function fc used to measure the correlation

between a pair of instances xi and xj, where the correlation between any instance
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pair, fc(xi, xj), can be dened from three views:

fc :





DU ×DU → R, feature view

Y× Y → R, label view

(DU ,Y)× (DU ,Y) → R, both views

(2.2)

By uncovering the pair-wise correlation in the instance set, two instances with

a large correlation value are considered similar to each other, while the two with

a small value are dierent. With Eq. (2.2), we can dene the correlation between

xi and any other instances in DU , denoted by fc(xi), which is the mean of the

correlation fc(xi, xj) for all j = i

fc(xi) =
1

|DU |


xj∈DU/xi

fc(xi, xj) (2.3)

Eq. (2.3) represents the instance density in an unlabeled sample set. The larger

the value fc(xi), the higher the density around the instance xi is. Therefore, the

most representative instances in a set have the largest correlations. Intuitively, they

are the centrex points with the highest density. On the other hand, the instances

with smallest correlation values are located at the edge of the set, and are considered

as outliers.

Based on the above “uncertainty metric ”and “correlation metric”, the “utility

metric ”for active learning is dened as follows.

Denition 5. Utility Metric: Given an uncertainty metric fu and/or a correla-

tion metric fc, utility metric is a function f used to evaluate the worth of labeling

for unlabeled instances in DU :

f =





fu, if not given fc

fu • fc, if given fc

(2.4)

As the denition of fu also explores the utility from two granularity levels:

sample and sample-label pair. When utility metric integrates the correlation metric

fc, the instance utility is evaluated from both uncertainty and correlation views.

As shown in Eq. (2.4), if fu increases, uncertainty becomes larger, and so does u.

However, only taking uncertainty into account results in a redundancy issue, while

we assess instance utility based on correlation that may select diverse instances. To
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this end, Eq. (2.4) is a trade-o function between the two views to assess instance

utility.

Denition 6. Query Strategy: By choosing a certain utility metric, a query

strategy evaluates the informativeness of unlabeled instances based on the predic-

tion result of current model (to calculate uncertainty) and/or data distributions (to

calculate correlations), then selects the most informative instances for labeling.

With a specic query strategy, one can rank instances according to their utility

values. The instances on the top of the queue are the most ambiguous ones for the

current model, whereas the ones at the bottom of the queue are the most certain

instances for the model. The top b (where b is the size of an optimal sampling sub-

set) form a maximal utility sub-set to be included in the training set. Following this

approach, general procedures for active learning process are described in Algorithm

1.

Algorithm 1 General Process of Active Learning

Input: Initial labeled instance set DL, Unlabeled instance set DU , size of the training
set m

Output: Model 
1: while training size  m do
2:  ← learn a model based on DL;
3: DU ← D \DL;
4: for each instance xi in the DU do
5: fi ← f(xi, );
6: end for
7: x ← argmax

i
(fi);

8: DL ← DL


x;
9: DU ← DU \ x;
10:  ← update the model based on DL;
11: end while

In Algorithm 1, a model is trained from an initial small labeled training set DL.

After that, all instances in the unlabeled pool DU are queried by a learner. On

the basis of the query results evaluated by a utility metric, the learner requests to

select most potential instances to be labeled by an oracle (i.e. a labeler). After

that, the new labeled instances are directly added to the training set DL to update

the model. This process repeats until the model achieves the desired prediction

accuracy or the pre-set number of instances are labeled in the training set.
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2.2 Notations

Major notations used in this paper are summarized in Table 2.1.

Table 2.1: Notations used in the paper

Symbols Explanations

DL, DU and DT the labeled, unlabeled and test data sets, respec-

tively

n the number of instances in DU

F = {1,2, . . . ,q} a q dimensional feature space

Y and Y the total (unknown) and discovered class space

ei = {xi; yi} a single- label instance in a data set

xi =< xi1, xi2, . . . , xiq > the feature space of ei, where xij the jth feature

value of ei

yi the class label of ei

ei = {xi;< yi1, . . . , yil >} a multiple-label instance, where yij the jth class

label of ei

 a prediction model

Υ the budget (total number of queried pairs during

active learning)

Δ the data set selected for labeling in each iteration,

where |Δ|=b

P(yi|x) the probability of x belong to class i given a model



η the number of parameters in a model 

(.) a prediction function mapping from the feature s-

pace to the class label space

E = {1, 2, . . . , m} a classier ensemble

g = (V,E) a graph, where each node vi ∈ V denotes an in-

stance xi, each edge eij =< vi, vj >∈ E describes

some relationship between two nodes vi and vj

V L and V U the labeled and unlabeled vertex sets, respectively
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Symbols Explanations

V = V L ∪ V U the vertex set of a graph

Ei the edge set of the ith graph

gi = (V,Ei) the ith graph

G = {g1, . . . , gm} a set of graphs

Pc(vi) the condence of the predicted label for vi

dPi,j
and dFi,j

the prediction distance and the feature distance

between a pair of instances (xi vs. xj), respectively

wi,j the edge weight between vertices i and j

Dt, Dtand Dt+t the data set at a specic time t, the new data set

after a time interval t and the data set at a spe-

cic time t+t, respectively

Γ and k the optimal subset used in the process of Class

Discovery and its size, respectively

Ti, i = 1, 2, . . . , n the ith Minimum Spanning Tree learned on Γ


T = {T1, . . . ,Tn} a set of Minimum Spanning Trees

Es and Eu a classier ensemble and a cluster ensemble, re-

spectively

E = Es ∪ Eu a consensus ensemble learning model

β, βs, βu the size of E,Es and Eu, respectively

a ∈ E the ath model in E

sa and ua the ath model is supervised and unsupervised, re-

spectively

κa the number of cluster generated on each model a
Ga
l (1  l  κa) thelth group generated on the model a

P (y|x,E), P (y|x, i), P (y|x,Ga
l ) the probability of x belonging to the class y given

E, a and Ga
l , respectively

P (y = q|x,Ga
l ),

P (y = q|x,Gk) the initial and nial probability of x belonging to

the class q if x is in Ga
l

Λ the total groups generated by E

J(Gi,Gj) the similarity between group Gi and Gj
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Symbols Explanations

P (a|x) the weight of the model a
φi
a the probability of x belong to class i given sa

Φj = (φ1
a, . . . ,φ

L
a ) the prediction distribution of an instance xj

δ(a, b|x) the similarity between a and b on x’s label pre-

diction

Pe(x|y) and P (x) the occurring probability of x in the class y and

the prior probability of x, respectively

Pt(y ∈ Y ∪ ynew|x) the probability of x belonging to each existing class

and the new class

Pm(x) the misclassication probability of the instance x

Perror(y|x) the posterior probability of x belonging to y

Θ the most utility subset added at each iteration in

the process of Class Exploration and Instance La-

beling
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Chapter 3

Literature Review

This literature review provides an in-depth study on how existing active learning

methods explore uncertainties and correlations to select instances for labeling. Our

main objective is to (1) summarize and categorize instance-selection methods to

provide a big picture for active learning; and (2) compare and analyze the strengths

and deciencies of existing approaches.

3.1 Instance Correlation

Instance correlation represents a broad class of relationships in dierent contexts.

It may refer to dependency between two random variables or two sets of data, such

as the correlation between the physical statures of parents and their osprings, and

the correlation between the demand for a product and its price. It also may ex-

plain similarity between two examples in many classication tasks, such as image

recognition and recommendation systems. Instance correlation usually exists in ei-

ther an explicit or an implicit way in practise. Explicit correlation can be collected

directly without further exploration, while hidden correlation have to be exploited

from an original data set with various data mining technologies. Many studies have

suggested that integrating instance correlation into active learning can eectively

improve system performance. When reviewing existing research regarding incorpo-

rating instance correlation into AL scenario, involved instance correlation can be

divided into three groups:

1. Content-based Instance Correlation explores instance relationships from

their feature and/or label spaces. Based on the dierent contents exploration,
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this kind of correlation can be further categorized into three subgroups:

• Feature based instance correlation measures pairwise instance similarity

between two vectors of feature spaces. Usually a similarity measuremen-

t [133] or a correlation matrix [109] on features is utilized to compare

pair-wise similarities of instances, so the informativeness of an instance is

weighted by average similarity on its neighbors. The algorithms rely on

clustering algorithms to group instances, and select the most representa-

tive instances in each cluster to form an optimal sub-set with maximum

uncertainty. This strategy integrates the information density based met-

rics and the traditional uncertainty measures to evaluate the potential

of an instance.

• Label based instance correlation exploits complex label relevancy among

the class labels. This category is widely used in multi-label learning

tasks [12], where an instance can have more than one label. In general,

the labels have constraints or relations between each other. Therefore,

if we are given a portion of labels for an instance, active learning can

automatically infer its additional labels using the constraints.

• Feature and label based instance correlation Besides comparison on the

feature similarity, this scheme further explores correlations based on the

neighbor’s prediction information for a specic instance. Therefore, it

integrates the result from feature and label dimensions to assess correla-

tions. This setting is very suitable for mining tasks on a data set with a

complicated structure. However, traditional similarity metrics compute

average similarity over all the pairs of instances, so that the computa-

tional cost is expensive as the size of a data set grows rapidly. Some

variance approaches [79, 42] are developed following the idea that each

cluster has a density center. A simplied version is to compute the sim-

ilarity between each instance and the center instance by considering the

whole set as a cluster, and calculate the average of the cumulative result

[25].

2. Link-Based Instance Correlation utilizes the link information to explore
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relationships between neighbor nodes in a graph/ or a complicate network.

It have been broadly used for classifying networked data, for example, the

linked web pages and the friendship network. A number of models have been

proposed to explore link information, such as Conditional Random Fields

[65], Continuous Bayesian network [86], Factor Graph models [110], Collective

Learning [59], and Semi-supervised Learning over graphs [135].

3. Content and Link based Instance Correlation takes not only link infor-

mation but also individual instance content information into consideration to

AL, which is considered as a combination of above two categories. It has been

applied to networked data classication as well. Some works like [140] combine

semi-supervised learning and active learning based on Gaussian random elds

and harmonic functions; [77] integrates graph-metrics and empirical risk min-

imization. [10] proposes an active learning method for networked data built

upon uncertainty sampling, committee-based sampling, and clustering. Also,

there have been explorations of active learning on special graphs, such as trees

[21].

Although instance correlation contains three dierent subgroups, this thesis only

focuses on exploring various content-based instance correlations in active learning.

Our objectives are to explore these instance correlations from dierent views and

utilize them for three dierent tasks, that are (1) reduce redundancy for optimal

subset selection, (2) reduce labeling cost with an nonexpert labeler and (3) discover

class space for dynamic data sets.

3.2 Categorization for active learning methods

For instance selection in active learning, there are two major research issues: 1)

“how to select unlabeled instances for labeling ”and 2) “how to evaluate selected

unlabeled instances ”. By combining the two research issues into a single view, we

obtain a hierarchical structure of our categorization for active learning in Fig. 3.1.

It is worth noting that how to select can be divided into two major categories and

seven subcategories (the solid rectangle on the top); while how to evaluate only

comprises two categories (the solid rectangle at the bottom). The two dimensions
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Figure 3.1: Hierarchical structure of the categorization for active learning. The
query strategies in the top solid rectangles demonstrate “how to select unlabeled
instances for labeling ”, and the models in the bottom solid rectangles demonstrate
“how to evaluate selected unlabeled instances ”. The methods in the dash rectangle
boxes explain the implementations of a query strategy.

are coupled in certain machine learning tasks such as classication, regression, and

clustering (middle dashed rectangle). In the next two sections, we give a high level

introduction of AL based on IID Instance Information, and highlight AL based on

Instance Correlation, respectively.

3.3 Active learning based on IID instance infor-

mation

Denition 7. Active Learning based on IID instance information: Given

an unlabeled sample set DU , a labeled training set DL, and an uncertainty function

fu(.) for instance utility evaluation, i.e., f(.) = fu(.), active learning based on IID

instance uncertainty aims to help construct an accurate model by labeling the most

informative individual instances in DL to form the training set DL, according to

f(.).
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3.3.1 How to Select Unlabeled Instances for Labeling

Active Learning based on IID instance information is commonly applied in single-

label learning tasks, where a utility function is designed based on the input feature

space. Moreover, the assumption that instances in the unlabeled set are independent

in this scheme makes an uncertainty evaluation function immediately available to

calculate instance utility. Accordingly, methods in this category normally rank

instances simply based on an uncertainty metric, and choose the ones with the

largest uncertainty values for labeling. We categorize query strategies into three

groups based on “how to select ”:

• Uncertainty Sampling emphasizes on labeling the most uncertain instances,

by using diverse uncertainty schemes such as least condence, margin, and

entropy [55].

• Expected Gradient Length focuses on querying instances that cause the max-

imal change to the current model [100].

• Variance Reduction favors instances that minimize the square loss of a learner

[3].

3.3.2 How to Evaluate Selected Unlabeled Instances

Another important issue is how to evaluate instance utility value with the above

query strategies. Some algorithms employ a single model, so an instance utility

relies on the model prediction result, where the most “ambiguous ”instance is the

most uncertain one for the model. Others use a set of models to form a “query

committee ”[101]. In this approach, class label prediction for an instance rests on

the majority voting result in the committee. The most informative instance is the

one with the most disagreement prediction from the classier ensemble.
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3.4 Active Learning Based on Instance Correla-

tions

Many studies suggest that active learning based on single instance information tends

to select outliers [94]. Moreover, the selected instances may also have redundancy.

These are because that the uncertainty of a specic instance is calculated based

on its own utility with instance correlation inherently ignored. In order to address

this issue, instance correlations are further taken into account to avoid information

redundancy.

Denition 8. Active learning based on instance correlations: Given a do-

main D, consisting of an unlabeled dataset DU and label space Y, an utility function

f(.) = fu(.)×fc(.), where fu(.) is an uncertainty metric function and fc(.) is a cor-

relation metric function, instance correlation based active learning tries to select

most informative sample/sample-label pairs according to f(.).

3.4.1 How to Select Unlabeled Instances

In instance correlation based active learning setting, a correlation function is inte-

grated into a utility function with the assumption that instances are dependent on

each other. Compared with Denition 3, this strategy selects instances from both

correlation and uncertainty views rather than from the uncertainty aspect only. For

some multi-label tasks, we are given a portion of labels of an instance, so a sample-

label pair can be considered as an object to assess its utility instead of using feature

values of the instance only. Based on dierent types of correlations, we categorize

this setting into three sub-categories as shown in Table 3.1, and summarize the

relationship between traditional machine learning and various sub-settings in this

strategy.

3.4.1.1 Exploration on Feature Correlation

In this scheme, most algorithms exploit feature correlations by using clustering

methods. Many studies have shown that semi-supervising algorithms can facilitate

the clustering process. In active learning setting, a small labeled training set and a
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Table 3.1: Dierent settings of active learning based on instance correlation

Sub settings Related Areas
Instance View

Feature Feature-label pair

Exploration on Feature
Correlation

Clustering correlation
matrix analysis

√

Exploration on Label
Correlation

Multi-label learning
Constraint inference

√ √

Exploration on Feature
and Label Correlation

Clustering
√

Exploration on Graph
Structure

Collective classication
√

large unlabeled pool provide a semi-supervised learning environment, which makes

it possible to incorporate clustering algorithms to group instances before an active

query starts. A simple clustering partitions instances based on features information.

In the clustering algorithms, a similarity measure is developed as grouping criteria.

Thus, the utility of a single instance is weighted by the average similarity over all

other instances in the unlabeled set, which is described as follows:

x = argmax
x

fu(x)× (
1

n

n

u=1

sim(x, xu))β (3.1)

Where fu(.) is the uncertainty function of a single instance, which is calculated

according to the denitions given in Section 2.1, n denotes the size of unlabeled

data set, sim(x, .) denotes the similarity function to evaluate the distance between

two instances, and β controls the importance of density term. The utility of an

individual instance is weighted by average similarity over the unlabeled data set.

The most representative instances selected from each group form an optimal sub-set

with maximum uncertainty.

Traditional similarity metrics compute the average similarity for each instance.

For a data set with large volumes, the computational cost can be expensive. Some

alternative approaches [79, 42] have been developed based on the idea that each

cluster can be considered as a dense region in the input space. Chen & Subramani

[25] implemented a simplied version of information density function by computing

the similarity between instances and the mean point. This function requires less

computation than Eq. (3.1) under assumption that there is only one cluster in

the data set. Depending on dierent corpus used in real-world applications, the
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rst term of Eq. (3.1) can be replaced by other uncertain sampling schemes, such

as least condence, margin and so on. In addition to the exploration on features

correlation using clustering algorithms, [109] utilizes a feature correlation matrix to

measure the property dierence between pairwise examples.

Furthermore, the above approaches for feature correlation fall into two cases

based on “how to evaluate selected unlabeled instances ”. Traditional algorithms

represent instances using a feature vector, so that a similarity function evaluates

instance correlation in terms of feature values. In fact, correlation exploration on

feature values is insucient. Take text classication as an example, conventional-

ly, similarity comparison on pairwise documents is measured by accumulating the

occurrence rate of each term/word. This approach can only group documents with

many identical words, while semantic relations like acronyms and synonyms are

ignored. To this end, the content (or semantic)-based similarity measure has been

proposed. Huang et al [57] utilized Wikipedia to design a concept-based represen-

tation for a text document, and evaluated the content correlation of pairwise doc-

uments at the granularity of Wikipedia concepts to nd instance-level constraints.

Nguyen & Smeulders [85] proposed a representative active learning algorithm con-

sidering the prior distribution of the instance set. However, one weakness of this

method is that it is only eective in linear logistic regression, which means all the

clusters are modeled with the same parameters. To address this issue, Yan et. al.

[126] introduced a new framework for semi-automatic annotation of home video

under the active learning strategy. In their design, an o-line model is built on a

small labeled data set. The initial model is adjusted with the local information of a

specic home video obtained online. In the paper, they used four semantic concepts

to present the labeling process.

The relationships between the algorithms used in this strategy and evaluation

granularity are summarized in Fig. 3.2.

In the previous work, various similarity measures are designed for feature cor-

relation exploration. There are three commonly used similarity functions.

A) Cosine Similarity

Cosine similarity is a measure which calculates similarity between two vectors by
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Figure 3.2: Relationships between the algorithms used in exploration on feature
correlation and evaluation granularity

nding the cosine of the angle between them. The formula is dened as follows:

simcos(x, x
u) =

−→x ·−→xu

‖ −→x ‖ × ‖ −→xu ‖ (3.2)

Where −→x is a xed-length feature vector of an instance x, · represents inner dot

product of two vectors, and ‖ · ‖ is the vector norm.

Cosine similarity is widely used in sequence instance classication, especially in

sequence classication tasks. For instance, an improved k-Nearest Neighbor Algo-

rithm based Cosine Similarity is applied for text classication [68]. A multi-criteria-

based active learning for name entity recognition exploits the utility of an instance

from three criteria, including formativeness, representativeness, and diversity [102].

Meanwhile, it employs two criteria combinations to select instances. Cosine sim-

ilarity is also used to measure similarity between words in the representativeness

strategy.

Cosine similarity is very eective for instances with low dimensional features,

which avoids unnecessary computation. It evaluates the similarity on the original

input space without sub-space transition or matrix connection. Nguyen & Li [84]

proposed a cosine similarity metric for face verication. Unlike comparing two

faces based on the traditional Euclidean distance metric in a transformed sub-

space, they used cosine similarity on the original input space. This similarity metric

also plays an important role on text-independent speaker verication. Classical

variable score normalization techniques dene speaker sub-space and channel factors

separately, and estimate them jointly. To reduce computing complexity, Shum et al.

[105] proposed a new score normalization scheme with cosine similarity, eectively

28



reducing the additional computation at each adaptation update process.

B) KL Divergence Similarity

Kullback-Leibler divergence is a non-symmetric measure capturing dierence be-

tween two instances. The utility of each instance is weighted by the summation

of the dierence over the rest instances in an unlabeled pool. The exponential KL

divergence similarity function is dened as

simKL(x, x
u) = exp(−1

J

j=1

P (j|−→x )log
P (j|−→x )

2P (j|−→xu) + (1− 2)P (j)
) (3.3)

The smoothing parameters 1 and 2 control the divergence speed and encoded

distribution in the denominator, respectively. −→xu is a J-dimensional feature space,

P (j|−→x ) denotes posterior probability of containing a feature j. P (j) is simply

a marginal probability of feature j over all instances in the pool.

KL-divergence has been applied to active learning to evaluate dierent class

output distributions between the classiers in the ensemble, such as named entity

recognition [7] and information extraction [61]. Because KL-divergence has a non-

negative value, the larger the value, the more dierent the pair is, and a zero

KL-divergence value indicates two identical distributions. When taking a peaked

distribution as a benchmark of certainty, KL-divergence is very similar to cost-

testing [81].

Due to the non-symmetric property of the measure, the similarity between pair-

wise instances should be computed twice, implying a high computational cost. In

order to improve the computational complexity, Zhao et al. [131] developed an ac-

tive learning model based on this strategy for telecom client credit risk prediction.

C) Gaussian Similarity

Another exponential similarity measure used to estimate information density is

called Gaussian Similarity, which is an exponential Euclidean distance aggregating

all the distances on each feature. The formula is represented as

simGauss(x, x
u) = exp(−

J

j=1

(−→x j −−→xu
j)2

2
) (3.4)

where 2 is the variance in the Gaussian distribution. Dierent variance can be

29



set for dierent feature, but there is a challenge for setting appropriate parameters.

Moreover, it has been suggested that a model with several parameters does not

improve the eort of representing the similarity. A semi-supervised learning using

Gaussian elds and harmonic functions integrates this query scheme to select most

informative instances [136]. [139] further introduces a combination of active learning

and semi-supervised learning under the above framework. Moreover, in [64], graph

kernel functions based on the inverted square Euclidean distance and Gaussian

similarity, respectively, are evaluated in the context of rating prediction problems.

The experimental results show that Gaussian functions outperforms other kernel

functions in most cases.

3.4.1.2 Exploration on Label Correlation

For multi-label and multi-task problems, the output space contains multiple class

related labels, which means that outputs are subject to some inherent correlations,

such as agreement, inheritance, exclusive and so on. These correlations provide

valuable information for reducing prediction cost. To this end, many studies have

leveraged output constraints to improve the learning process [23, 24, 20], where

label correlation is used for model parameter estimation or inference on unlabeled

instances. [128] introduces a cross task information metric for multi-task active

learning, whose utility is measured by all the relevant tasks reachable through task

output constraints. This framework combines uncertainty sampling metric with

inconsistency of prediction on coupled tasks. The main procedures of the algorithm

are as follows.

(1) Choose a reward function for a single task : Given an unlabeled sample

x, a utility function UI is used to compute its importance for improving model

performance, which can be denoted by

UI(Y, x) =


y

p̂(Y = y|x)(p̂, Y = y, x) (3.5)

Where p̂ represents the posterior probability of sample x belonging class y, () is a

regard function. This formula accumulates the reward on each possible label y.

(2) Specify the constraint set between task outputs By constructing the propaga-

tion rules, the algorithm computes the set of propagated outcomes for each possible
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label. The set of propagated outcomes Propc(Yi = yi) is dened as the inferred

outcome labels from task Yi = yi based on constraint.

Propc(Yi = yi) = {Yj = yj|Yi = yi →
Constraint

Yj = yj} (3.6)

Based on the propagated outcomes, the reward function (Yi = yi, x) is dened

as follows:

(Yi = yi, x) =


Yj = yj ∈ Propc(Yi = yi)

Yj ∈ UL(x)

(p̂j, Yj = yj, x) (3.7)

(3) Compute cross-task value of information for a sample-task pair : With E-

q.3.7, the cross-task utility for a sample-task pair is dened as follows.

UI(Yi, x) =


yi

p̂i(Yi = yi|x)


Yj = yj ∈ Propc(Yi = yi)

Yj ∈ UL(x)

(p̂j, Yj = yj, x) (3.8)

With the above three steps, the algorithm selects the most informative sample-label

pair which maximizes the UI value.

Qi et al. [92] proposed a two dimensional active learning algorithm for multi-

label problems, which explores the uncertainty of sample and label correlation con-

currently. The novel method requests the annotation on the sample-label pair,

once added into the training set, is expected to minimize generalization error. In

their paper, they derived a Multi-labeled Bayesian Error Bound for the sample-pair

selection.

Given a sample x and its labeled and unlabeled parts U(x) and L(x). Once ys

is activated to ask for labeling, the Bayesian classication error ε(y|ys; yL(x), x) for
an unlabeled yi ∈ U(x) is bounded as:

ε(y|ys; yL(x), x) 
1

2m

m

i=1

{H(yi|yL(x), x)−MI(yi; ys|yL(x), x)} (3.9)
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Where

H(yi; ys|yL(x), x) =


t,r∈{0,1}
{−P (yi = t, ys = r|yL(x), x)logP (yi = t, ys = r|yL(x))}

(3.10)

denotes the entropy of the sample-label pair, and MI(X;Y ) = H(X) − H(X|Y )

denotes the mutual information between yi and ys given unlabeled part U(x). Ac-

cordingly, the algorithm selects the most informative sample-label pairs, which are

expected to reduce the Bayesian classication error over the unlabeled pool to the

greatest extent. Before selecting a sample-label pair (xs, ys), the expected Bayesian

classication error is denoted by

αb(P ) =
1

|P |


x∈P
α(y|yL(x), x) (3.11)

After the pair is selected, the expected error is calculated as follows

αa(P ) =
1

|P |{α(y|ys; yL(x), xs) + (


x∈P−xs

α(y|yL(x), x))} (3.12)

Therefore, the goal of the algorithm is to select a best (x∗
s, y

∗
s), which maximizes

the error reduction ε(P ), that is

(x
s, y


s) = arg max

xs∈P,ys∈U(xs)
ε(P )

= arg min
xs∈P

−ε(P )
(3.13)

Where ε(P ) = εb(P )− εa(P ). Applying Eq. (3.10) to Eq. (3.13), we have

(x
s, y


s) = arg max

xs∈P,ys∈U(xs)
MI(yi; ys|yL(xs), xs) (3.14)

Consequently, the method selects the sample-label pair for labeling according to

Eq. (3.14), by maximizing the mutual information at each loop.
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3.4.1.3 Exploration on Feature and Label Correlation

Some algorithms exploit both feature and label correlations simultaneously. In

addition to comparison on the feature similarity, this scheme further explores the

neighbor’s prediction information for a specic instance. [45] designs a hidden

multi-class representation to capture intra-class variability for object detection for

an image, i.e., a binary classication task discriminating foreground from back-

ground. In their design, they applied a classier-based bootstrapping with online

multi-class classier and generated virtual classes, which are separated into nega-

tive and positive classes. Based on these label correlations, each modality decides

whether to generate a new virtual class. Then we utilize clustering to nd a context

background, which explores sample correlation from the view of features. The main

process is as follows: In the rst step, it trains an initial classier to discriminate

object from background, and then applies it to the current scene. For each sample,

misclassied by the model or close to the decision boundary, a new virtual class is

added to the multi-class models. In this model, Gradient Boost algorithm is used

to combine a number of selector ξi, to a strong one

Ξ(x) =
ı

i=1

ξi(x) (3.15)

Each selector ξi is formed by a number of classiers {ξi,1(x), · · · , ξi,j(x), · · · , ξi,N(x)},
and ξi(x) is represented by its best classier which minimizes the generalization

error. For each ξi,j(x), online histogram is used to evaluate their condence on

prediction. For example, one can use symmetric multiple logistic transformation

in Eq.(3.16), where pj, the prediction condence of x belonging to class j, can be

calculated in the online histogram. Since the model is built on the context of scene,

it can also handle changing context.

ξj(x) = logpj(x)−
1




k=1

logpk(x) (3.16)

3.4.1.4 Exploration on Structural Correlation

A graph is a good data structure to present instance correlation in a data set. Given

a graph g = (V,E), each node vi denotes an instance xi, which is denoted by a vector
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as introduced in Denition 1. Each edge eij =< vi, vj > describes some relationship

between two nodes vi and vj. Take web page link as an example, the web page is

likely to have similar topics with its link pages, therefore, each web page is denoted

by a node, and the link relationship between the web pages is denoted by the edge.

Consequently, we can explore instances correlation from the graph structure. When

the label of a node is annotated, the labels of its neighbors can also be inferred,

which reduces labeling cost.

In this graph structure setting, collective classication is a key method used for

predicting labels of nodes in the graph simultaneously. Generally, the label yi of a

node xi depends on its own features as well as the labels yj and features of other

nodes xj.

Various collective classication methods have been proposed with regard to the

structural correlations. Bilgic , Mihalkova and Getoor [11] proposed a novel active

learning for network instances. They constructed a local collective classication

model on a complex object, which is a vector including its local features xi , an

aggregation of features and labels of its neighbors aggr(Ni). The collective classier

CC is used to learn P (yi|xi, aggr(Ni)) , and a content-only classier CO based on

local node information is used to learn P (yi|xi). After clustering the nodes, the

algorithm calculates the disagreement score of each cluster Cj ,which is dened as

Disagreement(CC,CO,Cj, D
L) =



Vi∈Cj∩DU

LD(CC,CO, Vi, D
L) (3.17)

Where LD(CC,CO, Vi, D
L) is the entropy value of node Vi’s labels over the output

spaces.

After computing the disagreement score of each cluster, one ranks them accord-

ing to their disagreement score, selects the rst k clusters with the largest score,

and randomly samples an item in each cluster for labeling.

Notice that when a given collective classication misclassies a node, an island

of nodes is likely to be misclassied. To address this issue, Bilgic, and Getoor [10]

added a “reect and correct ”scheme under a collective classication model based on

their previous work. They developed an active inference for collective classication,

with general process illustrating in Fig. 3.3. The method constructs a traditional

collective model on the graph, and then makes predictions on the test instances. To
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Figure 3.3: Active inference using Reect and Correct Method. We iteratively
label the nodes
with a collective model. To predict node mis-classication, we build a classier on
the features containing node content and its neighbor information, and then predict
possible mis-classied instances with the classier, tagging their mis-classied labels
as True. After that, they are corrected with RAC strategy.

nd out whether a node is misclassied or not, it constructs a feature table that is a

possible indicator for judging whether a node is misclassied, and builds a classier

on the features to predict the possible misclassied ones. After that, it acquires

a label for the central node among the potentially misclassied ones. The process

repeats until the system’s requirements are satised. This iterative process is called

reect and correct process.

3.4.2 How to Evaluate Selected Unlabeled Instances

After exploiting instances correlation from four dierent views, we utilize the same

framework introduced in Section 3.3.2 to study the evaluation of selected unlabeled

instances.

Indeed, there are some extra model construction methods for instance correlation

based active learning algorithms. For Query by Single model, the application has

been expanded into multi-label tasks. Suppose given a labeled data set DL , each

instance ei is an multi-label instance as denoted in Denition 2, which is denoted as

xi = {< xi1, xi2, . . . , xiq >;< yi1, . . . , yil >} ; and label constraints rules C. However,
an instance may have incomplete label information, that is, only a portion of labels

YL. With such incomplete information, an accurate model still can be built by

taking advantage of label constraints. To this end, a new model based on feature

information and label constraints is developed for multi-label prediction tasks. A

model can be constructed according to feature information F and known label

information YL, because the unknown labels YU can be inferred with constraint
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rules C, which eectively reduces the labeling cost. Therefore, the target function

is represented as follows:

(.) : (F ,YL) −→
C

YU (3.18)

While for the Query by Committee model, algorithms exploring graph structure

correlations have a dierent committee construction method. They build two clas-

siers to form a classier committee, including a collective classier and a context-

only classier. The former predicts an instance class label according to its own

feature information, as well as its neighbor’s feature and labels information; where-

as the latter is built based on its own information. Query by Committee favors the

instance maximizing the disagreement between the two classiers. Compared with

the committee used in the active learning based on IID information, the commit-

tee member consists of dierent kinds of classiers rather than the same types of

classiers.

3.5 Algorithm Performance Comparison

In this section, we rst summarize all the reviewed instance selection methods in Ta-

ble 3.2, with respect to the two dimensions: “how to select ”and “how to evaluate ”.

Then, we select some representative methods from the two major categories: active

learning based on IID instance uncertainty and active learning based on instance

correlations, to conduct an experimental study and compare their performance, as

well as analyze their strengths and weakness.

3.5.1 Time Complexity Analysis

Most papers have shown that active learning gains improvements compared to pas-

sive learning. In the literature, since algorithms are tested and evaluated in dierent

experimental settings, it is dicult to make a fair comparison across various active

learning methods. In this subsection, we focus on the computational time complex-

ity of some representative algorithms in each category introduced above. Because

the time complexity for various algorithms relies on the component learner used

in a method, which has a dierent computation complexity, we cannot make fair
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Table 3.2: Summary of all reviewed instance-selection methods in terms of two
dimensions: “how to select ”and “how to evaluate ”.

How to Select
How to Evaluate
One
Model

Committee

IID Instance
Uncertainty

Uncertainty
Sampling [UNG]
[67]

Least
Condence [UNGLC]

[134][70] [127]

Margin[UNGMA] [18][26] [18]

Entropy[UNGEN]
[17][63]
[78]

[132][55]
[29]

Expected Gradient Length [EGL] [68][100] [74]

Variance Reduction[VAR]
[99][50]
[53][58]

[80][119]
[69][95]
[142]

Instance
Correlation

Exploiting Feature
Correlation[EFC]

Cosine
Similarity [EFCCS]

[68][102]
[84]

[105]

KL
Divergence [EFCKL]

[7][61] [81][131]

Gausssian
Similarity [EFCGS]

[136][139]
[64]

Exploiting Label Correlation [ELC]
[23][24]
[20]

[128][92]

Exploiting Feature and Label Correlation [EFLC] [45]
Exploiting Structure Correlation [ESC] [11]

comparisons. In this subsection, we evaluate the time complexity of dierent al-

gorithms based on the time cost for a query process over an unlabeled data set.

We simply summarize the above query strategies in Table 3.2 from the dimension-

s of time complexity and instance correlation, as shown in Fig. 3.4. From Fig.

3.4, the time complexity and correlation values of the algorithms taking instance

correlation into account are much higher than the ones based on IID information,

which suggests algorithms taking correlation into consideration require more time

to explore correlation information. For active learning based on IID information,

we can easily conclude that Uncertainty Sampling strategies have the lowest time

complexity, whereas Variance Reduction and Expected Gradient length algorithms

have a higher time cost among the four strategies. The observations suggest that

simple query strategy costs less time than complex strategies. For instance, Fisher

algorithms need a K dimensional matrix in the calculation, whereas uncertainty

sampling just uses the output distribution to evaluate instances uncertainty. The

more details considered in the algorithm, the higher time complexity it requires. For

Expected Gradient length scheme, its application on binary classication has the

comparable performance with Uncertainty Sampling. However, for the multi-class

prediction and sequence mining tasks, the time complexity becomes higher as the
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Figure 3.4: Query strategy comparison on representative algorithms from the in-
stance correlation and time complexity perspectives. The x-axis denotes the time
complexity and the y-axis denotes the instance correlations.

number of class labels or the length of sequence grows. The performance of Query

By Committee is superior to EGL and VR, but is inferior to UNG, the main time

cost depend on the component learner it chooses.

When taking instance correlation into consideration, the algorithms exploiting

both feature and output information have almost the same time complexity as

the ones exploiting correlation based on graph structure. The algorithms mining

feature information with clustering algorithms have second highest time complexity.

The above observations are consistent with our expectation. The more information

explored, the more time the algorithm needs. For feature based algorithms, the

method with KL divergence has a relative higher time cost than the other two

similarity metrics. This is because KL divergence is an asymmetric metric, which

costs more in computation cost. For output relation exploited algorithms, the time

complexity relies on the number of class labels, which is much less than the number

of data sets. Therefore, these kinds of algorithms have lower time complexity than

the algorithms based feature information.
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3.5.2 Label Complexity Analysis

One contribution of active learning is reducing labeling cost in terms of model

construction. In this section, we analyze some sort of bounds on the number of

queries required , which theoretically guarantee that this number is less than in the

passive supervised setting.

According to theoretical analysis of the QBC algorithm by Freund et al.[123],

to achieve the same generalization error α, passive learning and active learning

request to label O(d

) and O(d log 1


) instances respectively, where d is the Vapnik-

Chervonenkis (VC) dimension [113] of the model space. This is an exponential

improvement over the typical O(d

) sample complexity of the supervised setting.

However, this result can be tempered somewhat by the computational complexity

of the QBC algorithm in certain practical situations, GiladBachrach et al. [44] oer

some improvements by limiting the version space via kernel functions.

Dasgupta [32] also provides some theoretical lower bounds for active learning.

For example, the labeling complexity of linear classiers can grow to O( 1

) in the

worst case, which oers no improvement over standard supervised learning, but is

also no worse. The standard perceptron algorithm needs O( 1
2
) labels as a lower

bound to learn a linear separator within the generalization error α. To reduce the

labeling complexity of perception classiers, Dagupta et al. [31] present a variant

of perceptron, which can achieve the same label complexity bound as reported for

QBC.

Most of above theoretical results are under some limitations that a learner can

perfectly classify the instances, and data are noise-free. To address these limitations,

there has been some recent theoretical work in agnostic active learning [5], which

only requires that unlabeled instances are drawn i.i.d. from a xed distribution,

and even noisy distributions are allowed. Hanneke [49] provides upper bounds on

label complexity for the agnostic setting. Dasgupta et al. [33] propose a general

agnostic active learning algorithm that works for any hypothesis class of bounded

VC dimension, and any data distribution. These agnostic active learning approaches

explicitly use complexity bounds to determine which hypotheses still “look viable”,

and queries can be assessed by how valuable they are in distinguishing among these

viable hypotheses.
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3.5.3 Lessons Learned

3.5.3.1 Lessons from IID Based Active Learning

IID based active learning employs an uncertainty evaluation measure to calculate

instance utility values by treating instances as IID samples. All unlabeled instances

are ranked based on their uncertainty values, and the subset with the largest un-

certainty values are selected for labeling.

IID based approaches are commonly used in single-label learning tasks. The

three representative subgroups are suitable for dierent types of applications.

• Uncertainty sampling [2, 39, 55] is often straightforward for probabilistic learn-

ing models. For example, least condence has been popular with statistical

sequence model in information extraction [2, 99]. In addition, entropy, a gen-

eral uncertainty sampling measure, is appropriate to minimize the log-loss

of the objective function[70, 134]. The other two uncertainty sampling mea-

sures, least condence and margin, are more suitable for reducing model error

[15, 18, 17, 117, 78], because they favor instances helping to discriminate

specic classes.

• Expected Gradient Length is widely used in applications involving ranking

functions [106, 68], such as information retrieval and text classication. More-

over, Expected Gradient Length strategy can be applied to discriminative prob-

abilistic models by using gradient-based optimization, where the “change ”of

the model is evaluated by the length of the training gradient [74, 100].

• Variance Reduction can avoid model retraining process by taking advantage

of Fisher Information Function: the information matrices simulate retraining

process with an approximation of output variance [99, 53, 54]. The setting

for variance reduction has been applied in the dual control problems as well.

These approaches [58, 80, 119] either add a variance term or an innovation

process, or consider it as a constraint to perform the active law selection

process.

When taking individual instance uncertainty value into consideration, the select-

ed instance subset may contain redundant knowledge and therefore cannot form an
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ideal candidate set. In addition, for Expected Gradient Length and Variance Reduc-

tion based methods, there are some practical disadvantages in terms of computa-

tional complexity. For high dimensional feature spaces or large data sets, Expected

Gradient Length is computationally expensive and its performance can deteriorate

signicantly if features are not appropriately scaled. In other words, the instance

utility value calculated by expected gradient length can be over-estimated simply as

a result of either one or multiple feature values or the corresponding parameter es-

timation is quite large, both resulting in a gradient of high magnitude. Meanwhile,

the biggest challenge of Variance Reduction is its computational complexity. Each

new instance requires a η×η matrix inversion for output variance estimation, where

η is the number of model parameters, resulting in a time complexity of O(nη3) (n

denoting the size of unlabeled instances). Therefore, for complex models involving

a large number of parameters (η), the computational complexity of variance reduc-

tion based approaches can be very large. As a result, Expected Gradient Length and

Variance Reduction are empirically much slower than simple uncertainty measuring

strategy like Uncertainty sampling.

3.5.3.2 Lessons from Instance Correlation Based Active Learning

Comparing with IID Based Active Learning, instance correlation based active learn-

ing explores relationship between instances to calculate utility values of unlabeled

samples. A utility metric is a combination of both an uncertainty function and a

correlation function. Therefore, the selected candidate set balances the instance

uncertainty and diversity for active learning. According to dierent correlation ex-

ploration views, existing solutions in this category are further be categorized into

four groups: Exploiting on feature correlation, Exploiting on label correlation, Ex-

ploiting on both feature and label correlation and Exploiting on structure correlation.

Dierent from IID based active learning, which is mainly used for single-label

learning tasks, instance correlation based active learning has been used for single-

label [79, 25], multiple-label tasks [128], and for data with complex structures [45].

• Exploiting on feature correlation is the most common way to calculate instance

correlations through feature based similarity measurements. Among all types
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of similarity measures, Cosine Similarity is adequate for sequence classica-

tion tasks, such as text classcation [68] and name entity recognition [102].

Meanwhile, Cosine similarity is very eective for instances with high dimen-

sional features, such as face recognition and text classication [84, 105], be-

cause it evaluates the similarity on the original input space without sub-space

transition or matrix connection. KL Divergence Similarity is very unique and

useful for evaluating the similarity tetween class distributions generated from

dierent classiers [7, 81]. Gaussian Similarity works well in semi-supervised

learning frameworks [139, 136] and graph kennel function [64].

• Exploration on Label Correlation aims at solving multi-label learning and

multi-task learning problems by exploring output constraints to improve the

learning process [23, 24, 20], as well as to reduce the prediction cost.

• Exploiting on both feature and label correlation mainly handles data sets with

multiple labels by considering feature and label correlations at the same time.

For example, one can capture multi-class correlation to represent inter-class

variability for visual object detection and tracking [45].

• Exploiting on structure correlation denotes instance correlation using a graph

representation, assuming that an instance’ neighbors share the same labels as

the instance. Collective classication is a key method employed for predicting

the labels of nodes in the graph simultaneously. This setting is applicable to

networked data [11] and for active inference problems [10].

While instance correlation based active learning is eective to reduce redundan-

cy in the selected candidate set, the computational cost for instance correlation

calculation is expensive, especially for data sets with a large number of instances.

For non-symmetric similarity measures, such as KL Divergence Similarity, the com-

putation cost is twice high as the symmetric measures. The parameter settings,

especially for Gaussian Similarity, can also be a big challenge. In addition, a com-

mon assumption in Exploiting on structure correlation is that an instance’s neighbor

nodes share the same labels as the instance. In reality, collecting enough labeled

nodes are dicult (or impossible), so that prediction results mainly depend on the
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network structures, which may reduce the prediction accuracy. Meanwhile, clus-

tering is often the rst step for collective classication, where the quality of the

clustering results can bring a big impact to the nal results and result in sampling

redundancy in the selected candidate set.

3.6 Emerging Applications: Challenges and Trend-

s

The methods reviewed in the previous sections are all in the standard active learn-

ing setting, in the senses that both labeled and unlabeled data sets are available

before training, samples are assumed to be independent and identically distributed

in the feature space, and labels are assumed to be provided by domain experts.

However, in many emerging applications, these conditions can hardly be satised.

Many challenges are posed for active learning in various complicated scenarios.

The instance selection methods for active learning in these complicated scenarios

are urgent to explore. In the following, we summarize a number of emerging active

learning scenarios. For each scenario, we will analyze their challenges and discuss

the research trends.

3.6.1 Active Learning on Streaming Data Platform

In many real-world applications, a large number of unlabeled instances arrive in a

streaming manner, making it dicult (or even impossible) to maintain all the data

as a candidate pool, such as email spam detection, malicious/ normal webpage

classication[72]. This type of applications faces two issues. First, it generates

diverse and massive data volumes in a short period of time, making it impractical for

domain experts manually examining every datum. Second, the data stream evolves

over time, therefore, the traditional training methods on a static data set may fail.

A natural solution to tackle the two issues is to employ active learning by selecting

a small amount of informative data for labeling to help build a model. However,

traditional active learning does not t for the dynamically changing candidate pool.

Thus the challenges of active learning on streaming data platform is threefold: (1)
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In the streaming data platform, the data volumes come continually, the candidate

pool is dynamically changing, which also leads to the data distribution and decision

boundary is evolving consecutively; whereas traditional active learning can deal with

only static data sets. (2) Because of increasing data stream, storing all the data

is very costly and impossible, whereas traditional active learning uses a candidate

pool to store all the data in a data set. (3) In the data stream framework, because

of the drifting/ evolving data volumes, building a model based on all the labeled

data may be not reasonable, while, traditional active learning replies on a model

build from all the previously labeled data.

To tackle these challenges, several algorithms have been proposed recently[40,

28, 9, 138, 88]. A Minimal Variance principle [142] is introduced to guide instance

selection from data stream, coupled with a dynamic weight updating rule for data

stream with drifting/evolving concepts. Following the same principle, Chu, Zinke-

vich, and Li [28] considered unbiased property in the sampling process in data

streams, designed optimal instrumental distributions in the context of online ac-

tive learning. Zhang etc.[127] presented a weighted ensemble classiers and clusters

model to mine concept drifting data streams. Most existing work on streaming data

platform rely on building accurate ensemble models [9]. They share the same basic

idea: using divided-and-conquer techniques to handle large volumes of data stream

with concept drifting. Specically, the data stream is partitioned into several s-

mall chunks, with each ensemble member model constructed from one chunk. The

member models are eventually combined in dierent ways for prediction.

3.6.2 Active Learning with Complex Data Presentations

The massive data set collections of networked data in various domain applications

(e.g., social network, information network, and document citation) drive the re-

search of exible and accurate graph-based prediction models. Vertices classica-

tion in a graph is an important topic in graph-based models. A simple graph is

designed based on a relation measure (e.g., distance or similarity), where each node

denotes a data element, and the edge denotes the relation between the correspond-

ing pair of nodes. Given a graph with unlabeled vertices and a subset of labeled

vertices, a model infers the unlabeled nodes memberships, on the strength of labeled
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training set and graph structure. A common assumption which a model depends

on for vertices classication is that similar data should be assigned the same class

labels. Thus unlabeled vertices are given the labels of their nearest labeled neigh-

bors in a simple way. However, in most cases, gathering sucient labeled vertices

is very expensive, so prediction results depend mainly on network structure, which

may reduce performance. To address this issue, active learning focuses on reducing

labeling cost by selecting an optimal utility vertices in a graph for the purpose of

constructing a superior model.

In general, existing vertices selection criteria falls into two categories. The rst

type of approaches is to nd an optimal solution for a designed objective function.

For Instance, [47] proposes a function which seeks an optimal labeling vertices V L

that disconnect most regions of the graph by cutting minimal edges. However, there

is no general algorithms for minimizing the function, and the method may perform

worse than random algorithms in some experiments [47]. To address this issue, [21]

employs active learning algorithm to nd the minimization of the objective function

on a spanning trees. Unfortunately, there is no experiments showing its eectiveness

on a general graph. They conduct experiments with random spanning tree (RST )

and breadth-rst spanning tree (BST ). RST may hide the cluster structure of

graph, while, BST are likely aected by parameters like starting node.

Another kind of algorithms selects vertices corresponding to the disagreement

between classiers. In their design, they employ clustering algorithm to group

vertices based on graph topology. Then they make predictions on each cluster

by using a classier community, and select samples with the most disagreement

in each cluster to form an optimal subset. [11] eectively exploits the prediction

dierence between a classier and a collective classier, where the former is built

with vertices information, while the latter also takes edges between vertices and

neighbor’s information into consideration. However, a xed number of clusters are

likely to destroy the actual data class distribution.

3.6.3 Active Learning with Crowdsourcing Labelers

Traditional active learning asks an omniscient expert to provide ground truths to

the queried instances, so that labeled instances can help build an accurate model.
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By doing so, the expert is assumed to be accurate (never wrong), indefatigable

(always answers the queries), unique( only one oracle), and insensitive to cost-

s(inexpensive/free annotation cost). However, labeling an optimal utility subset is

still costly and expensive in many cases. To reduce labeling cost, crowdsourcing

labelers, which are composed of some cheap and noisy labelers, have now been con-

sidered for active learning. Unfortunately, a direct application of crowdsourcing

labelers on traditional active learning is problematic for two reasons. (1) Since only

a small subset of critical instances is selected for labeling, the labeling quality in

active learning is more sensitive to the model’s performance. (2) Since active learn-

ing is consisted of multiple learning iterations, the errors induced in each round will

be passed onto the following rounds and will be amplied. Thus, asking crowd-

sourcing labelers to directly provide noisy class labels may not be appropriate in

active learning. The tradeo between the labeling noise and labeling cost is a big

challenge for active learning with crowdsourcing labelers.

To address the above challenges, existing work on active learning with crowd-

sourcing labelers mainly follow two directions. One research direction utilizes rela-

beling strategy to obviate the eect of noise. Follow this idea, Sheng et al. [103]

proposed a crowdsourcing resolution in supervised learning scenarios. Based on

Sheng et al.’s work [103], Zhao et al.[130] applied crowdsourcing labelers in active

learning framework by incremental relabeling only the most import instances. Fu

et al.[41] proposed a new active learning paradigm, in which a nonexpert labeler

is only asked whether a pair of instances belong to the same class. To instanti-

ate the proposed paradigm, it adopts the MinCut algorithm as the base classier,

and repeatedly updates the unlabeled edge weights on the max-ow paths in the

graph. Finally, an unlabeled subset of nodes with the highest prediction condence

is added into labeled nodes.

Besides relabeling strategy, taking labeling cost into consideration is the other

research direction. Integrating a cost budget into instance selection metrics, it

guarantees that the selected optimal subset is subject to budget constraint, where

budget is the total time cost avaliable on annotation. [115] formulates a budgeted

selection task as a continuous optimization problem where the optimal selected

subset maximizes the improvement to the classier’s objective, with a labeling cost
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budget constraint. Proactive learning [37] focuses on selecting an optimal oracle as

well as an optimal instance at the same time using a decision theoretic approach.

3.6.4 Active Learning for Domain Adaptations

It is desirable that a model built based on plenty labeled instances in one domain

should perform reasonably well on data from dierent but similar domains [137].

For example, a classier trained to classify ”indoor” vs. ”outdoor” images should be

benecial for training classier to classify ”building” vs. ”natural scenery” images.

A model on the source domain straightly applies in the target domain may result

in a serious accuracy reduction. Therefore, we need to additionally label some

instances in the target domain, so as to help leverage the original model apply in

the target domain without performance compromise, which is known as domain

adaptation. However, labeling a large amount of instances in the target domain is

a costly and expensive process. So a promising resolution is seeking to minimize

the amount of new annotation eort required to achieve good performance in the

target domain. To reduce labeling cost, active learning can be employed to select

instances to annotate from the target domain of interest.

Active learning in a domain adaptation setting has received little attention so

far, where existing work mainly follows either pool based or online active learn-

ing settings for domain adaption. In the pool based active learning setting, [22]

proposes to combine active learning with domain adaptation for word sense disam-

biguation system. [104] employs an initial pool of labeled target domain to help

train an in-domain model. In the online active learning setting, [96] presents a novel

approach that uses a domain-separator hypothesis in the active query process, and

further leverages inter-domain information. Meanwhile, Zhu et. al. [144] proposed

a transfer active learning approach which actively selects (and labels) samples from

auxiliary domains to improve the learning for a target domain. Both approaches in

[96, 144] can be used in pool-based or online active learning settings.
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3.7 Summary

With the goal of labeling the most informative instances to achieve high prediction

accuracies with minimum cost, active learning is a continuously growing area in ma-

chine learning research. In previous work, the emphasis has been on the design of

new query strategies for instance selection criteria. In this section, we categorized

existing query strategies in active learning into two groups: (1) Active learning

based on IID instance uncertainty, and (2) Active learning based on instance corre-

lations. We surveyed the two types of query strategies, analyzed and compared the

time complexity of some representative methods, and briey discussed some poten-

tial issues in the existing designs. A number of emerging active learning scenarios

and new approaches are also discussed in this section. Our survey, which mainly

emphasizes on instance selection, provides a high-level summarization for interested

readers to take instance correlations into consideration for designing eective active

learning solutions.
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Chapter 4

Active Learning with Optimal
Instance Subset Selection

4.1 Introduction

From a technical perspective, the key of AL is to nd instances mostly needed

for labeling, such that the inclusion of the instances into the labeled set can help

improve learning model.

When assessing instances for labeling, existing active learning methods can be

roughly categorized into two groups: 1) individual assessment based and 2) set

assessment based. The former treats unlabeled instances as independent and iden-

tically distributed (I.I.D.) samples, and each instance’s utility value is calculated

without taking others into consideration, whereas the latter intends to select an opti-

mal subset with a maximal utility value, by using sample correlations/distributions

to estimate utility value.

One possible problem with individual-assessment-based approaches is that they

may label similar instances, which, in turn, results in labeling redundancy. Take

Fig. 4.1 as an example, when only considering the uncertainty of the samples for

labeling, a labeling set may contain most uncertain samples, each of which has the

maximum uncertainty value from a single-instance perspective, but samples in the

set may contain redundant knowledge and do not form an ideal candidate set, as

shown in Fig. 4.1(b). Utility metrics based on a set assessment, on the other hand,

utilizes some similarity measures to discriminate samples so selected instances may

not be the most uncertain ones, whereas together, they form a good labeling set.

As shown in Fig. 4.1(c), by considering sample correlations, decision boundaries
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(b) (c) (a) 
 

Figure 4.1: A toy example to demonstrate the tradeo between uncertainty and
diversity for sample selection in active learning. Circles and triangles denote the
instances from two classes, respectively; solid circles and triangles denote labeled
instances and the rest denote unlabeled instances. The solid lines denote the true
decision boundaries and the dashed lines denote the decision boundaries learned by
the learners based on the selected instances. (a) Decision boundary learned from six
labeled training instances. (b) By labeling six most uncertain instances, the learner
renes its decision boundary, which becomes more approximate to the true decision
boundary. (c) By taking sample diversity into consideration, a method chooses the
most informative candidate instances with low redundancy between them, based
on which the learned decision boundary is signicantly improved, compared to the
approach which considers uncertainty only.

generated from six selected candidates are much closer to the genuine boundaries,

compared to the approach in Fig. 4.1(b). Batch mode AL , represents the typical

set-assessment-based methods.

For set assessment based active learning, although such methods do take sample

correlations into consideration for active learning, in practice, they have at least the

following two disadvantages:

• For clustering based methods [16, 122], they normally separate instances into

groups, and select centroid of each cluster as representative instances for label-

ing. Accordingly, active learning crucially relies on clustering results whereas

most clustering methods can only generate convex groups and real-world da-

ta can distribute arbitrarily. In addition, because instance selection depends

on cluster numbers and sizes, and clustering is typically not a transparent

process, these methods are inexible for active learning.

• For batch mode active learning [54], instance selection is made by using a

search process, e.g. hill-climbing search, to choose instance, one at a time, to

maximize the objective function, and iterate several times to greedily include

instance, one at a time, into the selected set to form a subset. Therefore,
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these works, in essence, still are based on single instance selection without

considering each subset as a whole for active learning.

In order to address the above issues, we propose a completely new active learning

paradigm under the context of an oracle labeler by employing instance correlation

for selecting unlabeled samples for labeling. To capture instance correlations, we

explore the pairwise correlation from feature spaces and prediction distribution si-

multaneously. we combine instance uncertainty and instance correlations to form

a matrix with each element denoting correlation of instances indexed by the corre-

sponding row and column. Using correlation matrix, active learning can be regarded

as an optimal subset selection problem to select b out of n samples, such that the

selected subset has the maximum utility value.

The problem denition and system overview are introduced in Sec. 4.2. The

algorithm details are introduced in Sec. 4.3, followed by experiments in Sec. 4.4.

4.2 Problem Denition & System Overview

4.2.1 Problem Denition

Given a dataset D consisting of n instances with each instance ei denoted by ei =

{xi1, · · · , xim; yi}, where xij denotes the jth attribute value of the instance and yi

denotes xi’s class label. If ei is unlabeled, we denote it by ei = {xi1, · · · , xim; ?}.
Assume at any stage, a labeled sample is moved from D to a subset DL, and the

remaining unlabeled samples in D form an unlabeled subset DU , with D = DL∪DU

and DL ∩DU = ∅. The aim of optimal subset based active learning is to select and

label a batch (i.e. a subset Δ) of instances, one batch at a time, from DU , such

that when user requested number of instances are labeled, a classier trained from

DL has the maximum prediction accuracy in classifying test samples DT .

4.2.2 System Overview

In order to train classiers from DL with the maximum prediction accuracy, a

commonly employed principle for active learning is to label samples with high un-

certainty. Following this principle, assume a matrix M exists to capture each single
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instance’s uncertainty as well as the disparity between any two instances xi and xj,

the above active learning goal can be regarded as the selection of an optimal subset

of unlabeled samples Δ, such that the summation of instance uncertainty and dis-

parity over Δ can reach the maximum (compared to any alternative subsets with

the same size).

Accordingly, we employ an iterative procedure with the following three major

steps:

1. Construct Classier Ensemble. Using bootstrap sampling to train a com-

mittee of classiers E from DL.

2. Build Correlation Matrix. Applying E to an unlabeled sample set DU

and building a correlation matrix M to capture instance uncertainty and disparity

between instances.

3. Select an optimal subset with maximum utility value. Using correlation

Matrix M to select an optimal subset Δ which has the maximum utility value

among all candidate sets with the same size. This problem can be formulated as a

quadratic integer programming problem as follows,

max
x

xTMx

s.t.


i,xi∈X
xi = b ; xi ∈ {0, 1}

(4.1)

where x is an n-dimensional column vector and n is the size of unlabeled set DU .

The constraint b denes the size of the subset for labeling, with xi = 1 denoting

that instance xi is selected for labeling and xi = 0 otherwise.

Assume the objective function in Eq.(4.1) is properly solved, the optimal subset

Δ will contain b instances with the maximum summation of the uncertainty and

disparity, through which the instance labeling redundancy is reduced. Depending

on the number of instances for labeling, the above process repeats until the dataset

is suitably labeled.

52



4.3 ALOSS: Optimal Instance Subset Selection

for AL

We now discuss technical details on correlation matrix construction and optimal

subset selection for active learning.

4.3.1 Correlation Matrix Construction

An important step of ALOSS is to construct a correlation matrix M with elements

in M properly capturing each single instance’s uncertainty as well as correlations

between each instance pair. To build a correlation matrix M ∈ Rn×n, where n

denotes the number of instances in the unlabeled set DU , we separate elements in

M into two parts. More specically, assume Ui,i denes the uncertainty of instance

ei and Ii,j , i = j denes the disparity between instances ei and ej, the correlation

matrix M is constructed using Eq.(4.2)

Mi,j =





Ui,j , if i = j

Ii,j , if i = j
(4.2)

Classier Weighting Matrix: To calculate instance uncertainty, we build a clas-

sier ensemble E with m heterogeneous members, 1, · · · , m, each of which is

trained from labeled sample set DL. Meanwhile, assume users intend to use a spe-

cic type of learning algorithm, say decision trees, to the nal labeled samples and

train a classier to predict test samples, we also apply the same learning algorithm

to DL to train a benchmark classier ∗. Because we use ensemble E with diverse

base learners, the purpose of employing ∗ is to make sure that active learning

process indeed favors samples with respect to user selected learning algorithm.

Given a classier ensemble E = {1, · · · , m} and a benchmark classier ∗, for

each ensemble member j, we compare its prediction with the benchmark classier

∗ on each unlabeled sample in DU (which contains n instances), and generate an

n by m matrix H ∈ Rn×m as follows:

• Hi,j=1, if j and ∗ has the same prediction on xi.

• Hi,j=0, otherwise.
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Table 4.1: A toy example demonstrating classier matrix construction. (a) the
prediction from a benchmark classier ∗ and predictions from the three classiers
of the Ensemble E on a four-instance dataset (b) the Hi,j values for matrix H (c)

The normalized matrix H = HT×H
n

(a)

Classier x1 x2 x3 x4

∗ T F F T
1 F T F T
2 T T F T
3 F T F F

(b)

Classier 1 2 3
x1 0 1 0
x2 0 0 0
x3 1 1 1
x4 1 1 0

(c)

Classier 1 2 3
1 2

4
2
4

1
4

2 2
4

3
4

1
4

3 1
4

1
4

1
4

By using H matrix, which records agreements between each ensemble member and

the benchmark classier, we calculate a m by m matrix H ∈ Rm×m with H =

HT×H
n

. Clearly, each diagonal term Hj,j denotes the percentage of same predictions

between j and ∗, whereas each o-diagonal term Hi,j, i = j, denotes the common

agreements between classiers i and j. Table 4.1 demonstrates the correlation

matrix construction process using a toy example.

Instance Uncertainty: To calculate uncertainty for each single instance xi in DU ,

we apply each ensemble classier j, j = 1, · · · ,m, to xi, and build a vector ui with

each element ui,j, j = 1, · · · ,m, recording uncertainty of classier j on instance

xi (in our experiments, we use entropy to measure j’s uncertainty on xi). As a

result, we can build an n by m matrix u ∈ Rn×m, and calculate weighted instance

uncertainty as follows.

U = u×H× uT (4.3)

According to Eq.(4.3), each diagonal term in Ui,i contains weighted entropy of xi

with respect to all ensemble classiers in E, which are trained from labeled samples

DL.

Pairwise Correlation: The purpose of calculating correlation between each pair

of instances xi and xj is to capture dierence between xi and xj such that an

optimal subset can contain instances with high uncertainty and high disparity (so

there is low redundancy in the labeled samples). To achieve the goal, we employ two
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types of distance measures, prediction distance and feature distance, for correlation

assessment.

Prediction Distance (dP ) intends to compare prediction dissimilarity of a

same set of classiers on two instances. The purpose is to assess the behavioral

dierence between a pair of instances (xi vs. xj) with respect to some classiers.

Given an instance xi and a classier κ, assume the labeling space has |Y| labels
in total, so xi can be predicted, by κ, as any label yl ∈ [1, |Y|]. Denote P(yl|x)
the probability of xi belonging class yl, as per classier κ’s prediction. For a pair

of instance xi and xj, their prediction dierence with respect to a classier κ is

denoted by

Φκ
i,j = (|P(y1|xi)− P(y1|xj)|, · · · , |P(y|Y||xi)− P(y|Y||xj)|) (4.4)

When combining prediction distance over all class labels yl ∈ [1, |Y|] and all classi-

ers κ,κ = 1, · · · ,m, we have

dPi,j
=

m

κ=1,κ∈E

Y

l=1

|lκ(xi)− lκ(xj)| × Hκ,κ (4.5)

where Hκ,κ denotes the weight of the classier κ, as we discussed in Sec. 4.3.1.

Feature Distance (dF), as its name suggests, intends to capture the disparity

of a pair of instances in the feature space. Given instance ei = {xi,1, · · · , xi,m; yi}
where xi,κ denotes the κth feature value of xi, the feature distance between xi and

xj is calculated as follows,

dFi,j
=


m

κ=1

(xi,κ − xj,κ)2 (4.6)

Pairwise Correlation (I): Because prediction distance (P) and feature dis-

tance (F) each denotes the dierence between instances xi vs. xj from dierent

perspectives, the nal pairwise correlation between xi and xj is the product of the

two distances as follows.

Ii,j = dPi,j
× dFi,j

(4.7)

By using the product of the prediction distance and feature distance to calculate

the disparity between instances, as shown in Eq.(4.7), our intention is to simulta-

neously consider instances’ behaviors (prediction distance) and their distance in
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feature space (feature distance). Assume prediction distance and feature distance

each assess instance distribution from one dimension, the product therefore assess

the join distribution from both dimensions and is a proper way of assessing instance

disparity.

4.3.2 Optimal Subset Selection

Given a correlation matrix M with n instances, the purpose of optimal subset s-

election, as dened in the objective function Eq.(4.1), is to select a subset with

b instances, such that the summation of all instances’ uncertainty and their dis-

parities is the maximum among all alternative subsets with the same size. This

problem is actually a standard 0-1 optimization problem, which is NP hard in gen-

eral. Semi-Denite Programming (SDP) [46], fortunately, provides an approximate

solution to solve similar NP-hard maximization problems with polynomial complex-

ity. Accordingly, we transform the original problem in Eq.(4.1) to a “Max cut with

size b ”(MC-b) problem [46, 129], whose objective is to partition an edge-weighted

graph (which contains N vertices) into two subsets, with one of which containing

b vertices, such that the total weight of edges cross the cut (i.e. partitioning) is

maximized. A formal denition of the MC-b problem is given in Eq.(4.8), where N

denotes the number of vertices in the graph, and wi,j is the edge weight between

vertices i and j.

max
y

1

2

N

i∈[1,N ],j∈[1,N ],i<j

wi,j × (1− yiyj)

s.t.


i

yi = N − 2b; yi ∈ {−1, 1}.
(4.8)

To transform original problem, dened in Eq.(4.1), into the MC-b problem as dened

in Eq.(4.8), we transform variable xi in Eq.(4.1) as follows,

xi =
yi + 1

2
, (4.9)

where yi ∈ {−1, 1}. Replacing xi in Eq.(4.1) using its form in Eq.(4.9), we have,

max
y

1

4
(y+ e)TM(y+ e),

s.t. (y+ e)T I(y+ e) = 4b; yi ∈ {−1, 1}.
(4.10)
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where y is an n-dimensional vector with values either 1 or -1, and e is the same size

column vector with all 1s. The original cardinality constraint


i xi = b is rewritten

as a quadratic form xT Ix = b, where I is an identify matrix.

To put transformed objective function in Eq.(4.10) and its cardinality con-

straints into quadratic form, we expand the vector y = (y1, · · · , yn) into an extended

form y = (y0, y1, · · · , yn) with y0 = 1, and construct a new matrix Q ∈ R(n+1)×(n+1)

as follows,

Q =

⎛
⎝ eTMe eTM

Me M

⎞
⎠ (4.11)

Similarly, we can apply same extension to the cardinality constraints and build a

new constraint matrix C ∈ R(n+1)×(n+1) as follows,

C =

⎛
⎝ n eT

e I

⎞
⎠ (4.12)

As a result, the original instance selection problem in Eq.(6.3) is transformed into

an MC-b problem as follows,

max
y

yTQy

s.t. yTCy = 4b

y0 = 1; yi ∈ {−1, 1}; ∀ i = 0

(4.13)

Solving MC-b using SDP programming: To solve Eq.(4.13), we denote Y =

y× yT , where Y ∈ R(n+1)×(n+1) and have a SDP form for Eq.(4.13) as follows,

max
y

Q • Y

s.t. C • Y = 4b

y0 = 1; yi ∈ {−1, 1}; ∀ i = 0

(4.14)

In Eq.(4.14), • denes dot product given as A•B =


i,j Ai,j×Bi,j . We integrate the

constraints on binary variable yi. Because yi has only two values 1 and -1, together

with the constraint y0=1, the diagonal terms in Y are all 1s. Consequently, the

constraints yi ∈ {−1, 1} can be expressed as Diag(Y )=I, where I is an (n+1)-

dimensional identity matrix.
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Therefore the SDP relaxation of Eq.(4.13) is denoted by

max
y

Q • Y

s.t. C • Y = 4k

Diag(Y ) = I; Y  0

(4.15)

where Y  0 denes that symmetric matrix Y is positive semidenite (i.e. all

its eigenvalues are nonnegative). Following SDP problem formulation dened in

Eq.(4.15), one can employ publicly available open source packages to solve Eq.(4.15).

In our experiments, we use SDPA [19], which is based on interior point method, to

nd solutions for Eq.(4.15).

4.3.3 ALOSS: System Framework

The whole process of ALOSS, as listed in Algorithm 2, is an iterative procedure.

In each iteration, a small optimal subset Δ with b samples are selected for labeling.

The labeled samples are then used to update models, including an ensemble E and a

benchmark classier ∗, and help select another optimal subset Δ for labeling. The

whole iterative process continues until the number of labeled instance labeledsample

reaches the users dened value t.

Accelerated Process: In Algorithm 2, optimal subset selection is carried out on

M which is a square matrix and its size is determined by the size of DU . For a

large size matrix, nding solutions for SDP is computationally expensive. Alterna-

tively, one can build a small matrix by removing samples whose uncertainty values

are hopelessly small. So the instance subset selection only works on the remaining

samples, which will, in turn, signicantly reduce ALOSS’s computational complex-

ity. To achieve the goal, the key issue is to determine a proper threshold value

and separate samples, according to their uncertainty values H, into to subsets. For

this purpose, we employ a histogram [87] based automatic thresholding method to

divide unlabeled samples into two groups: low uncertainty group and high uncer-

tainty group, with the goal of separating samples into two groups such that their

combined spread (intra-group variance) is minimal.

Given an unlabeled instance subset DU with n instances, the uncertainty of
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each individual instance is denoted by Ui,i, i = 1, · · · , n, as given in Eq.(4.3). As-

suming that the uncertainty values of all instances DU are distributed between

[Emin, Emax], one can partition the range into L intervals with equal width, as de-

ned by Eq.(4.16), and the number of samples whose entropies belonging to the jth

interval is denoted by nj.

γ = (Emax − Emin)/L (4.16)

Assume a threshold τ exists to separate samples in DU into two groups Glow(τ)

vs. Ghigh(τ), as follows





Glow(τ) = {xi|xi ∈ DU ; Ui,i  Emin + τ ·γ}
Ghigh(τ) = {xi|xi ∈ DU ; Ui,i > Emin + τ ·γ}

(4.17)

Denoting the percentage of samples in the lth interval by

Pl =

n
i=1; xi∈DU ; Emin+l·<Ui,i≤Emin+(l+1)· 1

n
(4.18)

The respective percentage of samples in the groups Glow(τ) and Ghigh(τ), with

respect to a given threshold τ , are then denoted by

ωlow(τ) =
τ

j=0

Pj; ωhigh(τ) =
L−1

j=τ+1

Pj (4.19)

The weighted mean for each of group Glow(τ) and Ghigh(τ), with respect to the

threshold τ , is then dened by. Eqs.(4.20) and (4.21), respectively.

μlow(τ) =
τ

j=0

(j + 1) · Pj

ωlow(τ)
(4.20)

μhigh(τ) =
L−1

j=τ+1

(j + 1) · Pj

ωhigh(τ)
(4.21)

Assume the mean uncertainty level over the whole unlabeled data set DU is

calculated using Eq.(4.22)

μ =
L−1

j=0

(j + 1) · Pj (4.22)

The weighted inter-group variance, with respect to the given threshold τ , is then

dened by

σ2(τ) = ωlow(τ) · [μlow(τ)− μ]2 + ωhigh(τ) · [μhigh(τ)− μ]2 (4.23)
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The main objective of the automatic thresholding method is to exhaustively

search for an optimal threshold τ ∗ that maximizes in Eq.(4.23), which will, in

turn, separate samples into two groups, Glow(τ
∗) and Ghigh(τ

∗), with maximum

inter-group variance. The algorithm details for nding an automatic threshold to

partition unlabeled samples DU are shown in Algorithm 3.

Algorithm 2 ALOSS: Active Learning with Optimal Subset Selection

Input: (1) an unlabeled sample set D; (2) m: # of classiers to form an ensemble
E; (3) t: # of samples selected for labeling; (4) : a learning algorithm for
training nal classiers; and (5) b: the size of optimal subset (or batch size).

Output: an labeled sample set DL with t labeled samples.
1: labeledSample ← A small random number;
2: DL ← Randomly label labeledSample instances from D;
3: DU ← D \ DL;
4: while labeledSample < t do
5: ∗ ← Apply  to DL to train a benchmark classier;
6: E{1, · · · , m} ← Apply bootstrap samplings to DL and build ensemble E

with heterogeneous classiers;
7: H ← Apply E and ∗ to DU and build instance uncertainty matrix;
8: DU  ← Rening DU using accelerated search process in Algorithm 2;
9: I ← Calculate disparity matrix for instances in DU 

;
10: M ← Build instance correlation matrix;
11: Δ ← Apply optimal subset selection to M and select a subset Δ with b

instances;
12: DL ← DL


Δ; DU ← DU \Δ;

13: labeledSample ← labeledSample + b;
14: end while

4.3.4 Time Complexity Analysis

The total time complexity of ALOSS includes two major parts: 1) building instance-

correlation matrix M and 2) applying SDP to M to select a b-instance subset. We

assume that a learning algorithm with quadratic complexity O(z2) is used, where

z is the maximum number of labeled instances. In each iteration, there are one

benchmark classier and m ensemble members that need to be trained. In addition,

the calculation of the disparity matrix needs pairwise instance correlation, which

requires O(n2)time complexity, where n denotes the number of unlabeled instances.

Therefore, in total, the time complexity for building instance-correlation matrix is

O(M) = (m+ 1)O(z2) +O(n2) (4.24)
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Algorithm 3 AP: Accelerated Process using instance selection

Input: (1) weighted uncertainty values for all unlabeled instances in DU , Ui,i, i =
1, · · · , n; (2) L: # of levels in separating instance uncertainty values [0, L− 1]

Output: selected instance subset
1: γ ← determining the step value for separating uncertainty values as shown in

Eq.(4.16).
2: τ ∗ ← 0; σ(τ ∗) ← 0 ; initializing optimal threshold and corresponding maxi-

mum variance value as 0.
3: for j = 0 to L− 1 do
4: τ ← j; setting current threshold.
5: Glow(τ),Ghigh(τ) ← separating two groups as shown in Eq.(4.17).
6: σ2(τ) ← calculating inter-group variance as shown in Eq.(4.23)
7: if σ2(τ ∗) < σ2(τ) then
8: τ ∗ ← τ ; updating threshold value.
9: σ2(τ ∗) ← σ2(τ) ; updating optimal variance.
10: Ghigh(τ

∗) ← Ghigh(τ) ; updating optimal subset.
11: end if
12: end for
13: return Ghigh(τ

∗).

Due to the accelerated search process (Algorithm 3), we can reduce the corre-

lation matrix from M ∈ Rn×n to M ∈ R(α×n)×(α×n) , where  ∈ [0, 1] is the per-

centage of reduction. The SDP process requires O(SDP ) = O(b2 + ( × n)3)[124]

complexity to solve the n× n matrix and selects a b-instance subset. Because the

size of the instance subset b is much smaller than × n, we can regard that SDP’s

time complexity is bounded by O((× n)3).

Because the whole AL process requires the repetitive training of the classiers,

the while loop between steps 4 and 14 in Algorithm 2 needs to repeat z/b times, so

the total time complexity of ALOSS is given as follows:

O(ALOSS) =
z

b
[(m+ 1)O(z2) +O(n2) +O((× n)3)] (4.25)

The aforementioned complexity analysis indicates that the bottleneck time com-

plexity of ALOSS is asymptotically bounded by the SDP process.

4.4 Experiments

We implement ALOSS and a number of baseline approaches using Java and WE-

KA data mining tools, and comparatively study their performance on 10 benchmark
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datasets collected from UCI data repository [82]. A simple description of the bench-

mark data sets is summarized in Table 4.2. To comparatively study the algorithm

performance, we compare classiers trained from sample sets labeled dierent meth-

ods. If a classier trained from a sample set labeled by A has a higher accuracy

than the classier trained from a sample set labeled by B, we conclude that A has a

better active learning performance than B. To make fair comparisons, all methods

are compared based on the same training and test samples (the initial randomly

labeled samples are also the same for all methods). All experiments are based on

10 times 10-fold cross validation. To build ensemble E with diverse classiers, we

employ four learning algorithms, including (1) Decision Trees, (2) Naive Bayes, (3)

ZeroR (a classier predicting samples to the majority class), and (4) Multilayer Per-

ception, to build an ensemble with m = 8 classiers, with each of them contributing

two classiers.

Table 4.2: A simple description of the benchmark data

ID Dataset Instances Features Classes

1 horse 368 23 2
2 auto-mpg 398 8 3
3 balance 625 5 3
4 pima 768 9 2
5 vehicle 846 19 4

6 german 1000 21 2
7 cmc 1473 10 3
8 car 1728 7 4
9 segment 2310 19 7
10 abalone 3196 37 2

4.4.1 Benchmark Methods

In addition to the proposed ALOSS approach, we also implement a number of

mainstream active learning methods [8].

Random is a simple approach, which randomly selects user requested number of

instances for labeling.

Entropy is a query by uncertainty active learning method, which uses entropy

as uncertainty measure. Each instance xi’s entropy is calculated by using class

distributions predicted from a classier, as dened by Eq.(4.26), where P (yl|xi) is
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the probability of xi belonging to class yl.

x∗
H = argmaxxi

−


l

P (yl|xi) logP (yl|xi) (4.26)

All unlabeled samples are sorted according to their uncertainty values. A number

of samples ranked on the top of the list form a batch for labeling. The labeling

process repeats until the user requested number of instances are labeled.

Margin is identical to Entropy except the uncertainty measure. Instead of using

entropy, Margin aims to seek the dierence between the two most likely class labels

on a specic instance, as dened by Eq.(4.27)

x∗
H = argminxP (y1|x)− P (y2|x) (4.27)

where y1 and y2 are the rst two most probable class labels x being classied by

a classier. Intuitively, an instance with the least margin value is the one which

is mostly ambiguous (i.e. uncertain). Similar to Entropy, Margin also employs a

batch based iterative process for active learning.

SIB is a Single Instance Batch method which is identical to Entropy except that

for SIB the batch size is 1, which means that SIB selects and labels instance one at

a time. The main purpose of using SIB as a baseline method is to check that if we

remove the redundancy during the batch based active learning process, what is the

best performance the existing method can possibly achieve. Because SIB has the

smallest batch size, it is the most computationally expensive method.

IW is a most recently developed instance weighting based method [8]. For each

unlabeled data xt, IW generates a weight value for xt according to its maximum loss

value on a set of benchmark classiers, as dened in Eq.(4.28), where L() denes a
loss function, f and g each denotes a classier in a set . The higher the pxt , the

more likely xt is going to be selected for labeling.

pxt = maxf,g∈;y∈Y (L(f(xt), y)− L(g(xt), y)) (4.28)

ALOSSp and ALOSSf are variants of the proposed ALOSS approach, where in-

stance disparity I only considers prediction distance (ALOSSp) or feature distance

(ALOSSf ), respectively, as introduced in Section 4.3.1.

For the purpose of fairness of comparison, all the baseline algorithms are de-

signed as ” set assessment” mode by selecting top b data with the largest utility at

a time, except ”SIB”, labeling one data at each time.
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In the following sections, we rst study algorithm performance in dierent pa-

rameter settings, including dierent batch sizes, dierent labeling portions, etc.,

and then report their performance on all benchmark datasets.

4.4.2 Experimental Results with Dierent Batch Sizes

In Fig. 4.2, we report the performance of dierent algorithms on three datasets,

where x-axis shows the batch size and y-axis reports the accuracies of the classiers

trained from nal labeled samples (by using dierent active learning methods). In

our experiments, we use decision trees (using J4.8 implementation) as the bench-

mark learner, and active learning is used to label 50% of samples. For example, for

batch size 0.05 (which means 5% of samples), an active learning algorithm needs

to repeat 10 times in order to label 50% of samples (In our experiments, we vary

number of labeling iterations from 10 to 2 with step -1 to label 50% of samples,

which correspond to batch sizes, 0.5/10=0.05, 0.5/9=0.056, ..., 0.5/2=0.25).

As the batch size increases, the performance of all methods, except SIB, deteri-

orates (the batch size of SIB is xed to 1 so its performance remains stable across

all batch sizes). This is because the labeled samples is xed to 50% and for a s-

maller batch size, an active learner will have more iterations to update its instance

selection process. Interestingly, the results in Fig. 4.2 also show that as the batch

size increases the performance gain of ALOSS, in comparison with other methods,

continuously improves. This asserts that the optimal subset selection procedure in

ALOSS does play an eective role for avoiding redundancy and selecting informa-

tive samples for labeling. For small batch sizes, the eect of redundant samples

may be marginal as if a batch only contains several samples the redundancy among

them may not be signicant and a learning algorithm may also need the redundancy

to build correct decision logics. For large batch sizes, simply sorting all samples

according to their uncertainty, without considering their correlations, will introduce

signicant redundancy in the labeled samples.

To demonstrate algorithm performance in most rigorous conditions, in following

experiments we use batch size 0.05 for all experiments.
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Figure 4.2: Accuracy comparisons with dierent batch sizes for active learning
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Figure 4.3: Head-to-Head comparisons between prediction distance and feature
distance based instance disparity measures
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Figure 4.4: Accuracy comparisons w.r.t. dierent portions of labeled samples
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Figure 4.5: Accuracy comparisons w.r.t. dierent portions of labeled samples, the
batch size is xed to 0.05
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4.4.3 Comparisons between Dierent Distance Measures

In Fig. 4.3, we compare the performance of ALOSSp and ALOSSf on all benchmark

datasets. In our experiments, we x the batch size to 0.05, and the initial randomly

labeled samples is set as 0.05. Then we apply ALOSSp and ALOSSf to label

dierent percentages of samples, with the labeling percentages varying from 10% to

50%. Because batch size is 0.05, for each dataset, it will generate 9 results, which

correspond to the labeling percentages 10%, 15%, 20%,..., 50%. For 10 benchmark

datasets, we will have 90 pairs of accuracy values in total. We report all 90 pair

accuracies in Fig. 4.3, where a value above y = x line indicates that ALOSSf

outperforms ALOSSp, and vice versa.

Among all 90 observations, ALOSSp outperforms ALOSSf on 55 cases, which

asserts that instead of considering feature values to assess instance correlations,

like existing correlation-based active learning algorithms do [85], using behaviors of

instances with respect to dierent classiers is an eective way to assess instance

correlations. Interestingly, for classiers with relatively high accuracies, ALOSSf

appears to has a better chance to outperform ALOSSp. Indeed, because ALOSSf

replies on Euclidean distance, which is essentially a nearest neighborhood approach,

to assess sample correlations. When classier accuracy is low, it means that using

feature based distance function is ineective to dierentiate samples from dierent

classes.

4.4.4 Results with Dierent Percent of Labeled Samples

In Fig. 4.4, we report the algorithm performance with respect to dierent percent-

ages of labeled samples, which vary from 10% to 80% as indexed by x-axis and

y-axis shows the accuracies of the classiers trained from the corresponding labeled

samples. For each benchmark dataset, we use two types of benchmark learners,

Decision trees and Naive Bayes, and report their accuracies in the gure. For all

experiments, we x the batch size to 0.05 and the initial randomly labeled subset

is 0.05. Due to page limitations, we only report results for Horse and Car datasets.

Detailed results of each method on all benchmark datasets are reported in the next

section.

68



The Entropy method, without considering sampling redundancy, is the least

eective algorithm mainly because the instance uncertainty is calculated based on

each sample’s own information, and the correlation between samples is ignored. By

employing optimal subset selection, we observe that ALOSS constantly outperforms

SIB. Because the batch size for SIB is set as 1, and a smaller batch results in

better labeling quality, SIB represents the performance upper bound of individual

assessment based active methods. By combing instance uncertainty and instance

disparity together to select optimal subsets for active learning, ALOSS is shown to

outperform the upper bound to a large extent.

4.4.5 Detailed Comparisons for All Methods

In Tables 4.3, 4.4 and 4.5, we report detailed comparisons of all methods on 10

benchmark datasets. In all tables, the batch size is xed to 0.05.

Among all methods, ALOSS achieves the best performance gain, ALOSSp and

SIB are the second tier. Instance weighting (IW) based approach, however, marginal-

ly outperforms random sample selection. As we have discussed in Eq.(4.28), the

instance weighting in IW is essentially an individual assessment based measure,

where the importance of each sample (i.e. the weight value) is generated according

to its loss values with respect to some classiers. This observation again asserts

that instance correlations play an important role for active learning methods to

select informative and less redundant instances for labeling.

Intuitively, SIB intends to avoid sample labeling redundancy by selecting in-

stance one at a time for labeling. Such a hill-climbing instance labeling approach,

however, is still inferior to ALOSS, although SIB indeed outperforms most other

methods (despite of the high computational costs of SIB). Indeed, although SIB

intends to minimize redundancy in the sample selection process, it has no mecha-

nism to ensure that samples selected in a consecutive number of iterations can form

an optimal subset. Just like most hill-climbing search methods can be stuck to

some local optimal without nding a good solution, ALOSS inherently avoids the

problem through the selection of an optimal subset by taking sample correlations

into consideration.
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Table 4.3: Detailed algorithm performance comparisons (using Decision Trees as
the benchmark learner and labeling percentage is 15%)

Dataset Random Margin Entropy SIB IW ALOSSp ALOSS
horse 82.85±1.20 83.12±1.09 82.98±1.70 83.02±1.28 82.95±1.76 83.17±1.69 83.78±1.31

auto-mpg 67.73±2.16 67.75±2.96 67.97±1.12 68.52±1.68 67.04±2.62 68.21±2.13 69.77±1.87

balance 62.13±1.19 63.20±2.9 62.91±1.28 63.94±1.94 63.36±1.2 63.94±1.23 64.32±2.24

pima 69.55±1.48 70.11±1.88 70.24±1.68 70.96±1.34 70.89±1.96 70.75±1.94 71.88±1.91

vehicle 67.98±1.12 69.03±1.93 68.89±1.14 69.56±1.98 68.05±1.43 69.17±1.45 70.59±2.12

german 68.54±1.13 67.21±1.73 68.76±1.38 69.64±1.71 68.56±1.56 70.09±2.05 70.13±1.57

cmc 57.23±1.16 58.90±1.78 57.98±2.06 58.98±1.76 59.01±2.19 59.23±1.82 60.12±2.17

car 83.35±1.93 84.76±1.75 84.68±1.25 85.07±1.73 83.58±2.87 85.45±1.25 86.78±2.15

segment 82.29±3.08 82.75±2.12 83.84±2.17 85.06±1.25 84.98±1.25 83.78±1.69 84.57±1.95

analone 80.78±1.56 82.85±1.2 81.67±1.34 82.56±1.76 80.21±3.21 83.23±1.35 84.72±2.18

Average 72.24±1.60 72.96±1.93 72.99±1.51 74.63±1.69 72.86±2.00 73.72±1.66 75.31±2.04

Table 4.4: Detailed algorithm performance comparisons (using Decision Trees as
the benchmark learner and labeling percentage is 30%)

Dataset Random Margin Entropy SIB IW ALOSSp ALOSS
horse 83.31±1.08 83.96±1.13 84.07±1.29 84.31±1.38 84.11±1.43 84.53±2.43 85.47±1.76

auto-mpg 68.36±1.81 71.08±1.60 69.97±1.05 70.88±1.34 69.04±1.68 71.85±2.08 72.06±1.45

balance 63.54±1.2 64.73±2.39 64.85±1.69 65.09±1.07 65.18±1.38 65.25±2.06 66.25±1.46

pima 70.91±1.10 71.15±1.76 70.96±1.25 71.68±1.60 71.72±1.01 71.97±1.56 72.78±1.38

vehicle 69.06±1.15 70.87±1.25 70.08±1.95 71.51±2.06 71.06±2.2 71.37±1.12 72.56±2.56

german 69.64±1.01 69.75±1.02 68.98±1.60 69.62±1.71 70.29±2.03 71.79±1.45 72.89±1.96

cmc 58.01±1.09 60.07±1.98 59.80±2.31 61.52±1.83 62.43±2.32 61.04±2.24 62.26±2.12

car 85.35±1.85 86.12±1.22 85.93±1.85 86.72±1.74 85.58±2.87 87.05±2.12 88.78±2.15

segment 85.24±1.03 85.62±2.29 86.02±1.05 86.73±1.60 85.23±2.83 86.27±1.56 87.98±1.05

analone 81.78±1.43 83.65±1.47 82.56±1.82 83.71±1.91 82.13±2.21 85.34±1.72 86.12±1.65

Average 73.52±1.27 74.7±1.61 74.32±1.58 75.17±1.62 74.67±1.99 75.64±1.83 76.82±1.75

Table 4.5: Detailed algorithm performance comparisons (using Decision Trees as
the benchmark learner and labeling percentage is 50%)

Dataset Random Margin Entropy SIB IW ALOSSp ALOSS
horse 84.37±1.51 84.75±1.07 84.87±1.45 85.12±1.47 84.98±2.56 85.34±1.60 86.18±1.06

auto-mpg 74.08±1.98 75.17±1.69 75.01±2.08 75.92±1.69 74.05±1.2 76.07±1.12 77.09±2.29

balance 65.92±1.03 65.75±2.35 65.89±1.48 66.34±1.19 66.94±1.39 66.89±2.36 67.21±1.96

pima 72.96±1.10 72.92±1.29 73.05±1.12 73.99±2.01 73.07±1.19 73.87±1.23 74.92±1.23

vehicle 70.98±1.13 72.01±2.8 71.45±1.34 72.89±1.65 72.09±2.1 73.56±1.18 74.78±3.56

german 70.78±1.01 70.96±1.04 71.08±1.56 71.78±1.67 71.09±2.53 72.67±1.95 73.27±1.65

cmc 59.03±1.75 61.09±2.08 60.45±1.34 61.86±1.12 62.03±1.23 62.34±1.71 63.54±2.56

car 86.97±1.93 88.15±1.74 87.37±2.16 88.36±1.92 87.09±3.21 88.96±1.46 90.13±2.96

segment 86.24±1.25 86.02±2.89 87.12±1.12 87.89±1.67 87.23±2.13 88.31±1.72 89.98±1.34

analone 83.78±1.23 84.87±2.12 84.65±1.51 85.71±1.65 84.23±1.22 86.12±1.34 88.12±1.89

Average 75.51±1.39 76.17±1.91 76.09±1.51 76.98±1.60 76.28±1.87 77.41±1.57 78.52±2.05
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Chapter 5

Pairwise Homogeneity Based
Active Learning

5.1 Introduction

In most traditional active learning methods, an expert labeler (also called “oracle

”) is required to provide ground truths to the queried instances and the model

is updated by incorporating new labeled data. The updated model is applied to

the unlabeled data again and another subset of unlabeled data are selected for the

expert’s labeling. This procedure is iterated multiple times until some criterion is

met.

Although the classical active learning paradigm only requires a subset of in-

stances to be labeled, it is not an easy task because the selected subset can still

be of large size and the active learning iterations can last for quite a long time. In

addition, since the model is learned only based on a subset of the entire data set,

the labeling quality of the selected instances is extremely crucial for the model’s

performance. As a result, the labeling task in traditional active learning methods

is still expensive in many cases.

Recently, researchers resort to employing committees of weak (non-expert) la-

belers, which are cheaper but can only provide noisy labels for unlabeled instances.

Some works based on this idea have been proposed, such as [103, 93], for solving

the standard supervised learning problem with multiple weak labelers. However,

such noisy labels may not be helpful in active learning scenarios for at least two rea-

sons: (1) Because only a small subset of critical instances are selected for labeling,

the labeling quality in active learning is more sensitive to the model’s performance
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than that in standard supervised learning. (2) Because active learning comprises

multiple learning iterations, the errors induced in each round will be passed onto

the following rounds and will be amplied. Therefore, asking non-expert labelers

to directly provide noisy labels may not be appropriate in active learning scenarios.

We propose a new active learning paradigm, named Pairwise Homogeneity based

Active Learning (PHAL), in which a non-expert labeler is only asked “whether a

pair of instances belong to the same class ”. Unlike labeling individual instances,

pairwise label homogeneity has less requirement on labelers’ domain knowledge.

This intuition can be illustrated using an animal classication example in Fig. 5.1,

in which pictures (a)-(c) are camels and (d)-(e) are sheep. Suppose (a) and (f)

are labeled as “camel ”and “sheep ”, respectively, and our goal is to actively label

some of the remaining pictures to train a classier. In traditional active learning, a

domain expert may be needed to label these pictures since non-expert may nd it

dicult to tell the genuine label of (c), which seems unlike to either (a) or (f). In our

proposed PHAL, this puzzle can be addressed by querying the label homogeneities

of pair (a, b) and pair (b, c), which are visually similar and can be easily labeled

by a non-expert.

The proposed PHAL not only imposes less requirements to the labelers and

makes the labeling more aordable for real-world applications, but also shows good

robustness to tolerate labeling errors, as we will soon demonstrate in the experi-

ments. Indeed, in the example showing in Fig. 5.1, it does not matter even if

the non-expert tell the wrong answer for the pair (a, c) – As long as most label

homogeneities in local neighborhoods are correctly labeled, the underlying learner

will nally nd paths from any unlabeled instance to the labeled ones based on the

pairwise homogeneity information. Thus, PHAL can not only reduce labeling cost

but also tolerate more noise.

Pairwise homogeneity relationships can be commonly seen in many application-

s [125, 27], where this prior information can be easily obtained with very little

eorts. For example, in Facebook, a popular social network site, a user favoring

a pollical leader (e.g. Barack Obama) may publish interesting status in his/her

personal page and other users can reply to these posts as “comments ”. Any two
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Figure 5.1: An example of using pairwise label homogeneity to ease a labeling task.
(a) and (f) are labeled as “camel ”and “sheep ”, respectively, and the labeling task
is to actively label remaining pictures to train a classier. (c) is unlike to either
(a) or (f), so its genuine label is dicult to obtain unless the labeler has sucient
knowledge (or a domain expert is involved). In PHAL, this puzzle can be addressed
by querying the label homogeneities of pair (a, b) and pair (b, c), which are visually
similar and can be easily labeled by a non-expert.
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Figure 5.2: Traditional active learning paradigm vs. the proposed PHAL paradig-
m. Traditional active learning explicitly queries the class label of each instance,
whereas our approach queries the class homogeneity between a pair of instances,
i.e., whether a pair of instances belong to the same class or not. Since we do not
require the labeler to provide class label of each queried instance, our query is much
easier/cheaper to collect in reality.

comments corresponding to one post are in the same category (i.e. topic “politi-

cal ”) and therefore share the homogeneity relationship. Similar situation can also

be observed in Twitter and Google News, where only a coarse web analysis scrip-

t is needed to automatically detect the pair relationship between tweets or news.

When collecting labeled instances for model training is dicult or even impossi-

ble, the pairwise information provides valuable knowledge for build learning models

without knowing the genuine label of individual instances.

Based on the above assumption, the underlying queries in PHAL are to gener-

ate pairwise constraints between labels, which will be incorporated into the active

learning procedure. Fig. 5.2 illustrates the dierence between the traditional active

learning paradigm and the proposed one. In contrast to a specic label assigned to

each queried instance in the traditional paradigm, the new paradigm only acquires

a pairwise label homogeneity information (“yes/no ”) for each query, which is much

easier and cheaper for the labeler.

While the aforementioned non-expert labeler based active leaning paradigm pro-

vides an opportunity to reduce labeling cost and make a labeling task easier to fulll,

the “yes/no ”pairwise label homogeneity information cannot be directly utilized to

benet active learning due to a lack of specic class labels for individual instances.

Therefore, to enable an eective active learning process based on the pairwise label

homogeneity information, we need to address two technical challenges: (1) decide
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which pairs of instances should be selected for query, and (2) how to make use of the

pairwise homogeneity information to improve the active learner. For pair selection,

we propose to query pairwise label homogeneity of unlabeled pairs on the Max-ow

paths and update the corresponding Min-cut models with the query results. Using

the improved Min-cut models, we select a subset of instances with high condences

on their prediction results, and include these instances, along with their inferred

class labels, into the labeled set to improve the active learning process.

The problem formulation and the proposed method for active learning by query-

ing pairwise label homogeneity are presented in Sections 5.2 and 5.3, respectively.

Experimental results are reported in Section 5.4.

5.2 Problem Formulation

5.2.1 Problem Setting

A given data set is denoted by D, which comprises a labeled subset DL, an unlabeled

subset DU , and a test set DT . The ith instance in DL is denoted by (xi, yi), where

xi is the feature vector and yi the class label. Meanwhile, the ith instance in DU or

DT is denoted by (xi, ?), where the label is unknown. In order to train a classier

on DL with maximum prediction accuracy, a common strategy for active learning

is to query the class labels of the most informative instances in DU from an expert

labeler (also called oracle) and expand DL with the new labeled data.

Instead of directly answering the class labels of queried instances in traditional

active learning methods, we consider a pairwise label homogeneity query setting in

this paper. Assume we employ a non-expert labeler, who can only answer whether

a pair of instances (xi,xj) belong to the same class or not. We aim to solve the

following two technical challenges: (1) Given an active learner, how to select unla-

beled pairs for querying label homogeneity. (2) After collecting the answers, how

to make use of such information to train a better classier.
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Figure 5.3: The proposed Pairwise Homogeneity based Active Learning (PHAL)
framework.

5.2.2 Method Overview

The incorporation of pairwise label homogeneity information immediately inspires

a graph-based transductive learning approach. Our main idea is to make use of

homogeneity information to iteratively correct the edge weights of the similarity

graph in the graph-based transductive learner and nally boost its prediction ac-

curacy. Specically, we rst select some most important pairs to query from the

non-expert labeler. Then, the label homogeneity information is used to update the

current model. After that, we infer the class memberships of unlabeled data based

on the updated model and evaluate data utility with a utility measure. Finally, a

classier including the selected most informative instances with inferred labels is

trained to predict the test set. This active learning paradigm is illustrated in Fig.

5.3.

To instantiate the above active learning paradigm by incorporating pairwise

label homogeneity information, we can choose a graph-based transduction model

as a base learner. We employ Min-cut [13, 14] as a base leaner, which naturally

rests on a pairwise similarity graph for vertex bipartition (binary classication) by

minimizing the sum of the edge weights between two partitions (one for positive

and the other for negative instances). Since Max-ow paths play an important role
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for graph bipartition, we select the unlabeled pairs on the Max-ow paths as the

most important pairs to query their label homogeneity. We use an ensemble of

Min-cut classiers to infer the class memberships of unlabeled vertices and treat

the majority voting results outputted by the Min-cut classier ensemble as the nal

prediction result of an unlabeled vertex. The maximum probability output value

is considered as its condence. It is assumed that the vertices with the highest

condence values provide most useful information to help build an accurate model.

Before proceeding, we give an overview of the proposed PHAL procedure with

the following four major steps:

1. Graph Ensemble Construction. To build Min-cut based classiers, we

rst construct an ensemble of k-NN graphs in terms of k in a range with a

xed step.

2. Weight Adjustment in Min-cut Sets. After applying the Min-cut algo-

rithm to the obtained graphs, a non-expert labeler is asked to provide label

homogeneity information to the queried pairs. Based on the query results, we

adjust the weights of queried pairs.

3. Condence based Data Selection. The class memberships of unlabeled

vertices are inferred according to the ensemble of Min-cut classiers. By

sorting the unlabeled vertices based on their label condences, the top vertices

are selected as the optimal subset Δ.

4. Weight Update in Selected Subset. We use the nal prediction result of

an unlabeled vertex in Δ as its class label. Then we further check the edges

which have the vertices in Δ. If an edge links two labeled vertices, we update

the edge weight according to its label homogeneity. By doing so, we obtain

the class labels of the vertices in Δ, and then use the vertices with inferred

class labels to update the graph weights. As a result, the labeler’s answers to

the label homogeneity queries can be incorporated into the Min-cut classiers

in the next iteration to improve the active learning process.

The last three steps will iterate multiple times until reaching the budget Υ (the

total number of queried pairs during active learning iterations). In each iteration,
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the active learner selects a small optimal subset Δ and treats the predicted labels as

their real labels. This information is then used to update both the graph ensemble

G and the classier ensemble E, and also helps select the optimal subset in the

next iteration.

5.3 The Proposed Method

In this section, we will introduce the proposed method in detail for active learning

by querying pairwise label homogeneity. Sections 5.3.1 and 5.3.2 will address the

rst challenge mentioned in Section 5.2.1, and Sections 5.3.3 and 5.3.4 will address

the second challenge. Finally, we will analyze the computational complexity of our

method.

5.3.1 Graph Ensemble Construction

Given a distance metric, there exist a number of ways to construct graphs. In

the following, we introduce design criteria for constructing an graph ensemble used

in the Min-cut algorithm. First of all, it is expected that a graph has at least

some small balanced cuts for the Min-cut based approach. While these cuts may

be inconsistent with the labeled vertices, we do not anticipate that the Min-cut

algorithm fails in the beginning. This suggests that the potential graph construction

method only produces edges between very similar nodes. Secondly, the graph is

expected to have the property that a small number of connected components cover

nearly all the instances. This indicates that the graph can represent the real data

distribution and provide sucient correlation information between the instances in

the data set.

Based on the above criteria, we adopt the k-nearest neighbor (k-NN) algorith-

m [30] to construct graphs. We connect two vertices (instances) with an edge if one

vertex is a member of the other one’s top k nearest neighbors. This setting cater

the rst criterion with the assumption that the vertices near in the topology struc-

ture are similar to each other. Furthermore, it is helpful to select the best model

parameter k to reach its optimal performance. However, it is dicult to obtain the

optimal k for adapting dierent data sets, so as to reect real data distributions
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as the second criterion says. To this end, we construct an ensemble of graphs with

dierent k values ranging from 3 to 24 with a xed step of 3. Because of the gen-

eralization capability of the ensemble model, it guarantees that our method can at

least outperform the average performance of the individual models built separately

with dierent k values.

Given the labeled data set DL and the unlabeled data set DU , we collect all

the instances in DL ∪ DU to form the vertex set V = V L ∪ V U in the graph

ensemble. That is to say, vi ∈ V is assigned a feature vector xi and a class label

yi, if labeled, or ”?” if unlabeled. For N dierent values of k, we construct N edge

sets E1, . . . ,EN ⊆ V ×V , respectively. As a result, we can obtain a graph ensemble

G = {g1 = (V,E1), . . . , gN = (V,EN)}. We use V L
+ to indicate the vertex set with

positive labels and V L
− the vertex set with negative labels. An edge weight w(vi, vj)

in a graph is set using following steps:

• Add Classication Vertices. Since we use the Min-cut algorithm, it is

required to set a source vertex and a sink vertex. We add two binary classi-

cation vertices v+ and v− to the vertex set, which are treated as the source

and the sink, respectively. Thus, the vertex set for constructing the graph

ensemble becomes V = V ∪ {v+, v−}. All the other vertices in V , except

{v+, v−}, are called data vertices.

• Set Edge Weights with Classication Vertices. The classication vertex

v+ and v− are only connected to the labeled vertices in V L
+ and V L

− , respec-

tively. The edge weight between the classication vertex and a labeled vertex

is set to a large value ∞. Specically, w(v+, vi) = ∞ for all vi ∈ V L
+ and

w(v−, vi) = ∞ for all vi ∈ V L
− .

• Set Edge Weights without Classication Vertices. As analyzed be-

fore, we adopt the k-NN algorithm to generate the edge for each pair of data

vertices. The edge weight between two data vertices represents the similar-

ity between them. Specically, the weighting function used in the paper is

determined as follows,

w(vi, vj) = exp(−Υ(vi, vj)) (5.1)
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where Υ(vi, vj) denotes the distance between xi and xj. We adopt Hamming

distance for categorical features and Euclidean distance for numerical features.

5.3.2 Weight Adjustment in Min-cut Sets

After graph construction, we use the Min-cut algorithm to bipartition the graphs for

binary classication [13]. The Min-cut based classiers are based on the Max-ow

Min-cut theorem [89], which states that, given a ow network, the maximum ow

passing from the source to the sink equals to the minimum cut of edge capacities

(weights) in the network.

Theorem 1 (Max-ow Min-cut Theorem [89]). Let χ be a ow passing from the

source to the sink in a network g and (A,B) be a cut, where g = A ∪ B. Then, for

any cut, we have χ(g)  ϕ(A,B), where ϕ(A,B) is the capacity of the cut. When

χ(g) = ϕ(A,B), χ is a maximum ow and (A,B) is a minimum cut of the network.

The maximum ow through a series of paths relies on the smallest ow of the

edge on each path, which is also the bottleneck of each path. This implies, if these

bottleneck edges are removed from the network, it results that no ow can pass

from the source to the sink. Thus, Max-ow and Min-cut is an equivalent problem

and we can determine a minimum cut using the maximum ow algorithm.

When the labeled data are insucient and the unlabeled data are abundant,

as in the active learning problem setting, Min-cut based classication may have

many minimum cuts (with equivalent maximum ows). This may lead to extremely

imbalanced cuts, which is harmful for binary classication. Since Min-cut based

classication [13, 14] belongs to a family of semi-supervised learning methods based

on the manifold assumption [136], which assumes that the instances are more likely

to belong to the same class if they are close in the feature space. This commonly

used assumption motivates our new active learning paradigm to obtain additional

label homogeneity information by querying unlabeled pairs on Max-ow paths in

the Edmonds-Karp algorithm [38].

To acquire pairwise label homogeneity information, we query “whether vi and

vj belong to the same class”to the non-expert labeler. Based on the query result,
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we adjust the weight of edge between vi and vj as follows

w(vi, vj) =





w(vi, vj)× (1 + ∂) if yi = yj

w(vi, vj)× (1− ∂) if yi = yj
(5.2)

where ∂ is an adjustment factor, which determines the weight updating scale (0 <

∂ < 1). According to Eq. (5.2), the edge weight increases by ∂, if the pair has the

same class label, and decreases by ∂, otherwise.

We theoretically verify that the above weight adjustment can reduce the leave-

one-out (LOO) error of the underlying Min-cut based classier. Lemma 3.4 in [13]

shows the prediction result yi = sign(


j∈kNN(i) yjw(vi, vj)), where kNN(i) denotes

the k nearest neighboring vertices. Based on this result, a margin-like quantity is

dened in [60]

ιi = yi


j∈kNN(j) yjw(vi, vj)
j∈kNN(i) w(vi, vj)

(5.3)

which can be viewed as the margin between an instance and the decision boundary.

We use this margin-like quantity to upper bound the leave-one-out error

αLOO(D) 
|D|

i=1

(1− ιi) (5.4)

which suggests that the error rate can be reduced by making the upper bound

tighter. We can have the following result.

Theorem 2. The upper bound Eq. (5.4) can become tighter if the edge weights are

adjusted according to the pairwise label homogeneity query result using Eq. (5.2).

Proof. To prove that the upper bound Eq. (5.4) can become tighter, we can equiv-

alently prove that Eq. (5.5) will increase after adjusting the edge weights using

Eq. (5.2).
|D|

i=1

ιi =

|D|

i=1



j∈kNN(i)

yiyj
w(vi, vj)

j∈kNN(i) w(vi, vj)
(5.5)

If the queried pair have the same label (i.e., yiyj = 1), w(vi, vj) will become larger

and the margin Eq. (5.5) will increase accordingly; if the queried pair have dierent

labels (i.e., yiyj = −1), w(vi, vj) will become smaller and the margin Eq. (5.5) will

also increase accordingly. Therefore, the feedback of pairwise label homogeneity

information will monotonously reduce the upper bound of the leave-one-out error
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over active learning iterations (we do not change kNN(i) for vi after edge weight

adjustment).

The above weight adjustment operation can also be interpreted from the view

of the Max-ow Min-cut theorem: It will agglomerate the data in same classes (in-

creasing the weights of same labeled instances) while separate the data in dierent

classes (reducing the weights of dierently labeled instances). As a result, the total

weight of the edges across the two sections will be smaller and the decision bound-

ary determined by these edges will be rened. Moreover, based on the Max-ow

Min-cut theorem, the cut is formed by the edges with full capacity ows, which

are on the Max-ow paths. This also suggests that querying pairs on the Max-ow

paths is more eective than querying pairs randomly for reducing the upper bound

Eq. (5.4). Over active learning iterations, the decision boundary of the classiers

will become clearer and the imbalanced cut issue will be relieved.

5.3.3 Condence based Data Selection

By applying the Min-cut algorithm to the graph ensemble G, an ensemble of Min-

cut based classiers E = {1, . . . , m} are naturally derived on G. Thus, the class

labels of all the unlabeled vertices can be inferred by the cuts. Specically, vertices

in the source and sink partitions are labeled positive and negative, respectively.

After obtaining the predicted labels of all the unlabeled vertices in G, we employ

the predictions of E on each vertex to calculate its class label distribution

p(+, vi) =
1

m

m

n=1

I(n(vi) = +) (5.6)

p(−, vi) = 1− p(+, vi) (5.7)

where I(n(vi) = +) is an indicator function that outputs 1, if n(vi) = +, and 0,

otherwise.

We choose the label with higher probability as the nal prediction h(vi) (e.g.,

h(vi) = 1 if p(+, vi) > p(−, vi), and the value is considered as the prediction

condence for the unlabeled vertex. The prediction condence for vertex vi is

Pc(vi) = max{p(+, vi), p(−, vi)} (5.8)
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We sort the unlabeled vertices based on their condence values in a descending

order. The top |Δ| vertices are selected to form the optimal labeling subset, with

the nal prediction h(vi) being their labels. We add Δ into the labeled training set

by V L = V L ∪Δ to update the active learner.

5.3.4 Weight Update in Selected Subset

After incorporating the labeling information of the optimal subset Δ to the active

learner, the graphs need to be updated based on this additional information. The

new labels only aect the edges which have vertices in Δ, where both vertex labels

of those edges become available. Using their label homogeneity information, we

update the corresponding edge weights using the similar operation as Eq. (5.2)

introduced in Section 5.3.2

w(vi, vj) =





w(vi, vj)× (1 + ϕ) if yi = yj

w(vi, vj)× (1− ϕ) if yi = yj
(5.9)

where ϕ is an adjustment factor, which determines the weight updating scale

(0 < ϕ < 1). Since we use the predicted labels here, pairwise label homogene-

ity information may be incorrect. Therefore, in practice, we select a smaller value

for ϕ than that for ∂ in Eq. (5.2), where the query answers are almost accurate.

The entire algorithm is described in Algorithm 4.

5.3.5 Time Complexity Analysis

In order to analyze the time complexity of our method, we assume the graph en-

semble is updated T times (the maximum number of active learning iterations).

The time complexity of our method can be decomposed into two parts: B(V ) and

U(V ), where B(V ) denotes the time complexity for model training and U(V ) for

active pair selection for label homogeneity queries.

The term B(V ) is further composed by the complexity of a graph ensemble

construction BG(V ) and the complexity of the Min-cut based classier ensemble

training BM(V ). As aforementioned, we use the k-NN algorithm to construct N

graphs with dierent number of neighbors. This procedure has a complexity of

O(|V |2 + N |V |), where O(|V |2) is for computing the pairwise similarity matrix
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Algorithm 4 Active Learning by Querying Pairwise Label Homogeneity

Input: (1) DL: a labeled data set; (2) DU : an unlabeled data set; (3) n: the number
of graphs to construct the graph ensemble; (4) V L = V L

+ ∪ V L
− ∪ {v+, v−}: a labeled

vertex set (5) Υ: the budget of pairs queried during active learning.
Output: V L

1: Construct a graph ensemble G = {g1, . . . , gN} with dierent k values based on DL ∪
DU ;

2: while the number of queried pairs < Υ do
3: Learn the Min-cut classier ensemble E = {1, . . . , N} on G;
4: Query class homogeneities of unlabeled pairs (vi, vj) on the Max-ow paths of each

graph in G;
5: Update edge weights w(vi, vj) ← Eq.(5.2)
6: Compute prediction condences Pc(vi) ← Eq.(5.8) for vi ∈ V U and c ∈ {+,−};
7: Predict the class memberships of vi ← argc Eq.(5.8)
8: Sort V U according to their prediction condences and select the top ones as the

optimal subset E;
9: VU ←− VU \ E;
10: VL ←− VL ∪ E;
11: Update the edge weight w(vi, vj) ← Eq.(5.9) if exist vi ∈ E;
12: end while

and O(N |V |) for nding N dierent sets of neighbors. After generating the graph

ensemble, we employ the Min-cut algorithm to train N Min-cut based classiers

for T times. We adopt the Edmonds-Karp algorithm [38], which has a complexity

of O(|V ||E|2), for solving the Min-cut problem. Therefore, we retrain N Min-cut

based classiers for T times, which totally has a complexity of T
N

n=1 O(|V ||En|2).
The total time complexity of B(V ) is

B(V ) = BG(V ) + BM(V ) (5.10)

= O(|V |2) +O(N |V |) + T
N

n=1

O(|V ||En|2) (5.11)

In practice, since |En| is larger than |V | while N and T are usually small. Let |E|
be the average of |En|, we can further simplify Eq. (5.10) to be

B(V ) = O(TNV |E|2) (5.12)

The term U(V ) is further composed by the complexity of pair queries UP (V )

and the complexity of optimal labeled data selection UC(V ). We assume that the

average number of queried pairs in each iteration is M . Then the total complexity

of T iterations is UP (V ) = O(TM). For UC(V ), the membership distribution

estimation needs O(N |V U |) and the unlabeled data sorting based on condences
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needs O(|V U |2), both of which are iterated for T times. As a result, the time

complexity of U(V ) is

U(V ) = UP (V ) + UC(V ) (5.13)

= O(TM) +O(TN |V U |) +O(T |V U |2) (5.14)

= O(TM) +O(T |V U |2) (5.15)

With the above analysis, we get the overall time complexity of our method

B(V ) + U(V ) = O(TNV |E|2) (5.16)

Eq. (5.16) shows that most computational cost of our method rests on the Min-cut

based classier ensemble training.

5.4 Experiments

In this section, we rst investigate parameter settings and noise sensitivity of the

proposed method to validate its robustness. The eectiveness of the proposed

method is validated by extensive comparisons with a number of baseline methods.

5.4.1 Data Description and Experimental Settings

We conduct experiments on ten benchmark data sets listed in Table 5.1. All bench-

mark data sets except “lucas ”are real-world binary data sets, which can be down-

loaded from the UCI Machine Learning Repository1. “lucas ”is a synthetic data

set2 to simulate a medical application of lung cancer diagnosis, prevention, and

treatment. It is generated using causal Bayesian networks with binary variables,

where the target variable denotes whether a patient has lung cancer or not.

For fair comparisons, all experimental results are reported based on the average

results of 10 times 10-fold cross validation. All methods are compared on the same

training and test sets (the initial randomly labeled samples are also the same for all

methods). We use the number of queried instance pairs as the cost factor and all

methods are compared based on the same labeling budget, i.e., querying the same

number of instance pairs.

1http://archive.ics.uci.edu/ml/
2http://www.causality.inf.ethz.ch/challenge.php?page=datasets
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All the compared methods are implemented using Java and WEKA [118] data

mining toolbox. Once the labeling process is done, we use J48 (which is a WEKA

implementation of the C4.5 decision tree algorithm) to train a classier from the

nal labeled data set of each method. The performance of dierent methods is

then compared based on the accuracies of their J48 classiers on the same test set.

Given that all the compared methods use the same training/test sets and the same

labeling cost (number of queried instance pairs), we can conclude that a method has

a better active learning performance than its peers if it outperforms the baseline

methods in terms of the classication accuracy.

Table 5.1: Description of the benchmark data sets.

ID Dataset Instances Features Classes

1 breastc 286 10 2
2 liver 345 12 2
3 wdbc 569 31 2
4 monks1 432 7 2
5 pima 769 9 2
6 horse 368 23 2
7 lucas 2000 11 2
8 german 1000 21 2
9 vote 435 17 2
10 kr-vs-kp 3196 37 2

5.4.2 Baseline Methods

To the best of our knowledge, there are no existing methods considering the “Pair-

wise Label Homogeneity Query ”active learning paradigm. To comparatively study

the performance of the proposed method (denoted as PHAL in the experiments),

we design the following baseline methods using dierent pairwise label homogene-

ity query strategies. It is worth noting that, after obtaining the pairwise label

homogeneity query results using dierent strategies, the rest steps of these baseline

methods are as same as those in PHAL.

• Querying Pairwise Label Homogeneity Active Learning (QHAL) [41]

is the original version of the proposed method. The dierence between QHAL

and PHAL lies in the graph construction step, where QHAL only constructs

a single k-NN graph with a xed k value while PHAL constructs an ensemble
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of k-NN graphs with a set of dierent k values. QHAL queries unlabeled pairs

on the Max-ow paths of the constructed graph and update the model with

the acquired information.

• Random Edge Weight Update Active Learning (REAL) is a variant of

PHAL within the same framework. The dierence between REAL and PHAL

is that REAL randomly selects edges in the graph rather than selecting edges

on the Max-ow paths. For each randomly selected edge, REAL queries the

label homogeneity between two vertices linked by the selected edge.

• Uncertain Sample based Active Learning (USAL) uses entropy [98]

as an uncertainty measure. Each unlabeled instance xi’s entropy is calculat-

ed using the class distributions predicted by a classier, dened as H(xi) =

−
yi∈{+,−} P (yi|xi) logP (yi|xi), where P (yi|xi) is the probability of xi be-

longing to class yi. First, all the unlabeled instances are ranked according to

their uncertainties. Then we select top ranked instances to form a set of pairs

for label homogeneity query.

• Uncertain Pair based Active Learning (UPAL) is another variant of

PHAL within the same framework. After generating an ensemble of Min-cut

based classiers, it rst calculates the uncertainties (entropies) of unlabeled

vertices according to the prediction results of the classier ensemble. The

uncertainty of an edge is the summation of the uncertainties of the two vertices

of the edge. We rank edges in each graph according to their uncertainties and

select top ranked pairs for label homogeneity query.

• Pairwise Homogeneity Active Learning () (PHAL()) varies the per-

centage of pairs queried on the Max-ow paths using a parameter  (0   
1). This method is a combination of PHAL and UPAL. PHAL(1.0) is exactly

PHAL and PHAL(0) is exactly UPAL. For example, PHAL(0.5) means that

a half pairs are queried on the Max-ow paths and the other half are queried

based on pair uncertainty values3. The purpose of using PHAL() as a base-

line is to study whether querying instance pairs on the Max-ow is indeed a

3In our experiments, UPAL always outperforms REAL, so we use UPAL to select the remaining
pairs for the combined method.

87



good choice. Given an active learning task, if we observe an increasing per-

formance gain from PHAL() as the value of  increases, it will validate that

querying instance pairs on the Max-ow paths is, at least, a better choice

than random query.

In addition to the above pairwise label homogeneity query based baseline meth-

ods, we also consider an individual instance query based baseline to compare the

sensitivity of the proposed method and traditional active learning methods with

respect to labeling noise.

• Instance Label based Active Learning(ILAL) employs a labeler who can

provide class label for the queried instance. It uses entropy as the instance

utility measure for instance selection.

For fair comparisons, all the baseline methods except ILAL are designed to

work in a “batch mode ”by selecting the same number of pairs at a time. In each

iteration, PHAL queries pairwise label homogeneity information of the un-queried

pairs on the Max-ow paths. However, due to the Max-ow paths often change

as the active learning process iterates, the number of these pairs is not xed in all

iterations. Thus we guarantee that all the baseline methods query the same number

of pairs as PHAL does in each iteration. For USAL, given n samples, they can form

n(n−1)
2

pairs at most. Accordingly, assume we want to label  pairs, we need to nd

 to satisfy

 =
( − 1)

2
(5.17)

After nding , we just select top  uncertain instances to form a set of pairs for

label homogeneity query.

5.4.3 Parameter Setting for k-NN Graphs

QHAL uses a predened k to construct a single k-NN graph and updates this

graph by adjusting its edge weights on the Max-ow paths based on the pairwise

label homogeneity query results. However, it cannot guarantee that the selected k

achieves the best performance, unless we exhaustively search the optimal k, which

is computationally expensive. Moreover, as explained in Section 5.3.1, it is dicult

to nd a general criterion to search the optimal k since it often depends on data
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Figure 5.4: The accuracy comparison between QHAL and PHAL. Each vertical line
segment denotes the accuracy range of QHAL with k varying from 3 to 24 with a
step of 3, and the circle on the line denotes the average accuracy in the range; a
red triangle denotes the accuracy of PHAL, which comprises an ensemble of k-NN
graphs with k varying from 3 to 15 with a step of 3.

sets. To address this problem, the proposed PHAL method adopts an ensemble of

k-NN graphs with dierent k values to improve the generalization capability.

In Fig. 5.4, we report the results of QHAL and PHAL with respect to dierent

k values on 10 benchmark data sets. The results show that the performance of

PHAL is always better than the average performance of QHAL with dierent k

values in a large range (ranging from 3 to 24 with a step of 3). Although PHAL

constructs the graph ensemble within a small range (ranging from 3 to 15 with a

step of 3), its performance is superior to the average performance of QHAL. We can

thus conclude that an ensemble of graphs with dierent k values can indeed help

improve performance due to the generalization capability of the ensemble model.
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5.4.4 Sensitivity w.r.t. Dierent Percentages of Labeling

Noise

In real-world scenarios, labelers may provide noisy pairwise label homogeneity in-

formation for some uncertain cases. In this experiment, we comparatively study the

sensitivities of PHAL (pairwise homogeneity query based) and ILAL (instance label

query based) to the labeling noise. To measure the robustness of a model against

noise, we can investigate its accuracy curve with respect to the increasing percent-

ages of noisy labels. The more slowly the accuracy curve drops, the more robust

the model is; otherwise, the model is sensitive to noise. By using this approach, we

can compare the accuracy decreasing rates of PHAL and ILAL to validate whether

PHAL is more robust than ILAL, or vice versa. Note that we do not compare

the absolute accuracies of the two methods because the information acquired from

pairwise homogeneity labeling and instance labeling are incomparable.

To simulate noise, we randomly generate labels for a required percentage of

queries as noisy labels. In particular, we randomly generate binary labels for the

queried instance pairs in PHAL; while we randomly generate class labels for the

queried individual instances in ILAL. Since PHAL queries the pairs on Max-ow

paths on the graphs, the number of queried pairs may exceeds the number of the

data set. Thus we cannot guarantee that ILAL queries the same number of instances

as PHAL does at each time. Nevertheless, we guarantee that the same number of

labeled instances are included into the labeled data set in each active learning

iteration for both methods.

Fig. 5.5 reports the accuracy curves of PHAL and ILAL on 10 data sets, respec-

tively, with the percentages of label noise ranging from 2% to 30% with a step of

2%. For PHAL, its accuracy curves on “kr-vs-kp ”, “monks1 ”, “vote ”, and “lucas

”slight drop within the whole range, while the curves on the other 6 data sets de-

cline slowly as the noise increases. For ILAL, its accuracy curves on all 10 data sets

decrease more quickly than the corresponding curves of PHAL. This phenomenon

might be caused by the following reason: Instance label query results are directly

used for supervised model training such that the noise will directly impact on the

the learning model. PHAL, on the other hand, only uses pairwise label homogene-

ity information to update the anity graphs. Because the classication results of
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Figure 5.5: The sensitivity of dierent methods to labeling noise. Accuracies (y-
axis) of (a) PHAL and (b) ILAL on 10 data sets with respect to dierent percentages
of noisy labels ranging from 2% to 30% with a step of 2% (x-axis).

PHAL depend on the overall structures of the anity graphs, changes introduced

to some edges may not result in signicant errors. Therefore, we can conclude

that, compared to instance label query based methods, the proposed pairwise label

homogeneity query based method is much less sensitive to noise.

5.4.5 Comparison of Dierent Pair Selection Strategies

Fig. 5.6 reports the performance of PHAL and the compared baseline methods

on 10 benchmark data sets. All the methods are built in the same framework

with dierent pair selection strategies, including Max-ow paths for PHAL, random

selection for REAL, instance uncertainty for USAL, edge uncertainty for UPAL,

and a combination selection in PHAL(). For PHAL(), we investigate dierent

values of  in {0.25, 0.5, 0.75}, which correspond to the percentages of pairs queried

on the Max-ow paths. The x-axis indicates the numbers of queried pairs. All

the compared methods in each active learning iteration have the same number of

queried pairs, that is, the tth tick on the x-axis is the average number of accumulated

instance pairs queried in the previous t iterations in PHAL. In each iteration, we

include the same amount of labeled instances into the training set for each method.

We compare the performance of dierent methods over 10 iterations with increasing

queried pairs.
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As the number of queries increases, the performance of all the methods improves

to some extent. This observation suggests that pairwise label homogeneity infor-

mation does help improve model eectiveness no matter what kind of pair selection

strategy is employed. It is very clear that the proposed PHAL method performs

best on most data sets except “vote ”and “kr-vs-kp ”. These results indicate that

pairs on the Max-ow paths are more eective for improving model performance

than those pairs selected using other strategies. Moreover, PHAL(0.25) is slightly

superior to UPAL; as  increases, the performance of PHAL() continually ap-

proaches to PHAL. We can thus assert that pairs on the Max-ow paths are more

critical than most uncertainty pairs for improving model performance. This is be-

cause Max-ow paths play an important role for generating the decision boundary.

The pair weight adjustments on the Max-ow paths have more concentration on

tting the genuine decision boundary than those pairs selected based on uncertain-

ty. Thus, selecting pairs on the Max-ow paths help accelerate nding the optimal

decision boundary for classication. In contrast, the pairs selected based on high

uncertainty may ignore the correlations of instances and introduce redundances and

outliers.

Another interesting observation is that all the graph-based pair selection meth-

ods, which query pairs on the k-NN graphs, are superior to USAL, which queries

any pairs of uncertain instances. Even UPAL that uses the same uncertainty metric

outperforms USAL. These results imply that pairwise correlations play an impor-

tant role on training an accurate model. In the graph-based pair selection methods,

a data set is represented as k-NN graphs, in which the edges represent pairwise cor-

relations of the data. In this case, the selected pairs have strong relationships from

each other, the non-expert labeler is more likely to provide accurate pairwise homo-

geneity information for the queried pairs. However, the pairs generated in USAL

only consider uncertainties of individual instances, without incorporating correla-

tions. In this case, it is possible for the non-expert labeler to give wrong answers

for these disconnected pairs. Moreover, it is also possible to introduce outliers with

high uncertainties into the model. These factors lead to the big performance gap

between the graph-based pair selection methods and USAL.

The last observation is that UPAL outperforms REAL in most cases. These
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results suggest that pairs selected based on uncertainty are more informative than

randomly selected pairs. Randomly selected pairs may introduce redundant infor-

mation into the model. In contrast, uncertainty pairs can supplement the missing

information for the underlying model to improve model performance.

5.4.6 Detailed Comparison of All Methods

In each active learning iteration, we include a batch of labeled instances with high

prediction condences into the training set and retrain the model. This process

repeats 10 times in total. For each method, we use the training set extended in

each iteration to construct a J48 classier for prediction, and record its accuracy

on the same test set for a fair comparison. Tables 5.2 (a), (b) and (c) report the

detailed performance of all the compared methods on 10 benchmark data sets in

the 3rd iteration, the 6th iteration, and the 9th iteration, respectively. Among all

the methods, the proposed PHAL method achieves the best performance. UPAL

is the second best method, but only marginally outperforms REAL. These results

again validate that instance pairs selected on the Max-ow paths play an important

role on training an accurate model. As we have discussed in Section 5.4.2, UPAL

integrates uncertainty measure in the pair selection strategy, which does help Min-

cut based classiers to nd better cuts than random pair selection in REAL to some

extent.

Obviously, USAL is inferior to all the graph-based pair selection methods, which

take pairwise instance correlations into account. This is because USAL employs a

pair selection strategy that only considers the uncertainties of the instances of a pair

without considering their correlation. Although we design a pair selection scheme

for USAL as introduced in Section 5.4.2, the selected pairs seem of less help for

improving model performance than the other methods, in which the selected pairs

reect the real data correlations with a graph topology. These results demonstrate

that pairwise correlations do play an important role for pairwise label homogeneity

based methods to select informative pairs for labeling.
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Table 5.2: Detailed performance comparison
(a) After the 3rd iteration

Dataset  of labeled pairs PHAL REAL UPAL USAL
breastc 50 0.689 0.621 0.642 0.636

liver 88 0.652 0.570 0.593 0.568
wdbc 90 0.950 0.921 0.932 0.821

monks1 29 0.858 0.764 0.797 0.723
pima 96 0.677 0.636 0.645 0.617

horse 94 0.717 0.625 0.643 0.620
lucas 95 0.767 0.702 0.720 0.679

german 102 0.709 0.653 0.663 0.558
vote 150 0.935 0.944 0.959 0.907

kr-vs-kp 344 0.982 0.989 0.975 0.942
Average 114 0.793 0.742 0.757 0.707

(b) After the 6th iteration
Dataset  of labeled pairs PHAL REAL UPAL USAL
breastc 157 0.715 0.665 0.673 0.656
liver 285 0.669 0.617 0.610 0.585

wdbc 152 0.968 0.931 0.946 0.886
monks1 88 0.874 0.802 0.831 0.769
pima 274 0.681 0.631 0.659 0.636
horse 278 0.799 0.720 0.748 0.738

lucas 213 0.787 0.729 0.749 0.707
german 354 0.726 0.680 0.689 0.605
vote 460 0.942 0.958 0.970 0.921

kr-vs-kp 670 0.99 0.995 0.981 0.942
Average 293 0.815 0.772 0.785 0.744

(c) After the 9th iteration
Dataset  of labeled pairs PHAL REAL UPAL USAL
breastc 293 0.717 0.679 0.686 0.671
liver 544 0.715 0.623 0.644 0.603

wdbc 231 0.978 0.939 0.956 0.913
monks1 154 0.874 0.801 0.845 0.798
pima 508 0.766 0.706 0.721 0.673
horse 509 0.818 0.747 0.771 0.739

lucas 587 0.809 0.761 0.785 0.732
german 757 0.735 0.695 0.712 0.639
vote 897 0.962 0.936 0.971 0.928

kr-vs-kp 894 0.984 0.978 0.99 0.953

Average 537 0.835 0.786 0.808 0.764
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Figure 5.6: Performance comparison of PHAL and the baseline methods with dif-
ferent pair selection strategies on 10 data sets.
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Chapter 6

Active Learning with Unknown
Class Space and Weak Labeling
Knowledge

6.1 Introduction

An active learner builds a powerful predictive model with as few labeled samples

as possible, thereby minimizing the manual labeling requirement. However, most

existing active learning methods assume that the number of class labels is known

and a labeler has expertise to provide the ground truth for each queried instance.

Under such circumstance, a number of randomly selected instances are labeled by

the labeler as an initial training set. So active learning process can kick-o to

gradually expand the training set. We refer to this type of active learning as Hot-

Start Active Learning.

However, in dynamic data environments, the number of classes in data sets is

unknown beforehand. In addition, new classes may emerge so the classes in the

data do not remain stable as Hot-Start active learning has assumed. For example,

micro-blogging sites like Twitter have rich source of information about “event ”,

ranging from entertainment gossip to political news. It is often in a matter of

seconds to break important events after they occur. So it is immensely valuable to

discover such emerging events timely and make them available. When a new event

appears, traditional active learning techniques do not help to discover new topic but

misclassify it to one of existing known classes. On the other hand, the labeler may
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also have very limited knowledge about the underlying data, so accurately labeling

each single instance is impossible. Instead, the labeler can answer pairwise label

homogeneity query, which is the same pairwise correlation used in Chapter 5.

For active learning tasks with incomplete class information, some methodolo-

gies in terms of rare class discovery have been developed [56, 52, 48]. Rare class

discovery in active learning focuses on exploring rare class(es) whose labeled sam-

ples are missed at the early stage of labeling process. This is mainly because those

samples representing a rare class are a small portion of the total population, so

random labeling has little chance to cover rare class samples. The active learning

goal, under such circumstances, is to discover rare class samples as early as possi-

ble. Several methods exist to discover rare class samples by using likelihood [90],

gradient [51] or clustering [114] criteria. However, all these methods assume that

the number of classes (including rare classes) is known beforehand. In addition,

they mainly focus on nding new classes, and not on improving the classication

performance (rening the decision boundaries). Recently, several approaches have

tried to address class discovery and classication simultaneously. Stokes et al. [108]

developed a non-adaptive query strategy by xing the proportion of discovery and

classication criteria. Hospedales et al. [56] considered two models (generative and

discriminative models) and proposed the use of two active learning criteria (new

class discovery and boundary renement) at the same time. Hanies and Xiang [48]

formulated an active query strategy using the Dirichlet process to balance new class

discovery and misclassication error. For all these methods, the number of classes

in the data is known a priori. Moreover, they all assume that labelers can provide

ground truth for each queried instance, which is hardly the case in reality because

the labeler may not have the knowledge to label new class samples.

When labelers have weak labeling knowledge and cannot provide the ground

truth of each single instance, solutions also exist to leverage weak labeling knowl-

edge by using pairwise correlation [41, 6, 116]. Pairwise correlation has been applied

to both active learning and active clustering, specifying whether two instances have

the same membership or not. For classication, a pairwise correlation indicates

whether a pair of instances belong to the same class (positive constraint) or not

(negative constraint). [41] applies pairwise correlation to a graph-based classier
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such as the Mincut classier for bipartition tasks. [125] presents a discriminative

learning method by learning the decision boundary with labeled data, as well as

additional constraints. [83] also introduces a discriminative learning approach that

incorporates pairwise correlation into the traditional margin-based learning frame-

work. In active clustering, pairwise correlation is presented in the form of either a

must-link constraint where two instances belonging to the same cluster, or a cannot-

link where two instances belong to dierent clusters. Active constraint selection for

clustering emphasizes reducing the number of pairwise constrains for the best clus-

tering results. In addition, some active spectral clustering algorithms have been

applied to both two-cluster cases by examining eigenvectors [121] or calculating

entropies between pairwise samples [116], and applied to multi-cluster cases by pu-

rifying a kNN graph iteratively [120]. Unfortunately, for classication or clustering,

utilization of pairwise correlation has been limited to either classication models

or clustering models, respectively. It is important to combine both supervised and

unsupervised models for consolidated predictions.

Ensemble learning emerges based on the theory that combining multiple base

models can improve a single base model. Many classication ensemble [91, 97] and

clustering ensemble [34, 73] methods exist to improve individual classier (or clus-

ter) results. Because unsupervised models can provide extra knowledge potentially

useful for classication, some methods use clustering to improve classication en-

semble [62, 43, 76], or combine both classication and clustering ensembles [1].

A notable work is proposed by Gao et.al. [43], which consolidates a classication

solution by maximizing the consistency between supervised and unsupervised mod-

els. This work motivates our consensus ensemble learning, but the dierence is

signicant: our model uses class distributions from the classication models to gen-

erate instance groups for label propagation, whereas [43] uses 0/1 loss to generate

instance groups. So their instance groups are coarser and instances in each group

may vary signicantly.

Above solutions are on the basic assumption that the class number of the data

is known or given beforehand. Given a labeling task with unknown classes and a

labeler with weak knowledge, there is no labeled data available to kick-o the active

learning process. We refers to this problem as Cold-start active learning. Fig. 6.1
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Figure 6.1: A conceptual view demonstrating the dierence between Hot-start vs. Cold-
Start active learning. Circles, pluses, and triangles each denote one type of samples. Solid
symbols denote labeled instances and unlled ones denote unlabeled instances. Diamonds
and stars denote unknown and emerging new classes, respectively. Solid lines denote the
decision boundaries learnt by the learner. (a) Hot-start active learning kicks-o with
randomly labeled samples. It learns decision boundaries to partition samples in known
class by querying the most uncertain data, whereas samples from undiscovered new classes
will be misclassied (triangles circled in (a.2) and (a.3)); (b) Cold-start active learning
starts without any label (b.1). It uses weak labeling knowledge to discover classes (b.2),
explores new classes and label most uncertain instances at the same time (b.3).

illustrates the dierence between Hot-Start active learning and our Cold-start

scenario.

To address the above challenges, we propose to solve Cold-Start Active Learning

(CSAL) by carrying out emerging class exploration and most informative instances

simultaneously. More specically, to discover initial classes (Challenge 1), we use

a density-distance combined measure to select a representative subset of instances,

and group them to form a forest with a Minimum Spanning Tree (MST) based

query strategy. Therefore, our algorithm can discover initial classes with a very little

labeling eort. To explore new emerging classes (Challenge 2) and label informative

instances (Challenge 3), we propose a consensus ensemble learning framework to

combine classier ensemble and classier ensemble, and adaptively discover new

class instances and most informative data for labeling.

The problem denition is introduced in Section 6.2. The algorithm details are

introduced in Section 6.3, followed by experiments in Section 6.4.
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6.2 Problem Formulation

We consider a dynamic data environment, where a set of instances collected at

a specic time t is denoted by Dt = {x1, ..., xn}, and each instance xi ∈ Rq×1 is

denoted by q features. The class label of xi is denoted by yi, which is unknown. The

total class space is denoted by L, which is also unknown and needs to be discovered

and explored during the active learning process. After an arbitrary time interval

Δt, a set of o new unlabeled instances, D∆t = {xn+1, . . . , xn+o} are included into the

data set. So the whole data set is made up of the previous data and new emerging

data with Dt+∆t = Dt ∪D∆t = {x1, . . . , xn, xn+1, . . . , xn+o}. Our aims are to: (1)

identify all classes in Dt with minimum query eorts, (2) discover emerging classes

inD∆t in real time, and (3) label the most informative instances to train an accurate

classier.

Instead of directly querying the class labels of individual instances, we consider a

pairwise corrreltaion query setting, where the labeler only needs to answer whether

a pair of instances (xi, xj) belong to the same class or not. This type of query is

much easier to answer and requires less expertise than directly answering the actual

class label of each single instance.

When given a set of n instances with pairwise correlation queries, the genuine

class label of each instance can be determined by a maximum

n
2


number of pairwise

queries. In other words, we can use pairwise relationships between all instance pairs

to determine each instance’s class label and the number of classes in the data set.

This approach is practically infeasible because it requires a large number of queries

for large n values. To solve this challenge, we propose an active learning approach

to select as few pairs as possible for class discovery and instance labeling.

6.3 CSAL: Cold-Start Active Learning

For a given data set without any labeling information, CSAL carries out active

learning through two major steps: (1) Class Discovery tries to discover the initial

(possible incomplete) classes in the data; and (2) Class Exploration and Instance

Labeling focuses on exploring the missed classes in the initial Class Discovery pro-

cess, and detecting new classes whenever they emerge. Meanwhile, this process also
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labels most informative samples to rene the existing model. Fig. 6.2 illustrates

the overall framework.
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Figure 6.2: The overall framework of the proposed cold-start active learning. The ran-
domly distributed circles in the left gure denote a given data set with no class label
information. Circles, pluses , triangles, and diagnoses in the middle gure each denote
one type of samples, with solid ones denoting labeled samples.

6.3.1 Class Discovery

Exhaustively querying pairwise instance relationships to determine the number of

classes in DU is expensive and out of question. To reduce the query costs, we

propose to query the pairwise relationships on a small representative instance subset

Γ. After the classes on Γ are discovered, we can directly determine the number of

classes in the original unlabeled data set DU , so the problem is transferred to a

classication problem.

To save query costs, we can reduce the size of Γ to a very small number. This will

negatively reduces the representability of Γ to represent the original data set DU .

Alternatively, we can select a reasonably small number for Γ, but avoid querying

every pairs of instances in Γ. This is achieved by building minimum spanning trees

(MST), and using the MST to query pairwise instance relationships, through which

we can discover the initial classes in DU , as illustrated in Fig. 6.3.

6.3.1.1 Representative Instance Subset Selection

In order to build a representative instance subset for the given data set DU , we

propose to select instances from DU by taking the sample distributions into consid-

eration. More specically, (1) each instance in the representative subset should be
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Figure 6.3: The class discovery process

selected from dense instance regions so an representative instance can help preserve

the sample distributions in the original data set. In addition, (2) instances in the

representative subset should be relatively far from each other, so the whole represen-

tative instance subset can maximally span the original instance space. Therefore,

we combine distance and density to determine whether an instance should be se-

lected to form the representative instance subset. The distance between a pair of

instances xi and xj is calculated by using feature values between instances xi and

xj. The density of an instance xi is the average distance over all other instances in

the unlabeled set DU , which is described as follows:

density(xi) =
1

|DU |

|Du|

j=1

distance(xi, xj) (6.1)

By combining instance-density measure, the representative instance subset se-

lection is regarded as selecting a k-instance subset from an n data set, such that the

selected subset has the maximum summation of the density and distance. To this

end, we use a matrix R ∈ Rn×n to capture both density and distance information.

Specically, we assume that Zi,i denes the density of instance xi and Ωi,j , i = j

denes the distance between xi and xj. (In our experiments, we use Hamming and

Euclidean distances for categorial and numerical features, respectively.) The matrix

R is constructed using Eq.(6.2).

Ri,j =





Zi,j , if i = j

Ωi,j , if i = j
(6.2)
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Using the matrix R, the representative instance subset selection can be formu-

lated as a quadratic integer programming problem as follows:

max
x

xTRx

s.t.


i,xi∈D
xi = k ; xi ∈ {0, 1}

(6.3)

where x is an n-dimensional column vector and n is the size of unlabeled data set

DU . The constraint k denes the size of the representative instance subset. xi = 1

denotes that instance xi is selected and xi = 0 otherwise.

Assume that the objective function in Eq.(6.3) is properly solved; the represen-

tative instance subset Γ will contain k instances with the maximum summation of

the density and distances among all alternative subsets with the same size. This

problem is a standard 0-1 optimization problem, which is NP-hard in general. For-

tunately, this formulation can be transformed to a max-cut with size k problem

(MC-k), in which one partitions the vertices of an edge-weighted graph into two

sets, one of which contains k vertices, so that the total weight of edges crossing the

partition is maximized. The MC-k problem is known to have a very good approx-

imate solution based on semi-denite programming (SDP). The key point of the

SDP approximation algorithm is to relax each binary variable into a unit vector.

Therefore, we use SDPA [19], which is based on an interior point method, to nd

solutions for representative subset selection.

6.3.1.2 MST Based Class Discovery

Given a representative subset Γ, we determine the number of classes and the class

label for each instance by checking pairwise relationships between all instance pairs.

This is still expensive and queries for many pairs are unnecessary, so we use Mini-

mum Spanning Trees (MST) to minimize the number of instance pairs needed for

the queries.

Our method begins with a tree consisting of a single vertex picked up randomly,

which consists of an initial forest. At each time, we select the unvisited vertex x∗ in

Γ, which has the minimum distance to the forest, and query its pairwise relationships

with a set formed by one vertex from each tree in the current forest. According to

the query results, we determine whether to extend the current forest by building a
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new tree, or include x∗ into one of the existing trees in the forest. We continuously

increase the number of visited vertices, one vertex at a time, until all vertices in Γ

are visited. Because the vertices connected in the same tree have the same pairwise

correlation with x∗, we only query the pairwise relationship between x∗ and one

vertex from each tree, which eectively reduces the query cost. Moreover, using the

MST query strategy for class discovery, multiple minimum spanning trees are built

in parallel. Finally, the representative instance subset is represented by a MST

forest, where each MST denotes a group of vertices from a particular class. The

pseudo-code in Algorithm 5 explains the general process of Class Discovery.

Algorithm 5 Class Discovery Process

Input: (1) an unlabeled sample set DU ; (2) the size of an optimal subset k.
Output: discover the classes in the optimal subset Γ.
1: R ← density-distance based matrix Eq.(6.2);
2: Γ ← use SDP to solve Eq.(6.3);
3: xinit ← a random instance in Γ;
4: T1 ← xinit;
5:


T ← T1; MST forest with one tree;

6: while not all vertices in Γ are visited do
7: x∗ ← instance with minimum distance to


T;

8: Ψ ← {x1, . . . , x|∐T |}, where xi ∈ Ti, (1  i  |T |) is one instance randomly
selected from each tree;

9: query (x∗, xi), where xi ∈ Ψ, 1  i  |T |;
10: if exist (x∗, xi) ∈ ”Same Class” then
11: Ti ← x∗, where xi ∈ Ti;
12: else
13: T|∐T |+1 ← x∗,


T ← T|∐T |+1 ;

14: end if
15: end while

6.3.2 Class Exploration and Instance Labeling

In the above class discovery process, the number of classes discovered might be

incomplete. This is because: (1) the representative instance subset Γ may fail to

cover instances from small classes, and (2) Some new classes might emerge when new

samples are included into the data set. Therefore, we need to further explore the

classes and instance labels by using two alternative steps: (a) build a “Consensus

Ensemble Learning ”model from both labeled and unlabeled data; and (b) use

an adaptive query strategy for both new class sample exploration and informative
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sample selection. The relationship between the two steps is illustrated in Fig. 6.4.
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Figure 6.4: The two steps in class exploration and instance labeling.

6.3.2.1 Consensus Ensemble Learning

In dynamic data environments, samples in a new emerging class often have dif-

ferent distributions to the existing classes. Monitoring the changes in the data

distributions helps to detect emerging classes. This can be achieved by using some

clustering models to regularly check whether some samples are far from the existing

data distributions. Some unlabeled samples from the known classes may also exist

where the existing classication models are uncertain to classify them to a specic

class (i.e. high uncertain instances). To leverage the strength of the classication

and clustering models, we propose Consensus Ensemble Learning to combine clas-

sier ensemble and cluster ensemble to determine whether an instance is possibly

from a new class or from an existing known class. Because we have both labeled

and unlabeled instances from the initial class discovery process, we can construct

a classier ensemble using βs classiers trained from representative instance subset

Γ and a cluster ensemble using βu clusters built from the unlabeled data set DU .

Given a model set E = {υ1, . . . , υβs , υβs+1 , . . . , υβ}, β = βs+βu, the rst βs mod-

els are supervised (classiers), and the rest are unsupervised (clusters). Consensus

ensemble learning aims to use models in E to nd a ”consolidated” class label y∗
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for each instance x in DU . The objective function is formulated as:

y = argmax
y

P (y|x,E)

= argmax
y

g

a=1

P (y|x, a)P (a|x)

= argmax
y

g

a=1

P (y|x,Ga
l )P (a|x)

(6.4)

Assume each model a divides data set D into several groups, with each instance

xi belonging to exactly one group. We have P (y|x, a) = P (y|x,Ga
l ), where Ga

l

denotes the group l to which x is classied by model a. For each unlabeled instance,

we expect that its nal predicted label is close to the (unknown) ground truth label.

The challenges are therefore threefold, including: 1) how to create groups Ga
l used

in the objective function; 2) how to calculate P (y|x,Ga
l ) when a is an unsupervised

model, in the case that the category of x cannot be obtained; and 3) how to weight

the importance of each model P (a|x).
To solve the above challenges, our main idea is to calculate P (y|x,Ga

l ) by propa-

gating the prediction results from supervised to unsupervised models using a belief

graph, where each node represents a group generated from each model. Meanwhile,

a consistency scheme is used to approximate the model weight P (a|x). Dierent

to an existing work [43], which uses a similar belief graph, our method uses: (1)

rened groups : For each classication model, our method generates groups by using

the class distributions from the classier to merge instances into dierent groups;

(2) soft groups : for each group, our method uses the mean class distribution of

instances in each cluster as the group’s initial label distribution; and (3) arbitrary

group numbers : our method generates an arbitrary number of groups for each mod-

el, so the belief propagation can be ne-grained at dierent levels.

A. Group Generation: For each supervised model sa, we denote the predic-

tion distribution of an instance xj by a vector Φj = (φ1
a, . . . ,φ

|Y |
a ), where |Y | is the

number of discovered classes in the total class space Y. φi
a denotes the probability

of xj belonging to class i given sa, that is P (yi|xj, sa). To generate instance groups

based on each supervised model’s prediction, we use each instance xj’s distribution
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vector Φj as the input to a clustering algorithm (we use k−means in our exper-

iments), and arbitrarily generate κa clusters Ga
l (1  l  κa),κa > |Y | for each

supervised model sa. The initial labeling information of each group Ga
l is indicat-

ed by a label distribution vector P (Ga
l ) = ( P (y1|x,Ga

l ), . . . ,
P (y|Y ||x,Ga

l )), where

P (yi|x,Ga
l ), (1  i  |Y |) is the mean of P (yi|xj, sa) for each item xj in Ga

l , which

is formulated as follows:

P (yi|x,Ga
l ) =

1

|Ga
l |



xj∈Ga
l

P (yi|xj, sa) (6.5)

For each unsupervised model ua, its groups are generated by applying a cluster-

ing algorithm to the original unlabeled data set DU , and arbitrarily generating κa

clusters Ga
l (1  l  κa), which is regarded as the outcome of ua. Because clusters

do not have explicit class labels, the corresponding initial label information vector

P (Ga
l ) is set as 0s.

B. Model Probability Propagation and Negotiation: Using groups gen-

erated from supervised and unsupervised models, we can build a belief graph

G = (V,E). Each node in V is a group Gi from a model a, and each edge in

E connecting two nodes Gi and Gj is weighted by the similarity between these two

groups using Jaccard coecient:

J(Gi,Gj) =
ni,j

ni + nj − ni,j

(6.6)

where ni, nj, and ni,j are the numbers of instances in Gi, Gj, and in both Gi and

Gj, respectively. Fig. 6.5 show an example of a constructed graph. Each of the

seven groups from supervised models 1 (4 groups) and 2 (3 groups) (the black

nodes) has its initial labeling distribution vector; whereas each of the nine group-

s from unsupervised models 3 (5 groups) and 4 (4 groups)(the white nodes) is

unlabeled, with zero label distribution vector. Through this graph, we try to iter-

atively propagate the labeling distribution information from groups in supervised

models to groups in the unsupervised models until convergence, so that the nal

P (y|x,Gi), (1  i  16) represents the results of negotiation among all the modes

with the prior knowledge from supervised models.

Now we detail the propagation method. We use a matrix BΛ∗|Y | to denote the

conditional probability we aim for, where Λ =
f

a=1 κ
a denotes the total groups
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Figure 6.5: Illustration of the brief graph.

generated by the “consensus learning model ”E, |Y | is the number of discovered

classes so far. The element Biq = P (y = q|x,Gi). Initially B is a zero matrix.

Meanwhile, we dene another matrix QΛ∗|Y | that records initial labeling information

from supervised models, where Qiq = P (y = q|x,Gi) if Gi is from a supervised

model, and 0 otherwise. In other words, all entries corresponding to groups from

supervised models have related conditional probability values, whereas all entries

corresponding to groups from unsupervised models are 0s. Moreover, a similarity

matrix SΛ∗Λ is constructed to store edge weights between any two groups in the

graph, with each element Sij , i = j denoting J(Gi,Gj) as dened in Eq.(6.6). We

construct a diagonal matrix O with its diagonal element Okk equal to the sum of

the kth row of S. Let H be a normalization form of S, which is computed with

Eq.(6.9)

The aim of propagation is formulated as the minimum of the following objective

function:

1

2

Λ

k,j=1

Skj

w

q=1

(
1√
Okk

Bkq −
1
Ojj

Bjq)
2 + μ

Λ

k=1

w

q=1

(Bkq −Qkq)
2 (6.7)

In this objective function, the rst term evaluates the dierence between the labels

of two groups Gk and Gj. The more items are overlapped in both two groups, the

higher their similarity Skj is. The second term penalizes the deviation from the

initial label assignments for the groups from supervised models. We construct the

normalized graph laplacian as ς = O1/2(O − S)O1/2 = I − H. According to the

properties of graph laplacians, the above objective function is transformed as:

BT ςB+ μ(B−Q)T (B−Q) (6.8)
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To derive the optimal solution, we dierentiate the objective function in Eq.6.8 with

respect to B, we can get: B∗ − HB∗ + μ(B∗ − Q) = 0. Let  = 1
μ+1

,we can get

B∗ = (1− )(I − H)−1Q. To avoid computing a matrix inverse, we compute B in

an iterative way where B = 1
μ+1

(HB+ μQ) = HB+ (1− )Q.

H = O−1/2SO−1/2 (6.9)

Then we iteratively compute Eq.(6.9) until the algorithm converges, where  is

a control parameter weighting the eect of initial labeling from supervised models.

Finally, we normalize Q so that the sum of each row of Q is equal to 1.

B = HB+ (1− )Q (6.10)

C. Model Weights: After the estimation of the conditional probability of

each model a, we need to determine the importance of each model’s prediction in

the nal solution, with a local model weight P (a|x) that reects the prediction

ability of a on x. If its prediction on x is close to the genuine class probability

P (y|x), the model should have a high weight value. Unfortunately, the genuine

class probability P (y|x) is unknown a priori, so we have to use an alternative to

approximate the model weight. From the consensus perspective, we assume that the

model more consistent with others’s predictions on x is more reliable and therefore,

has a higher weight. Accordingly, we utilize the prediction consistency between

models to approximate the model weight:

P (a|x) ∝
1

β

β

b=1,b=a

δ(a, b|x) (6.11)

C(a, υb|x) denotes the similarity between a and b on x’s label prediction. Sim-

ilarly, 1
β

β
b=1,b=a C(a, υb|x) measures the average model consistency between a

and all other models’ prediction on x. Suppose the sets of instances that are in

the same group with x in a and b are Xa and Xb separately, the pairwise model

consistency can be calculated by

δ(a, b|x) ∝
|Xa


Xb|

|Xa


Xb| (6.12)

In Eq.(6.12), a and b can be either a supervised or an unsupervised model.

We can infer pairwise prediction consistency between a and b on x by using x’s
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neighbors according to the grouping results of both models. Meanwhile, because a

single prediction tends to have the highest consistency, we add another term to the

model weight denition, representing this minority accurate prediction:

P (a|x) ∝ (1− β)
1

β

β

b=1,b=a

δ(a, b|x) + β
1

β
(6.13)

The above computation about the local model weight includes two components:

(1) a consensus model component that measures the local consensus between mod-

els, and (2) a random model component that has no preference to any model. β is

a parameter to adjust the ratio between two components.

6.3.2.2 Adaptive Query Strategy

Because the initial class discovery process may miss some classes, an adaptive query

strategy is involved to: (1) label most uncertain instances for decision boundary

renement, and (2) detect new class samples whenever new classes emerge. In

cold start active learning environments, calculating the probability of an instance

belonging to an unknown class is challenging. In particular, the new class may

appear at any time and there is no clear dierentiation between new class samples

and uncertain instances belonging to the known classes. To resolve these issues, we

propose an adaptive query strategy using the Dirichlet process, which can describe

the distribution of innity number of classes as a Dirichlet distribution. The typical

Dirichlet process is denoted by DP (θ, η), where θ is a concentration parameter to

control the probability of x from a new class. η is its base measure, denoting the

total label space Y.

For each instance x in the unlabeled data set, we calculate its probability of

belonging to an existing class and its probability of belonging to a new class ynew.

The probability distribution for an instance x is given as

Pt(y ∈ Y ∪ ynew|x) ∝





cy∑
k∈Y ck+θ

Perror(x|y), if y ∈ Y

θ∑
k∈Y ck+θ

P (x), if y = ynew
(6.14)

where L is the set of the known classes so far, ck is the number of instances labeled

with the class yk and θ is the concentration parameter of the Dirichlet process. To

compute the probability with Eq.(6.14), we need to set the prior P (x) and calcu-

late conditional probability Perror(x|y). A prior P (x) should reect an instance’s
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usability and avoid the sparse outlier occurring with a high prior probability, so we

estimate it with the instance x’s density. The posterior probability P (y|x) and P (y)

are based on the predictions from ”Consensus Ensemble Learning”. Therefore, we

can calculate Perror(x|y) = P (y|x)P (x)
P (y)

by using the Bayes rule.

Given the class label distribution for an instance x, Pt(y ∈ Y ∪ ynew|x), we

calculate the probability of incorrectly classifying an instance with Eq.(6.15)

Pm(x) = 1− Pt(y|x), y = argmax
y∈Y

Perror(y|x) (6.15)

Compared with traditional active learning query strategies, the proposed query

strategy will balance the goal of nding new classes vs. rening existing classes,

rather than simply focusing on the renement for existing classes. The main reason

for this is that Pt(y|x) contains the probability of an instance from a new class

P (ynew|x). If P (ynew|x) is high, Pm(x) is also high. Similarly, if P (ynew|x) is low

but the classier is uncertain, then none of the class probabilities in Pt(y|x) is

high, so the value of P (ynew|x) is still very high. As a result, the misclassication

probability Pm(x) is determined by two factors: the probability of an instance

belonging to a new class and the uncertainty of the current model’s prediction on

x.

The general process of class exploration and instance labeling is illustrated in

Algorithm 6.

6.3.3 Time Complexity Analysis

The total time complexity of CSAL includes two major parts: 1) class discovery

2) class exploration and instance labeling. In the rst part, we assume that the

unlabeled data set contains n instances, the calculation of matrix R representing

both instance distance and density information requires O(n2) time complexity.

Thus the SDP process requires O(n2)complexity to solve the n × n matrix and

selects a k-instance subset. In order to identify the class information on the selected

representative subset, a MST based query strategy needs O(k) time complexity (for

the best condition) and O(k2) time complexity (for the worst condition). Because

the size of the instance subset k is much smaller than the size of the entire unlabeled

data set n, we can regard that class discovery s time complexity is bounded by

111



Algorithm 6 Class Exploration and Instance Labeling

Input: (1) DU : an unlabeled data set; (2) |Y |: number of classes discovered so far; (3)
Γ: Representative instance subset.

Output: a labeled instance subset DL for training an accurate classier.
1: DL ← Γ;
2: while |DL| < budget do
3: Es ← train a classier ensemble from DL;
4: Eu ← train a cluster ensemble from DU ;
5: E ← Es


Eu;

6: EG ← {G1,G2, . . . ,Gβ} groups with initial class distribution Eq.(6.5);
7: G ← ≤V,E〉, where V = G, Ek,j ←Group Similarity Eq.(6.6).

8: P (y = q|x,Gk) ←Conditional model probability Eq.(6.10);
9: P (a|x) ← Model weight Eq.(6.13);
10: yx ← Most probable class Eq.(6.4);
11: Pw(x) ← Misclassication probability Eq.(6.15);
12: Θ ← Instances with high Pw(x);
13: Ψ ← {(x1, y1), . . . , (x|L|, y|L|}, where (xi, yi) ∈ DL is one instance randomly selected

from each class yi
14: Query (xu, xv), xu ∈ Θ, (1  u  |Θ|), and xv ∈ Ψ, (1  v  |Ψ|);
15: if exist (xu, xv) ∈ ”Same Class” then
16: y(xu) ← y(xv);
17: else
18: |Y |=|Y |+1, y(x) ← ynew;
19: end if
20: DL ← DL ∪Θ;
21: end while
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O(n2).

In the process of class exploration and instance labeling, the whole process

requires the repetitive training the consensus ensemble model. Suppose the while

loop between steps 2 and 21 in Algorithm 6 needs to repeat ς times; the size

of a most utility subset added in each loop is r; and the feature dimension of

the data set is d. A βs-J48 classier ensemble construction needs O(βs(k + (ς −
1)× rd2)))time complexity. While building a βu-Kmeans cluster ensemble requires

O(βun
dw+1logn) time complexity, where w is the number of groups generated by

each cluster. We assume that the uncovered classes at current iteration is c. We

further use Kmeans algorithm to generate several groups based on the prediction

results on each classier, which needs O(βsn
cw+1logn). In general, c  d, we roughly

regard the complexity in terms of model construction of consensus ensemble learning

is bounded by O(d2)+O(ndw+1logn).

After building a consensus ensemble learning model, our algorithm predicts the

class labels of unlabeled instances through two sub-steps: (1) conditional probabil-

ity propagation (2) model weight estimation. In the rst sub-step, a brief graph

is built with these groups generated by the classier ensemble and the cluster en-

semble. We need to calculate the conditional probability of each group through

propagation from supervised nodes to unsupervised nodes. The total number of

groups is e, and each group can be represented using a binary vector, so the time to

construct and normalize the similarity matrix S is simply O(Λ2). Suppose we have

r iterations, then the propagation time is O(rcΛ2) where c is the number of classes.

The normalization on the prediction results takes O(e). The time of the second

step is mainly attributed to the computation of pairwise local consistency. We have

Λ(Λ−1)
2

pairs of groups and we only need to calculate the pairwise local consistency

for these pairs of groups with the time complexity of O(Λ2). Due to we work at

the level of groups instead of instance, and usually the number of groups are quite

smaller than the number of instances in the data set. Therefore, the computation

is independent of the number of examples , with a time complexity of O(Λ2).

To adaptively select new class samples and most utility data, we need to compute

the misclassication probability for each unlabeled instance with Eq.(6.15). Accord-

ingly, the calculation of misclassication probability requires O(n) time complexity.
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To this end, the total time complexity of our algorithm CSAL is given as follows:

O(CSAL) = O(n2) +O(d2) +O(ndw+1logn) +O(Λ2) +O(n) (6.16)

The aforementioned complexity analysis indicates that the bottleneck time com-

plexity of CSAL is asymptotically bounded by the process of building consensus

ensemble learning model.

6.4 Experiments

We implement CSAL and several baseline approaches using Java and WEKA data

mining tools, and comparatively study their performances on ten benchmark data

sets, as shown in Table 6.1. A simple description of the benchmark data sets is

summarized in Table 6.1. For fair comparisons, all experiments are reported based

on 10 times 10-fold cross validation and all methods are compared based on the same

training and test data sets (the initial randomly labeled samples are also the same

for all methods). To build a “consensus ensemble learning ”model, we train four

decision tree classiers (using WEKA J48 implementation) from bootstrap sample

sets generated from the labeled set, and build four k−means clustering solutions

on the whole unlabeled data set. At each iteration, the number of groups for each

model in the “consensus ensemble learning ”is a random number ranging from the

number of classes discovered so far to twice of this number.

Table 6.1: A simple description of the benchmark data
ID Dataset Instances Features Classes

1 segement-challenge (sc) 1500 20 7
2 poker 25010 11 10
3 covertype 5000 10 7
4 letter recognition(lr) 20000 16 26
5 glass 214 10 6
6 vowel 990 10 11
7 MNIST 60000 50 10
8 fbis.wc 2463 2001 17
9 ERA 1000 5 19
10 yeast 1484 8 10

6.4.1 Baseline Methods.

To demonstrate the eectiveness of the proposed approach, we compare our CSAL

with the following baseline methods.

114



• Supervised Ensemble learning with Adaptive Query strategy(SEAQ)

is a classier ensemble, formed by using four decision trees trained from boot-

strap samples of the labeled data. SEAQ uses our adaptive query strategy

to query a subset of the most informative instances and includes them in the

labeled set. The classier ensemble is updated with the new labeled data

iteratively until it reaches the user’s requirements.

• Consensus Ensemble Learning with Random Sampling strategy(ECRS)

has the same framework as CSAL, except that: (1) ECRS uses a random s-

trategy to generate an initial representative instance subset (whereas CSAL

uses a density-distance selection criterion), and (2) ECRS randomly selects

unlabeled instances for labeling, rather than using a more useful utility metric

like CSAL does.

• Supervised Ensemble learning with Random Sampling strategy(SERS)

has the same framework as SEAQ, except that it uses a random sampling

method.

• Consensus Ensemble Learning with Entropy Measure(ECEM) has the

same framework as CSAL, except that this method uses entropy, a common-

ly used query strategy in traditional active learning, as a utility metric for

instance selection.

• Active Learning with Generative and Discriminative Models(ALGD)[56]

is a combined classier model that uses generative and discriminative mod-

els to discover rare classes during the active learning process. By adapting

two query strategies online, it aims to choose new class samples and most

uncertain data for classication renement.

In the following sections, we study algorithm performance with respect to accuracy

gains, the number of queries required to discover new classes, and new emerging

class discovery results.
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6.4.2 Accuracy Gains with Dierent Ensemble Methods

In Fig. 6.6, we compare the algorithm performance with respect to dierent ensem-

ble methods. Two consensus ensemble learning methods, CSAL and ECRS, are built

on the same framework but dier in adaptive query strategy (CSAL) and random

query strategy (ECRS), as do the other two supervised ensemble methods SEAQ

and SERS. At each iteration, we query a subset that includes 1% of the most utility

data from the unlabeled pool. As the iteration time increases, the performances

of all methods continuously improve. This observation suggests that the pairwise

query information does help improve model eectiveness, regardless of the query

strategy used in the active learning process. It is clear that the proposed CSAL

performs best among all baseline methods on the three data sets. Although ECRS

is a consensus learning model, its performance is interior to CSAL. We assert that

pairs selected by using the adaptive strategy is more critical than the pairs selected

at random. For the supervised ensemble, SEAQ with an adaptive query strategy

also outperforms SERS, which uses a random query strategy, because our adaptive

strategy balances the goal of discovering the new class and nding uncertain data to

rene decision boundaries, which helps improve the model performance. Further-

more, using the same query strategy, ensemble methods (CSAL,ECRS ) outperform

supervised ensemble methods (SEAQ,SERS ). This observation suggests that the

combination of supervised and unsupervised models can indeed boost the model

performance.

6.4.3 Class Discovery using Dierent Query Strategies

In Fig. 6.7, we report the query numbers with respect to dierent query strategies

for class discovery. These methods are all built based on pairwise relationship

queries, including a random selection in RanPQC, a maximum distance selection in

MaxSTC, and a minimum distance selection in MinSTC. We apply these methods

to help discover classes based on the representative instance subset built using the

density-distance metric. In our implementation, MaxSTC has a similar framework

with our MinSTC, which starts with a single vertex, and continuously increases the

size of a tree, one edge at a time, until it spans all vertices. In contrast to MinSTC,
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Figure 6.6: Accuracy comparisons with dierent ensemble methods
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the vertex having the longest distance to the existing tree vertices is visited each

time. It also queries the pairwise corrreltaion between the added vertex and the

existing vertices in the trees to determine whether to build a new tree or include

the instance into one of the existing trees. RanPQC randomly selects a pair of

instances to query its label relationship at each time until the number of classes in

the representative subset is identied.

For all benchmark data sets, MaxSTC and MinSTC, which share the same

framework, are always superior to RanPQC. This observation suggests that using

a heuristic strategy in pair query eectively reduces the query cost. Moreover,

MinSTC performs better than MaxSTC. This is because the two instances near in

the topology are more similar, with a high probability of belonging to the same

class. When selecting the instance by using MinSTC strategy, a selected instance

x is more likely from one of the existing groups, so only a very few queries are

needed to validate whether x is from an existing class, or whether it is from a new

class. On the other hand, an instance x selected by MaxSTC is dissimilar to the

existing trees. So one has to query the pairwise relationships between x and all of

the existing trees, and then starts to build a new tree (if x does not belong to any

of the existing class).
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Figure 6.7: query number comparison with dierent query strategies .
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6.4.4 Class Exploration Comparisons

In this subsection, we compare the number of classes discovered by dierent class

discovery methods, including CSAL, ALGD, ECRS and ECEM. In our experiments,

the initial labeling set contains only one known class. We compare the number of

discovered classes with respect to the iteration times and report the results in Fig.

6.8. The results show that CSAL has the least number of iterations to nd all the

classes in yeast, covertype, and glass data sets, which conrms that the adaptive

query strategy used in CSAL eectively reduces the number of iterations needed

to discover all classes in each data set. In the yeast data set, CSAL performs

better than ALGD because, although ALGD uses two respective query criteria for

class discovery and class boundary renement, it only selects one query strategy

with the highest weight at each iteration. For CSAL, it simultaneously considers

the probability of the queried data belonging to one of the existing classes (for

boundary renement) and the probability of belonging to a new class. We also note

that ECEM, which solely uses an uncertainty metric, is always inferior for class

discovery. ECEM only nds four and eight classes in the covertype and yeast data

set, respectively. This suggests that the uncertainty measure falls short in detecting

new class samples that often have dierent distributions from existing known classes.

Meanwhile, ECRS employs a random query strategy and is always interior to the

two algorithms CSAL and ALGD, which use a heuristic query measure. However,

the ECRS performance has a big margin over the uncertainty measure based method

ECEM on the covertype and glass data sets. We assert that the uncertain measure,

which prefers data close to the decision boundaries of existing models, is not helpful

for new class discovery.

6.4.5 Experiment Results with Dynamic Data

Iteration times Comparisons for Class Exploration To simulate dynamic

data settings, we add a discrete time attribute to the following three data sets -

covertype, glass, and MINST. We sort instances in each data set according to their

class label, so that the indexes of instances from the same category are next to

each other. Given a p-class data set, we assign the initial time value ti to the data
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Figure 6.8: Iteration comparison with regard to Class Discovery
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from the rst two classes y1 and y2. We then increase the time value with the same

step (15 min) for each of the following classes. As a result, the time values for the

data from y3 to yp range from ti + 15 to ti + (p− 2) ∗ 15. To demonstrate dierent

methods’ performance in detecting new classes, we report the results by using the

number of iterations for new class detection (only one instance pair is queried in

each iteration). Meanwhile, all experiments follow the same setting as follows: the

initial labeling sets are constructed from one class with the same size and the total

number of classes in the initial unlabeled data set is two. After every 10 queries,

we add a new class to the unlabeled data pool according to the time value. We

compare the performance of CSAL with ALGD , ECRS and ECEM and report their

results in Fig. 6.9, which records the iteration times with respects to the new class

discovered in a dynamic environment. Table 6.2 reports the nial accuracy after

adding all new classes in the data set.

In Fig. 6.9, the solid lines denote the genuine number of classes in the data set

at dierent iterations. The dashed lines with dierent maker points represent the

performances of dierent methods. For the MNIST data set, ALGD is a winner

for class exploration, with the proposed CSAL following in second position. For

the glass data set, our method takes the rst place. While for the covertype data

set, the performances of our method and ALGD are similar. Note that both ALGD

and CSAL explore the new class in the same stair step when a new class emerges,

because these two heuristic methods both combine the goals of new class discovery

and boundary renement in the query process. However, nding a class quickly does

not mean its classication performance is good. Although ALGD performs slightly

better than CSAL, the proposed method CSAL always has the highest accuracy in

the three data sets as shown in Table 6.2. When considering performances in terms

of concurrent timeliness and accuracy, our method CSAL is the most competitive

amongst all the baseline methods. Moreover, the accuracies of both ALGD and C-

SAL show a signicant improvement over the random metric based ECRS and the

uncertainty metric based ECEM. Therefore, we assert that focusing on both class

exploration and boundary renement signicantly boosts the classication perfor-

mance than only focusing on boundary renement. Meanwhile, due to its inherent

random query strategy, ECRS has an unstable performance. ECEM employs an
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uncertainty metric but it has the lowest class discovery rate and accuracy, which

demonstrates that uncertainty is not very useful for class exploration.

Table 6.2: accuracy comparisons with dierent methods

Dataset CSAL ALGD ECRS ECEM

covertype 49.56% 44.87% 36.87% 30.56%
glass 69.87% 66.39% 61.56% 50.12%

MNIST 56.8% 54.6% 50.5% 48.6%

Visualization of the Results: To visually demonstrate the class detection re-

sults, we apply CSAL to a newsgroup data set with 20 classes. This data set has

400 examples (each has 1437 feature) representing news articles emerging in an

hour (from 9:00AM to 10:00AM). To simplify the time concept, we transform the

continual time value to four discrete time stamps with news having one unique time

stamp in {9:00am, 9:20am, 9:40am ,10:00am}. To demonstrate our adaptive query

process, Fig. 6.10 reports some illustrative decisions made by our model during

the rst eight iterations of a typical run. The rounded rectangles with dierent

colors at the right side of the dashed line denote the classes existing in a specic

time interval. In the rst time interval between 9:00AM and 9:20AM, the new class

example in class ”alt.athesim” is selected at the rst iteration. Additionally, in the

remaining time slots, the new class samples are captured in the same time slot as

they appear. This observation validates the feature of new class discovery in our

adaptive query strategy. Meanwhile, at the second iteration, our adaptive mea-

sure selects the most dissimilar news to the initial training example from the same

category ”comp.graphics”; this also occur for the fth and the eighth iterations, be-

cause the classier learnt from labeled data is uncertain about the instances. This

observation asserts that our adaptive measure helps to nd uncertain instances for

labeling.

6.4.6 Detailed Comparisons for All Methods

In Table 6.3, we report detailed comparisons of all methods on 10 benchmark data

sets. In all the data sets, the initial labeling set contains only one known class, the

iteration number is xed to 150, with one most informative instance selected at each

iteration. Among all methods, CSAL achieves the best performance gain, ALGD are
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Figure 6.9: Iteration comparisons with regard to class exploration in a dynamic
environment
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Figure 6.10: Illustration of the brief graph.

Table 6.3: Detailed algorithm performance comparisons ( iteration number is 150)
Dataset SERS SEAQ ECRS ECEM ALGD CSAL

sc 55.85±1.60 57.12±1.79 58.98±1.70 53.02±1.78 62.95±1.76 67.17±1.69

poker 58.73±2.16 59.75±2.96 60.97±1.12 56.52±1.87 65.04±2.62 68.21±1.13

covertype 31.13±1.19 32.56±2.9 36.87±1.28 30.56±2.94 44.87±1.23 49.56±1.23

lr 17.55±1.48 21.11±1.88 21.24±1.68 18.96±2.34 28.89±1.96 33.75±1.04

glass 53.98±1.12 62.03±1.93 61.56±1.14 50.12±1.78 66.39±1.43 69.87±1.45

vowel 68.54±2.43 70.21±1.73 72.76±1.38 67.64±1.61 77.09±1.56 76.89±2.05

MNIST 47.23±1.16 51.90±1.58 50.5±2.06 48.6±3.76 54.6±2.19 56.8±1.82

fbis.wc 54.35±2.63 58.76±1.75 57.68±2.25 51.07±1.73 63.58±2.87 75.45±1.25

ERA 22.29±3.08 26.75±2.12 28.84±2.87 19.02±1.25 30.98±1.25 33.78±1.69

yeast 33.78±1.76 35.85±1.2 36.67±1.34 31.56±1.76 42.21±3.21 44.23±2.35

Average 44.34±1.86 47.6±1.98 48.6±1.68 42.7±2.08 53.7±2.01 57.67±1.57

the second tier. This observation asserts that considering data distribution and class

label information simultaneously can boost model performance. Timely supervising

the data distribution change helps explore new classes. Meanwhile, supervised class

label information eectively detect the most uncertain data for the current model.

In addtion, SEAQ performs always better than SERS, which again assert that the

classication performance depends on a good query strategy which is capable to

nd both new class samples and most uncertain data at the same time. Another

interesting observation is that ECRS is superior to SERS. This fact demonstrates

that the use of clustering indeed improves classier accuracy eectively. However,
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although the mean performance of ECRS is a little better than SEAQ, we can

not conclude ECRS is better. Either of them win in 5 data sets. It is fact that

both consensus ensemble learning and adaptive query strategy have capability of

boosting model performance, but which factor is more eective is unknown. As

we expect, ECEM performs poorly on each data set. This is because when a data

set with incomplete class information, its query strategy can not detect new class

samples but the most uncertain instances.
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Chapter 7

Conclusions

7.1 Summary of This Thesis

In many domains of interest, instances are connected in some ways. Instance corre-

lation in a data set thus forms a network, in which neighboring instances frequently

have close relationships (e.g. same class labels). For example, in document clas-

sication, documents that cite each other often have similar topics, and in social

networks, people that are friends often have similar characteristics. Active learning

focuses on exploiting such instance correlation achieves better predictive accuracy

than AL treating them as independent samples. There has been numerous research

integrating dierent kinds of instance correlation into AL scenario. Generally s-

peaking, these works have explored instance correlation from three points of view:

(1) Content based instance correlation uncovers the hidden topological structure

in the feature spaces, explores relationship among the class labels, or discovers de-

pendency between features and class labels. (2) Link based instance correlation

explores the link information for networked data, and (3) Content and Link based

Instance Correlation combines the link and the node-specic content information

in a unied framework for classifying networked data.

In this thesis, we focus on exploring various content-based instance correlations

in dierent active learning scenarios. We aim to explore these instance correlations

from dierent views and utilize them to boost system performance in three dier-

ent tasks, that are (1) reduce redundancy for optimal subset selection, (2) reduce

labeling cost with a non-expert labeler and (3) discover class spaces for dynamic

data sets.
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Firstly, we incorporate instance correlation into labeling subset selection of AL,

with a purpose of avoiding information redundancy in the subset. Unlike instance-

based utility measures assess individual instances and label the ones with the max-

imum values, our method ALOSS simultaneously considers the following: 1) the

importance of individual instances and 2) the disparity between instances, to build

an instance-correlation matrix. We employ two types of distance measures, predic-

tion distance and feature distance, for disparity assessment. The former intends

to compare prediction dissimilarity of a same set of classiers on two instances,

and the latter intends to capture the disparity of a pair of instances in the fea-

ture space. Employment of instance-correlation matrix balances the requirements

of data importance and diversity, eectively avoiding a redundancy issue in optimal

subset selection. Experimental comparisons demonstrate that ALOSS outperforms

the state-of-the-art active learners.

Secondly, a pairwise homogeneity query approach (PHAL) is introduced to fur-

ther reduce labeling cost in active learning. Although active learning traditionally

queries class labels of a subset, the labeling cost is still very expensive, even if the

size of subset is not large. In this approach, a non-expert labeler is only asked

“whether a pair of instances belongs to the same class ”. This intuition is motivat-

ed by noise tolerate and label cost reduction. Even if the non-expert tells a wrong

answer for a hard pair. As long as most label homogeneities in local neighborhoods

are correctly labeled, the underlying learner will nally nd paths from any unla-

beled instance to the labeled ones based on the pairwise homogeneity information.

Thus, PHAL can not only reduce labeling cost but also tolerate more noise.

Finally, an active class discovery method (CSAL) is proposed for dynamic data,

where also a non-expert who can only answer pairwise label homogeneity questions

is employed. With the help of pairwise label homogeneity information, this frame-

work is capable to discover a number of candidate classes from an unlabeled data set

and then further explore uncovered classes and most uncertain data by using a con-

sensus ensemble learning model and an adaptive query strategy. Experiments and

comparisons demonstrate that our new active learning framework achieves superi-

or performance compared to various baseline methods on both static and dynamic

data sets.
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7.2 Future Work

In this thesis, we have studied active learning from the view of instance correlation.

This studies are commonly applied to traditional small data sets. However, applying

active learning algorithms to very large scale problems still poses challenges: (1)

how to nd an eective representation for a high-dimensional large-scale data, so as

to t in memory, (2) what kind of base learner is used for reducing the time in terms

of model training and model testing, and (3) how to choose most uncertain data

to update the model. To the best of our knowledge, there is no work combining

large scale learning and active learning. In our future work, we focus on designing

active learning algorithms and approaches that are faster, data ecient and less

demanding in computational resources to achieve scalable algorithms for large scale

problems.
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