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Abstract— Severe melanoma is potentially life-threatening. A 

novel methodology for automatic feature extraction from histo-

pathological images and subsequent classification is presented. 

The proposed automated system uses a number of features ex-

tracted from images of skin lesions through image processing 

techniques which consisted of a spatially winner and adaptive 

median filter then applied Gabor filter bank to improve diagnos-

tic accuracy. Histogram equalization to enhance the contrast of 

the images prior to segmentation is used. Then, a wavelet ap-

proach is used to extract the features; more specifically Wavelet 

Packet Transform (WPT).This article introduces a novel mela-

noma detection strategy using a hybrid particle swarm - based 

support vector machine (SVM–WLG – PSO) technique.  The 

extracted features are reduced by using a particle swarm optimi-

zation (PSO), this was used to optimize the SVM parameters as a 

feature selection and finally, the obtained statistics are fed to a 

support vector machine (SVM) binary classifier to diagnose skin 

biopsies from patients as either malignant melanoma or benign 

nevi. The obtained classification accuracies show better perfor-

mance in comparison to similar approaches for feature extrac-

tion. The proposed system is able to achieve one of the best re-

sults with classification accuracy of 87.13%, sensitivity of 94.1% 

and specificity of 80.22%.  

Keywords- Lesion, histo-pathological images, winner, adaptive 

median filter (AMF), Gabor filter bank, Histogram Equalization, 

particle swarm optimization (PSO), support vector machine (SVM).   

1 Introduction  

Australia is one of many countries in which skin 
cancer is simply “wide spread” in comparison to other types of 
cancer [1] [2]. Researchers have found that Australian mela-
noma rates are the highest globally at almost four times the 
rates seen in Canada, the United Kingdom and the United 
States[3]. Skin cancer costs the health system around $300 
million Australian dollars annually, the highest cost of all can-
cers. Melanoma has near 95% cure rate if detected and treated 
in its early stages[4]. This study proposes an automated system 
for discrimination between melanocytic nevi and malignant 
melanoma. The general approach of developing a Computer 
Aided Diagnostic system for diagnosis of skin cancer is to find 
the location of a lesion and also to determine an estimate of the 
probability of a disease. As mentioned in the literature the digi-
tal images are often corrupted during acquisition and transmis-
sion[5]. Filters are then very important as pre-processing tools. 

Wiener, Gabor and adaptive median filters are 
used to remove unwanted features like the fine hairs, noise and 
air bubbles on the skin[6]. Median filter is used to remove 
noise without blurring edges. In addition these filters have been 
shown to possess optimal localization properties in both the 
spatial and frequency domains and thus are well suited for 
quality segmentation problems[7].    

Segmentation is one of the most widely investigated re-
search areas in pathological image analysis. In swarm-based 
SVM, a particle swarm optimization (PSO) was used to opti-
mize the SVM parameters. A fitness function was defined in 
the optimization to find a high performance of the melanoma 
detection, especially in the sensitivity. The Support vector ma-
chine (SVM) classier is used widely in bioinformatics, due to 
its high accuracy, ability to deal with high-dimensional data 
and in this syntax diverse sources of data[8]  [9]  [10].  

This article introduces a novel melanoma detection strategy 
using a hybrid particle swarm - based support vector machine 
(SVM–WLG – PSO) technique.  It is possible that the data 
found from the RBF mapping is more likely to be correctly 
classified by SVM than from the other kernel functions map-
pings. Furthermore, SVM-linear could be a special case of 
SVM-RBF[9] [11] , which means that SVM-RBF has more 
possibilities to obtain a better performance than SVM-linear. 
The better performance of the SVM based system which em-
ploys RBF is confirmed in another application [8]  [12].  

This paper is organized as follows: its next section de-
scribe the computer-aided diagnosing (CAD) which consists of 
the a) pre-processing, b) segmentation, c) features extraction 
and selection, and d) the automated procedure using SVM. The 
followed section presents the result and discussion, and the 
final section presents conclusions.  

2 Computer-aided design (CAD) for skin lesions 

Automated diagnostic of medical images analyz-
ing digital images has become one of the major medical re-
search areas, and a dynamic area in several applications[13]. It 
has been shown through research that Melanoma if detected in 
the early stages improves survival rates. Figure 1 displays the 
four stages of the CAD system for skin lesion images.  



A. Pre-Processing Stage  

This stage includes image resizing, masking, cropping, 
hair removal, and conversion from RGB color to intensity 
grey image. It is meant to facilitate image segmentation 
by filtering the image and enhancing its important fea-
tures [5]. 

• Wiener2 Filter: 

Wiener filtering gives the optimal way of narrowing off the 
noisy components, so as to give the best reconstruction of the 
original signal. It can be applied in spatial basis, Fourier basis 
(frequency components), wavelet basis, etc.  Wiener2 is low 
pass-filters to a gray scale image that has been corrupted by 
constant power additive noise. The Wiener method is based on 
statistics estimated from a local neighborhood of each pixel. 
The additive noise (Gaussian white noise) is assumed to be 
noise. Wiener filtering is best when applied to the difference 
between an image and a smoothed image  [14]  [15]  [16]. 

 

Figure 1.  Displays the four stages of the CAD system for skin lesion images.  

• Gabor Filter.  

The Gabor filter is basically a Gaussian (with variances 
Sx and Sy along x and y-axes respectively) modulated by a 
complex sinusoid (with center frequencies U and V along x and 
y-axes respectively). Gabor filters have been used in many 
applications, such as quality segmentation, target detection, 
fractal dimension management, document analysis, edge detec-
tion, retina identification, image coding and image representa-
tion[17]. A Gabor filter can be viewed as a sinusoidal plane of 
particular frequency and orientation, modulated by a Gaussian 
envelope.  

Thus the 2-D Gabor filter can be written as in equation 
1:  
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   this is equivalent to translating the Gaussian function by  
�u�, v�� in the frequency domain. Thus the Gabor function can 
be thought of as being a Gaussian function shifted in frequency 

to position �u�, v�� i.e. at a distance of 0u�� 1 v��		 from the 

origin	tan
( 5�6�	. In the above equations (1) & (2), �u���v�� 

are referred to as the Gabor filter spatial central frequency. The 
parameters σ8, σ9	are the standard deviation of the Gaussian 

envelope along X  and Y	 directions and determine the filter 
bandwidth. 

• Median filter: 

Median filtering is a nonlinear operation often used in image 
processing to reduce noise and not preserve edges. The median 
filter considers each pixel in the image in turn and looks at its 
nearby neighbors to decide whether or not it is representative 
of its surroundings [5]. It replaces it with the median of those 
values. The median is calculated by first sorting all the pixel 
values from the surrounding neighborhood into numerical or-
der and then replacing the pixel being considered with the mid-
dle pixel value. A 3×3 square neighborhood is used here; larger 
neighborhoods will produce more severe smoothing[5].  

The performance of the filter was evaluated by compu-
ting the two criteria, classically used in the literature[18]  [19], 
the mean absolute error (MAE) and the mean square error 
(MSE), respectively.    

B. Image processing 

Segmentation and classification are important steps in 
the medical image analyses for radiological evaluation or 
(CAD). One of the early steps in this stage is image enhance-
ment. The purpose of image enhancement methods is to pro-
cess a picked image for better contrast and visibility of fea-
tures of interest for visual examination as well as subsequent 
computer-aided analysis and diagnoses. As described in[14] 
[20]different medical imaging modalities provide specific 
characteristics information about internal organs or biological 
skins. Image contrast and visibility of the features of interest 
depend on the imaging modality as well as the anatomical 
regions [7].  

The simplest form of intensity transformation function is 
written as shown in equation 3:  

 < � =�>�     (3) 
where r denotes the intensity of f and s the intensity of g, both 
at any corresponding point (x, y) in the images. 

   
•  Histogram Processing. 

Histogram is the estimation of the probability distribu-
tion of a particular type of data. The histogram in Figure 2 
shows that the image contains only a fraction of the total range 
of grey levels. Therefore this image has low contrast.   We 
focus on using histograms for image enhancement.  

• Histogram Equalization.  

This application describes a method of imaging processing that 
allows medical images to have better contrast. 



C. Image Segmentation  

Segmentation is one of the most difficult tasks in image pro-
cessing. Image segmentation methods can be broadly classified 
into three categories: 1. Edge-based methods, 2. Pixel-based 
direct classification methods, 3.Region-based methods. 

 

Fig. 2.   The results showed, original image, image after median 
filter, gray scale image, histogram out; adjust image intensity, and 
output image using histogram equalization  

• Edge Detection Operations.  

 The gradient magnitude and directional information from the 
Sobel horizontal and vertical direction masks can be obtained 
by convolving the respective Gx and Gy masks with the image. 
The magnitude (M) of the gradient that can be approximated as 
the sum of the absolute values of the horizontal and vertical 
gradient images is obtained by convolving the image with the 
horizontal and vertical masks, Gx  and Gy[21] [22] . 

• Thresholding. 

 This has used the gradient to improve the histogram by com-
bining intensity and gradient information for better separation 
of objects and background, as displayed in figure 3.  

    

 Fig. 3. Selecting a threshold by visually analysing a bimodal 
histogram. (Principle of histogram peak separation). 

• Optimal Global Thresholding  

  To determine an optimal global grey value threshold for im-
age segmentation, parametric distribution based methods can 
be applied to the histogram of an image[23]. Let us assume 
that the histogram of an image to be segmented has two nor-
mal distributions belonging to two respective classes such as 
background and object. The over-all probability of error in 
pixel classification using the threshold T is expressed in 
equation 4:  
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where E1 (T) in equation 5 and E2 (T) in equation 6 are the 

probability of incorrectly classifying a class 1 pixel to class 2 

and a class 2 pixels to class 1 respectively.  

For image segmentation, the objective is to find an optimal 

threshold T that minimizes the overall probability of error in 

pixel classification. The optimization process requires the 

parameterization of the probability density distributions and 

possibility of both classes. These parameters can be deter-

mined from a model or set of training images[19].  

Let us assume σi and µi to be the standard deviation and mean 

of the Gaussian probability density function of the  class	i  
(i �1, 2 for two classes) as explained in equation 7:  
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The optimal global threshold T can be determined by finding a 

general solution that minimizes Equation (4) with the mixture 

distribution in Equation (7) and thus satisfies the following 

quadratic expression [2] as in equation 8:  
P=� 1 Q= 1 R � 0,                 (8) 

where equations (9) – (11) display the components of equation 

(10)  
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If the variances of both classes can be assumed to be equal to 

σ^2, the optimal threshold T can be determined as in equation 

12: 
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It should be noted that in the case of equal probability of clas-

ses, the above expression for determining the optimal thresh-

old is simply reduced to the average of the mean values of two 

classes. In this study were used Edge Detection Operations as 

the segmentation method. 

D. Feature Extraction 

This paper used six features extracted from histogram, twenty 

one features were extracted from co-occurrence matrix for 

each channel and 255 features were extracted from Wavelet 

Packet Transform (WPT). WPT was used to implement the 

feature extraction process. Variability appears to be what most 

separates malignant melanoma from benign nevi, therefore the 

best approach at feature extraction would retain be to retain as 

much of the data variability as possible[24]. Wavelet analysis 

looks at these changes over different scales which should de-

tect whole lesion changes such as texture, color, and local 



changes like granularity. The WPT is a generalized version of 

the Wavelet Transform: the high-frequency part also splits 

into a low and a high frequency part, this produce a decompo-

sition tree as shown in the Fig.4. 

The WPT provides a high dimensional feature vector thus 

providing more information about the images. However, the 

WPT complicates the analysis process as the high dimension-

ality of the feature vector causes an increase in the learning 

parameters of the pattern classifier, and the convergence of 

The learning error deteriorates. Consequently, dimensionality 

reduction will play an important role before applying the fea-

ture vector to the pattern classifier.  

  

  
Fig. 4. - A Wavelet Packet decomposition tree 

 

The extracted features were reduced by using a particle swarm 
optimization (PSO)[25] . This was used to optimize the SVM 
parameters as a feature selection and finally, the obtained sta-
tistics were fed to a support vector machine (SVM) binary 
classifier to diagnose skin biopsies from patients as either ma-
lignant melanoma or benign nevi. The obtained classification 
accuracies show better performance in comparison to similar 
approaches for feature extraction.  

E. Support Vector Machine based Classification 

The SVM classifier is widely used in bioinformatics, due to its 
high accuracy, ability to deal with high-dimensional data such 
as genetic factor expression, and edibility in these special 
context diverse sources of data[8] [26] . The SVM is used in 
the classification of histopathology images which is often the 
final goal in image analysis, particularly in cancer applica-
tions. Features derived from segmented nuclei from histo-
pathology are usually a prerequisite to extracting higher level 
information regarding the state of the disease. 
 

3  Results and Discussion 

Feature Process: In our algorithm we used a 5-fold cross vali-
dation test. The LIBSVM[8] [27] is a process library for sup-
port vector machines, where the linear, (RBF) Radial Basis 
Function kernel[8] and Polynomial kernel are each under mag-
nification. The melanoma images that are confirmed by the 
pathologist are treated as negative images, while the nevus 

ones are treated as positive images. For instance, the classify-
ing of breast tissue by[18] found 67.1% accuracy in labeling 
nuclei as benign or malignant, the classification of histopathol-
ogy images presented in[28] resulted in 88.7% accuracy in the 
diagnosis of lung cancer, 94.9% accuracy in the typing of ma-
lignant mesothelioma, and 80.0% to 82.9% accuracy in the 
prognosis of malignant mesothelioma for Fulgent stained lung 
sections. Keenan et al [13] reported accuracies of 62.3%–
76.5% in the grading of H&E stained cervical tissue. Skin can-
cer is a fast developing disease of modern society, reaching 
20% [13] increase of diagnosed cases every year. As reported 
in[13], only experts arrive at 90% sensitivity and 59% specific-
ity in skin lesion diagnosis, while for less trained doctors, these 
figures shown a significant drop to around 62- 63% for general 
practitioners , as mentioned on Table 1.  

TABLE I.  DESCRIBED SENSITIVITY AND SPECIFICITY 

 Sensitivity Specificity 

Experts 90 % 59 % 

Dermatologists 81 % 60 % 

Trainees 85 % 36 % 

General practitioners 62 % 63 % 

 The presented work has been implemented using MATLAB 
R2013b, and tested using 79 images (29 benign images and 50 
melanoma images). The images are sampled and split into 
training set (mixed 64 images) and test set (mixed 15 images). 
These 79 images were fed into the proposed SVM network. 
The performance of the algorithm was evaluated by computing 
the percentages of Sensitivity (SE) equation (13), Specificity 
(SP) equation (14) and Accuracy (AC) equation (15): the re-
spective definitions are as follows: 

Z? � 	 DX
�DX�[\� X 100     (13) 

 		Z@ � D\
�D\�[X�X100     (14) 

PR � �DX�[\�
�D\�DX�[\�[X�    (15) 

where TP is the number of true positives (expects malignant as 
malignant), TN is the number of true negatives (expects benign 
as benign), FN is the number of false negatives (expects malig-
nant as benign), and FP is the number of false positives (pre-
dicts benign as malignant). Since it is interesting to estimate the 
performance of classifier based on the classification of benign 
and malignant skin cell nuclei, sensitivity, specificity and accu-
racy of prediction have been calculated according to the above 
equations for all of the testing data. Table 2 shows the average 
resulting SE, SP and AC of 5 fold validation of the proposed 
networks by using LIBSVM. This study used RBF kernel with 
gamma=0.0084732 and C=3525.0051. We did many trials to 
improve our experimental results; table 3 shows the results 
without using (SFS) technique. These low results can be com-
pared with our proposed results displayed in table 2 by using 
(SFS) sequential feature selection technique. 

TABLE 2. THE RESULT AFTER TRAINING OF THE (SVM) NETWORK. 
WITH USING (SVM+WLG+PSO)    

No of images Sensitivity Specificity Accuracy 



79 94.1 80.2 87.1 

 TABLE 3. THE RESULT AFTER TRAINING OF THE (SVM) NETWORK, 
WITHOUT USING (SFS)TECHNIQUE. 

No of images Sensitivity Specificity Accuracy 

79 83.6 70.7 77.4 

 

4 Conclusion.  

In this paper, SVM has been implemented for classification of 
benign from malignant skin tumor. 79 images sampled from 
microscopic slides of skin biopsy have been used in the current 
work. MATLAB software is used to implement the proposed 
work; these features were carried out to generate training and 
testing of the proposed SVM. The present work is a new appli-
cation based on histo-pathological images of skin lesions that 
required finding out new features getting the reduced numbers 

of features and getting better accuracy. It was required to modi-
fy many of the mentioned techniques to make them work for 
such an application. The higher accuracy of diagnosis of the 
proposed work is calculated and displayed. The results show 
that using the (SVM+WLG+PSO) technique produces one of 
the best results compared with expertise / physicians results 
displayed in table 1. The obtained accuracy of the system is 
87.1% whereas the sensitivity and specificity were found to 
equal 94.1% and 80.2% respectively. By comparing the results 
in tables 1 and 2, it can be seen that the proposed system pro-
duced more accurate classification results than physicians did. 
This paper concludes that there are some possible factors to 
improve the accuracy of detecting malignant melanoma by 
having a higher number of images for training of the SVM 
network. Future work directions will be to use a hybrid ap-
proach of genetic algorithms and another different method to 
improve feature extraction and feature selection. Moreover, we 
are planning to use different classification techniques such as 
Neuron-Fuzzy algorithms to improve the accuracy.  
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