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Abstract—The mean squared error (MSE) is commonly used to
measure and compare the performance of various phas
estimation techniques in communications and signgbrocessing
systems. When the received signal contains recursivnuisance
parameters, the MSE is extremely difficult to obtan and even the
conventional modified Cramér-Rao bound (MCRB) can w1t be
readily applied. In this paper, a recursive MSE boud and its
simplified calculation method are proposed to solvéhe problem.
As an application example, an adaptive hybrid antema array and
its associated angle-of-arrival (AoA) estimation tehnique are
presented. The MSE of the AoA estimation is simulatecand
compared with the recursive MSE bound and MCRB. The rsults
show that the proposed recursive MSE bound providea tighter
lower MSE bound than the recursive MCRB.

Keywords—Phase estimation, mean squared error, Cramér-Rao
bound, and modified Cramér-Rao bound.

l. INTRODUCTION

Phase estimation is a
communications and signal

fundamental technique
processing systems

even the MCRB can not be readily applied. Thisesause the
MSE evaluation requires the unconditional probgbiliensity
function (pdf) of a phase estimate, but this pda afiven time
instant can only be determined if the unconditiqudfs of the
phase estimates at all previous times are detedfirs. This
recursive nature in finding the unconditional pdfaophase
estimate not only makes the MSE analysis impossibtealso
the numerical methods extremely difficult. To thethteors’
knowledge, a better way to overcome the difficuity
analytically evaluating the performance for the g#ha
estimation in presence of recursive nuisance pamamédas
not been found in the literature.

In this paper, a recursive MSE bound is proposexi/éduate
the phase estimation performance in the presencecafsive
nuisance parameters using an adaptive hybrid aatamay for
millimeter wave (mm-wave) communications [12,13] the
application example. The main contribution is
gimplification in obtaining the unconditional pdf a phase

[1-4stimate by using a known phase distribution fumcti

Demodulation of phase modulated signals and carriaccording to the property of the received informatbearing

frequency synchronization are the most common egidins
of phase estimation. In radar and communicatiorstesys
employing phased antenna arrays, phase estimagicsiso
essential to detect the angle-of-arrival (AoA) bé tincident
signal. Based on the AoA information, the phasesthaf
antenna elements can be adaptively adjusted tedgerthe
signal-to-noise ratio (SNR) of the received sig@z8,11-13].
The mean squared error (MSE) is commonly used

signal and a recursively determined average SNRthef
statistic for the phase estimation. This way, theursion on
pdf is shifted to the recursion on SNR, thus r@sglin a
recursive MSE bound as well as a recursive MCREBlosed-
form expression of the recursive MSE bound is disaved at
a given average SNR.

The rest of the paper is organized as follows. doti®n I,
the signal model for phase estimation in presericecursive

measure and compare the performance of differertsh nuisance parameters is described using the hybridnaa

estimation techniques [6,7]. Unfortunately, the MBEoften
infeasible to obtain, especially when
parameters are present in the received signals.ditficulty is

array. In Section Ill, the infeasibility of the meum-

random nuisan likelihood (ML) method for the phase estimatioreiglained.

A sub-optimal method is thus proposed and the adifffy in

the

somewhat moderated by using the Cramér-Rao bouR®B)C evaluating the MSE performance is discussed. Iti@edV,

and modified Cramér-Rao bound (MCRB) to give thedp the recursive MSE bound is proposed and a closed-fo

MSE bounds for the estimation and hence provide expression of the bound is given to simplify thécakation.

meaningful indication of the estimation performane¢ The AoA estimation performance using the hybrideanta

relatively high SNRs [5-10]. array is also simulated and compared with the gicaly
In many applications such as the above mentioned Aaesults. Finally, conclusions are drawn in Sectfon

estimation for phased antenna arrays, howeverrebeived

signal sometimes contains recursive nuisance paeasne Il SIGNAL MODEL

[12,13], that is, the previously estimated phaseded back to
the received signal and thus impact on the phasmaon
which follows. For phase estimations under thisdition, the
direct evaluation of the MSE is prohibitively ddtilt, and

To show that the problem of phase estimation irsgmee of
recursive nuisance parameters is of practical esterand
importance, an application example is given in fllowing.
It relates to the AOA estimation and beamforming &m



adaptive hybrid antenna array of subarrays useugh data
rate ad hoc mm-wave communications systems [12yil3re
the recursive MSE bound can be applied to evalieeAoA
estimation performance.

array factor of the subarrayd, is the wavelength of the radio
frequency signald is the element spacing, arwq(n) is the

additive white Gaussian noise presented at theubwp the
mth subarray. Oncé is estimated, the phase shifts determined

Fig. 1 shows the hybrid antenna array and beamforme

structure. For simplicity, only two linear interlesd subarrays by a, = —|2—2d sing,
are considered. Each linear subarray is composedN of A

antenna elements and respective analogue phasershif,
a, ...,
a subarray are combined after phase shifting talume the
subarray signal, and the subarray signal is thetverted to
digital domain via an analogue-to-digital convelt&fD). The
digital subarray signals are denoted s;.(n) and sl(n)

respectively. It is seen that the use of analogiasays can
produce less digital signals for the digital beammer, and
thus significantly reduce the digital signal prasieg cost,
which is an important design consideration for \eigied mm-
wave communications. The purpose of the AoA estonais
to determine the incident angle of the receivedrimftion-
bearing signal and adjust the analogue phase shifitethe

subarrays as well as the digital weights and w;’ so that the
hybrid antenna array can be beamformed to maxi®ie.

Estimation

Beamformed
Array Output

Fig. 1. Adaptive hybrid antenna array and beamforwi¢h two interleaved
linear subarrays of siZ¢ = 4.

Assuming that each antenna element has an ommitidinal
radiation pattern, the received subarray signgivien by

sm(n)=§(n)&(0)exp{jm27ﬂdsin0]+vm(n), m=01, (1)

where §(n) is the information-bearing signal with incident

i = O;]_’,

the phase shifters in the subarrays to steer theichgntenna
array towards the incident signal beam.

N -1, will be fed back to

@y~ - The signals received by the antenna elements ingince the AoA estimation is performed recursivelye

subarray signals received at time indexare influenced by

the previously determined phase shifts. Definingnew
variable u=%dsin6, the subarray signal model can be

rewritten as

5,(n) = 5(n)Y" exef- 1200 ~u) Thexe{jmu) +v, (n)

=s );0u —u)exp(er)+v (n), m=o01, (2

(n), u is the estimate ofi at time index
is used the phase shifts

j(N-1)au} is

where s( )
n-1 which to determine
sin NAu exp{

N sinAu
the normalized array factor of the subarrays, tlagmitude of
which is shown in Fig. 2 foN =4. We see thaP(Au) is a
periodic function of the phase errdu with period 271 and
satisfies|P(Au) <1 and|P(0) =1.

a™ =20 | and P(au) =

1o
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Fig. 2. Magnitude of normalized array facR{n\u).

Assuming thats(n) has average signal powet =E“s(n)|2}
where E{[}] denotes ensemble expectation and traém) and
vl(n) are independent with zero mean and the same noise

power g7, the SNR of a subarray signal is defined as

y=0/d;.

angle 8, P( ) ZeXp{ (I—Zd 5|n0+aj} is the equivalent Note that in terms of estimating at time indexn, s(n)



and u™ are all nuisance parameters. Sind®" is estimated
at a previous time, it is called the recursive ancte parameter.
Thus the AoA estimation is formulated as the phestanation
in the presence of recursive nuisance parametenghws
significantly different from the conventional phasstimation
models [7-9].

Given an initial estimatej(o), the ML estimation ofu at
time indexn can be derived as

PHASE ESTIMATION AND PERFORMANCE

i = argmﬂin{i Zn:|8m(k) — s(k)P(ut — G)explj mﬂr}

m=0 k=1

= argmuax{Re{mzl_;J exp(- jmﬁ)kzn:; s, (k)sD(k)PD(u(k-l) - 0)}
- kzn; s(k)P(u("’l) - Gr} . 3)

To solve this non-linear optimization problem, anmdicated
search overu in [—7'[,7T) is required. Moreover, the

Sinceu™ is the phase of a non-zero mean Gaussian
distributed signaIR(”), the conditional pdf ot is thus [7]
P, (U 1s) = po(u® -, 7)) ()

where

po(X.y)= %T e’ [1+ JAny cosx & c"ng(— J2y cosx)] (8)

which is a periodic function ofx with period 27 |,

Y = [ 207, :igs(k)p(u(k-l) ~u)’is the conditional

20,
12

SNR of R, and Q(x):zij‘e_gdt is the Q-function. Eq. (7)
7T><

indicates that the conditional pdf af” is determined by the
conditional SNR ofR™.

The MSE is usually used to measure the performahtiee
phase estimation. It can be expressed at time imdaz

0% = U =W, Py ©

knowledge ofs(n) and perfect synchronization are necessarywhere

Since the subarray SNR is very low before the bdam
correctly formed and the signal synchronizatiomlifficult to
achieve, the optimal coherent estimation is coatig highly
infeasible.

A sub-optimal non-coherent method is therefore greddle
using the differential signal betwequ(n) and sl(n), ie.,

r(n)= s (n)s(n) =[s)Plu™ ~u) exlju)+ ) @)
where z(n)= s(n)P(u(”’l) - u)exdj upv,(n)+ sD(n)PD(u(”’l) - u)\/l(n)

can be approximated as a complex Gaussian vanatiiezero

mean and variancds(n)P(u(”'l)—ufaf. The estimate is then

u® = ardR(”)} where

R = Zn: r(k)= Zn:|s(k)P(u("’1) - ur explju) + Zn: 2k) (5)
k=1 k=1 k=1
is an approximately Gaussian distributed statistib the joint

conditional pdf of its real and imaginary partsyegi s(k) for

k=12--,n, , and u*? for k=12--,n,
denoted asu,

pR(")ls,u (Rr(n)' R(n) I S’ u)

ex,{_ (R0 - e, JF + (RO - )

denoted ass

1
- 2
ZHU'R(n)

(6)

2
ZO'R(")

where R(”) and R(”) are the real and imaginary parts R

respectively,my, :i]s(k)P(u(k'l)—ufexéju) is the conditional
k=1

mean of R", %, :i|s(k)P(u(k'l)—ulzaf is the conditional
k=1

variance of the real or imaginary part B .

P (U™)= Eeul Py, W 1s)f = Exufpo (U —u )0} (20)
is the unconditional pdf ofi" and[f}_,, means that the

argument must be restrained to the intel[valr, ).

The direct and exact evaluation of MSE from (9)
practically infeasible, because the unconditioreHlqs u not
only requires the expectation ovs(lk) for k=12---,n, but

S

also the expectation over*™ for k =12,---,n, which in turn
requires the knowledge of the unconditional pdfu&‘fl) for

k=12---,n. We see that the unconditional pdfuﬂf) have to

be recursively obtained, which is extremely difftoeven with
powerful numerical methods.

In presence of nuisance parameters, the difficudfy
evaluating the MSE of the phase estimation canobeews/hat
moderated by alternatively calculating the modifiécamér-
Rao bound (MCRB) [8], which gives a lower MSE bouatd
high SNRs. From (5), the MCRB can be obtained as

1
MCRB(07, ) = 2 ) R0
0°In py, (R™, R™ [s,u)
Es,u ER(")ls,u - auz

=yE, {210} = /29"

e ) - S g
= y:;EﬂP(U(k'l) ‘Uf}

is the average SNR &" . It is seen from (11) that even the
MCRB is still infeasible to calculated since it@lsequires the

(11)
where

V(n)

(12)



unconditional pdf ofu? for k=12---,n to perform the on the average SNR & . The MCRB based on this average
tati EﬂP( (k1) _ Xz} SNR is calledecursive MCRB accordingly.
expectation u Ul Further simplification is possible at higher SNRnce

V. RECURSIVEMSE BOUND Po (x, y) can be approximated as the Gaussian distribution

To solve the problem encountered in evaluatingMIS&E as pO(X, y)=\/ze_wz, for -n< X<, (18)
well as the MCRB, we now replace the unconditiopdf of m

u expressed in (9) with a known phase distributioand accordinglyp,(x,y) can be approximated as

determined only byy(”) defined in (12). Assuming tha{n) is [
: L . : L pl(x,y)z pr 4l , for-n<x<n, (29)
Gaussian distributed and thlﬂén] is Rayleigh distributed, the 2;(1,)(2 _,_153/2
known phase distribution can be chosen as the phase
distribution function under Rayleigh fading [7g.. after normalizing it to satisfy the condmoﬁpl X, y)dx 1.
P (™) = py(u® ~u,p) (13) _ . o

Fig. 3 and Fig. 4 show the comparisons of the apprated
po(x, y) and pl(x, y) with their respective true phase pdfs

(X, ﬁ \/T/cos< LTH \/T/COS< under differenty values.
2/7(1+y3|r12x 2}7(1+y5|r12x) 1/1+ysir12x With the above approximation, the recursive MSE riabu

can be expressed in closed-form as
which is also a periodic function of with period 27 .

To justify the above selection, we simply Ié(Au):l for 12 ; ;
any Au, i.e., there is no recursive nuisance paramehem t
pl(u(”) —u,V(”)) will be the true phase pdf in Rayleigh fading
channels.

Since |P(Au] <1 when there exists recursive nuisanc

where

(14)

T
— — — Approximate Phase pdf
True Phase pdf

parameter, which leads to a reduced average SNR"bf the
actual MSE expressed in (9) will be always lardent that

calculated usingpl(u(”) —u,V(”)), i.e

S f[u(") —ul?, pyu® - u,

=7f( f p,u, 7 )du = MseB(o?,).  (15)

- Phase (rad)

Therefore, the right-hand side of (15) represeritsaer MSE Fig. 3. Approximate and true phase pdfs in Gaussfiamnel.
bound, denoted aMSEB(ajn))

Furthermore, from (12) and using the assumptiont th 12 ‘ ; ;
P(Au) is a periodic function, the initial average SNR dze e et P
determined as 1r 1

=) _ 0 ol 1 % 0)Y2 4 .00
yY = yEﬂP(u( ) —u} } —Ey:[JP(u( )l du®© (16)

where the initial estimate/® is assumed to be uniformly
distributed in[—rr,rr), and the average SNR for>1 can be

recursively determined as
—\n TN t n- 2 n-. TN n-.
7 = oy [Pt ) py a0, P (17)

The MSE bound calculated based on the above reelysi
determined average SNR is thus calleclirsive MSE bound.
With the recursive MSE bound, the difficulty in thecursion Phase (rad)

on the unconditional pdf af is simplified to the recursion Fig. 4. Approximate and true phase pdfs in Rayléggting channel.




MSEB(U f(n)) = jf(u(n))z

-

2,,[7<n) f + 1r/2

v 2
NPT L -(_n ) 1
—_—Msmhlvy( )”‘?(;y

)

Wheresinh’l(x):ln(x+ X2 +1) denotes the inverse hyperbolic

sine function.

Simulation of the AoA estimation is performed usitig
hybrid antenna array shown in Fig. 1 under suba®fdiR y =
-2, 3, and 8 dB respectively. The incident anglasisumed to
be 8=0 degree. Fig. 5 shows the estimatdtl values for
one realization under different SNRs, and Fig. 6wsh the
simulated MSEs averaged over 1000 realizations.
recursive MSE bounds and the recursive MCRBs atairwdd
analytically using (20) and (11) respectively basad the
recursively determined average SNR calculated I8) énd
(17). It is seen that the recursive MSE bound tBamloose at
lower SNRs but becomes tighter at higher SNRsoth bases,
the recursive MSE bound provides better performanc
indication than the recursive MCRB.

du®

(20)

T

V. CONCLUSIONS

It has been shown that the true MSE of the phasmaion
in presence of recursive nuisance parameters iseragty
difficult to obtain and the conventional modifiedatér-Rao
bond can not be readily applied. By replacing th
unconditional probability density function of a gleaestimate
with a known phase distribution function accordit@ the
statistical property of the information-bearing rs§ and the
recursively obtained average SNR of the statisticttie phase
estimation, a recursive MSE bound and its simmalifie
calculation method are derived. The usefulneskefécursive
MSE bound is demonstrated through the AoA estimafar
an adaptive hybrid antenna array of interleavedasals. [7]
Simulation results show that the recursive MSE lgoun
provides a tighter MSE lower bound than the rewersi g
modified Cramér-Rao bound.

MSE
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