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Ensemble Rapid Centroid Estimation: A Semi-Stochastic Consensus Particle Swarm Approach for Large Scale Cluster Optimization

by Mitchell Yuwono

This thesis details rigorous theoretical and empirical analyses on the related works in the clustering literature based on the Particle Swarm Optimization (PSO) principles. In particular, we detail the discovery of disadvantages in Van Der Merwe - Engelbrecht’s PSO clustering, Cohen - de Castro Particle Swarm Clustering (PSC), Szabo’s modified PSC (mPSC) and Szabo’s Fuzzy PSC (FPSC).

We validate, both theoretically and empirically, that Van Der Merwe - Engelbrecht’s PSO clustering algorithm is not significantly better than the conventional $k$-means. We propose that under random initialization, the performance of their proposed algorithm diminishes exponentially as the number of classes or dimensions increase.

We unravel that the PSC, mPSC, and FPSC algorithms suffer from significant complexity issues which do not translate into performance. Their cognitive and social parameters have negligible effect to convergence and the algorithms generalize to the $k$-means, retaining all of its characteristics including the most severe: the curse of initial position. Furthermore we observe that the three algorithms, although proposed under varying names and time frames, behave similarly to the original PSC.

This thesis analyzes, both theoretically and empirically, the strengths and limitations of our proposed semi-stochastic particle swarm clustering algorithm, Rapid Centroid Estimation (RCE), self-evolutionary Ensemble RCE (ERCE), and Consensus Engrams, which are developed mainly to address the fundamental issues in PSO Clustering and the PSC families. The algorithms extend the scalability, applicability, and reliability of earlier approaches to handle large-scale non-convex cluster optimization in quasilinear complexity in both time and space. This thesis establishes the fundamentals, much surpassing those outlined in our published manuscripts.
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Chapter 1

Introduction

Cluster analysis studies how systems can learn the representation of particular input patterns in a way that reflects the statistical structure of the overall collection [1]. It is exploratory in nature and often manifests in methods such as unsupervised learning, knowledge discovery, data mining, and pattern mining. Its objective is to discover valid, novel and potentially useful and ultimately understandable patterns in data [1–3]. Unlike classification, clustering algorithms assume no explicit target outputs, labeled responses, nor known evaluations [2, 4]. The decisions made are solely based on the structure of the input data based on a measure of similarity. Clustering methods are used in many practical applications in bioinformatics for example: Data mining for sequence analysis and genetic clustering [5–13]; Biomedical signal processing [14–23]; in medical imaging for image segmentation [24–35]; And object recognition [36–42].

This thesis is devoted for delivering the theoretical bases of our proposed Clustering Method, Ensemble Rapid Centroid Estimation (ERCE), alongside with its practical applications in various scenarios. This chapter gives an introductory remark on some of the key ingredients required to justify the contribution of our research. A brief overview on cluster analysis including various paradigms in Artificial Intelligence is covered in Section 1.1. A summary on the increasing trend for clustering methods in bioinformatics is presented in Section 1.2. A cursory view on a number of possible applications of clustering using our proposed algorithm is summarized in Section 1.3. A brief overview on the current challenges in clustering methodologies is presented in Section 1.4. Finally a brief highlight on the contribution of our method is summarized in Section 1.5.
1.1 Overview

Cluster analysis divides a data into groups (clusters) that are meaningful and possibly useful. Its main utility comes from its ability to extract and summarize the underlying statistical structure of the data. It has played important roles in solving many practical problems in a wide variety of fields. Among many others, bioinformatics is one of the fields that exploits the advancement of cluster analysis.

As a whole, clustering resides as a subgroup of Artificial Intelligence (AI). AI is generally defined as an area of computer science that deals with giving machines the ability to seem like they have human intelligence [43]. Merriam-Webster Online Dictionary defines “Learning” as the activity or process of gaining knowledge or skill by studying, practicing, being taught, or experiencing something [43]. In the context of Artificial Intelligence, the process of Learning describes how the behavior of an unseen test dataset can be predicted given a known training dataset.

Learning paradigms can be subdivided into three types [2]:

**Definition 1.1.1 (Supervised Learning/Classification).** In supervised learning (classification), a model is trained using data with known category labels. These labels are provided by the field experts [2]. An assumption made in this paradigm is that the provided label are true and valid. Optimal function approximation including training an Artificial Neural Networks (ANN) or decision trees is an NP-hard problem [44]. However, in supervised learning, the availability of a teacher greatly alleviate the overall ambiguity in decision making.

**Definition 1.1.2 (Unsupervised Learning/Clustering).** Contrast to Definition 1.1.1, the model in unsupervised learning (clustering) is trained using data with unknown category labels. The model is inferred solely based on the organization of the data itself. Because of this unsupervised nature, clustering is inherently harder than classification [2]. In general, clustering decision problem is NP-complete and the clustering optimization problem is NP-hard, except in some simple cases (e.g. constant number of clusters/clustering a 1-dimensional Euclidean problem) [45]. A solution which satisfies a given cluster optimality criterion does not necessarily guarantee an appropriate solution to the problem at hand. In higher dimensional datasets, where space between points become overwhelmingly sparse, clustering solutions can be arbitrarily far from optimal in the worst case [46].

**Definition 1.1.3 (Semi-supervised Learning/Semi-supervised clustering).** Semi supervised clustering incorporates the concept in Definition 1.1.1 into Definition 1.1.2. In semi-supervised clustering, instead of specifying the class labels, pair-wise constraints (e.g. must-link: Two objects must reside in the same clusters; or cannot-link: Two objects must reside in different clusters;) are specified.
These constraints provide a weak encoding of knowledge that can be beneficial for data clustering, where precise definitions of underlying clusters are absent [2]. Even though semi-supervised clustering is likewise an NP-hard problem, the presence of these constraints alleviates some of the inherent difficulty in clustering.

1.2 Clustering in Biomedical Informatics

The amount of stored information, particularly in the field of Biomedical Engineering and Bioinformatics, has been growing exponentially. For example, in genome sequence studies alone, Berman et al. estimated that the human’s genome DNA would contain around a Gigabyte of information. In order to process the 100,000 translated proteins and 32,000,000 amino acids, Berman et al. approximates a total memory requirement of up to the order of 200 Gigabytes [47]. Medicine and biomedical sciences have also become increasingly data-intensive. Emerging medical technologies require sophisticated mathematics, signal processing, artificial intelligence, data analysis and inference systems. Such higher level of sophistication requires abundant information from various natural and electrical sources. The current era, for all these reasons, can be considered as a golden age for Biomedical Informatics [48].

The number of publications indexed in PubMed under the topic of ‘Clustering’ alone has grown from 1021 (0.44% of total indexed publications) in 1990 to 11289 (13.20% of total indexed publications) in 2013 [49]. Publications under the topic of ‘Data Mining’ has grown from 35 (0.02% of total indexed publications) in 1990 to 1703 (1.99% of total indexed publications) in 2013. Publications under the topic of ‘Knowledge Discovery’ grown from 46 (0.02% of total indexed publications) to 1021 (1.19% of total indexed publications) in 2013. The stacked bar graph showing the total publications under the three topics is shown in Figure 1.1.

1.3 Applications

Clustering has become the basic and crucial component of the day-to-day activities of researchers, scientists, clinicians, nurses and decision-makers [48]. To date clustering has been used mainly for three main purposes [2]:

1. Discover underlying structure: to gain insight into data, generate hypotheses, detect anomalies, and identify salient features.
2. **Natural classification**: to identify the degree of similarity among forms or organisms (phylogenetic relationship).

3. **Compression**: as a method for organizing the data and summarizing it through cluster prototypes.

Concrete examples are seen in biomedical image processing [24–35]. Clustering techniques are useful for applications such as Magnetic Resonance Image (MRI) segmentation [29, 50], adaptive texture segmentation for tissue and cell recognition [27, 28, 31, 51], image analysis of Hartmann-Shack Wavefront sensor [24, 25], gait signal and spectrogram segmentation [16, 22], and retinal fundus image segmentation [52–54].

Robust segmentation of skeleton and brain segment — including white and grey matter — can be done using Rapid Centroid Estimation (RCE) [55]. A sample segmentation can be seen in Figure 1.2.

Figure 1.3 shows the usage of clustering for wavefront reconstruction in Hartmann-Shack (HS) Aberrometry. Wavefront aberrometry has revolutionized the measurement of lower order and higher order aberrations, including astigmatism, defocus, spherical, coma, trefoil, pentafoil, hexafoil, and tetrofoil to name a few. In two of our published manuscript, we use cluster analysis to automate the unwrapping process of noise-ridden HS images and “injecting” artificial foci to compensate for missing and occluded ones [24, 25].

Clustering can also be applied to retinal photography. Retinal photography is useful for the early detection of diabetic changes, hypertensive retinopathy, macular degeneration, optic nerve disease, and retinal holes or thinning [56]. We applied our proposed algorithm to perform segmentation of
Figure 1.2: Clustering a Magnetic Resonance Image. The clustering algorithm uses Rapid Centroid Estimation (RCE) [4].

the optic disc, macula, and blood vessels from retinal fundus images. On this particular application, we used an ensemble variant of our proposed clustering algorithm: Ensemble Rapid Centroid Estimation (ERCE) together with morphological filtering techniques including line detector [57] and geodesic morphology operations [53]. Some of the results can be seen in Figure 1.4.

Clustering has also been used in various biomedical signal processing applications including gait analysis [16, 17, 22]. Poor gait quality is highly correlated with the increase in frequency of falling among older adults [58]. The important gait parameters for calculating the measures includes: the bilateral step length; the precision timing of the bilateral heel-strike events; and the precision timing of the bilateral toe-off events [17, 58]. Figure 1.5 shows the overall result of the proposed method. The first three principal components of the accelerometric and gyroscopic wavelet coefficients can be seen in Figure 1.5b. This example shows a 3 seconds data snippet from a 6.7 minutes normal gait data (24229 observations). A total of 690 heel strike and toe-off events or approximately 345 strides were detected. Detailed results on gait analysis and fall detection can be seen in our published papers [14, 16, 17, 22, 23, 59].
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(a) Raw HS image.

(b) Pupil and foci recognition.

(c) Unwrapped wavefront

(d) Wavefront Reconstruction

(e) Estimated Zernike terms (single index).

Figure 1.3: Reconstructing Hartmann Shack Centroids using RCE and Artificial Centroid Injection [24, 25].
Figure 1.4: Clustering retinal fundus images using ERCE [55]. Left to right: {raw retinal fundus image}; {segmented optical disc, macula, and fovea}; {segmented retinal blood vessels}; and {classified detection mask}.
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(a) ERCE clustering result on the gyroscopic and accelerometric wavelet features. The important gait parameters including the bilateral step length; the precision timing of the bilateral heel-strike events; the precision timing of the bilateral toe-off events; and the overall gait phase can be extracted. With this approach medical practitioners and kinesiologists can objectively examine the evidence for assessing fall risk in an individual.

Figure 1.5: Estimating gait parameters using ERCE [17, 55] (cont.).
The first three principal components of the accelerometric and gyroscopic wavelet coefficients obtained after Principal Component Analysis. The cyclical character of the human gait is clearly pronounced in the Eigenspace. Scatter points with hot (light yellow – dark red) color mask indicate higher likelihood of positive Heel-Strike detections.

Figure 1.5: Estimating gait parameters using ERCE [17, 55].
1.4 Challenges

While the application of clustering may be straightforward, the underlying process behind clustering is very challenging [2]. Clustering is inherently an ill-posed problem where the goal is to partition the data into some unknown number of clusters based on intrinsic information alone [2]. This data-driven nature makes it very difficult to design an algorithm that can correctly and efficiently discover the natural clusters in the given data.

Divisive clustering such as the k-means algorithm is frequently used for large scale data clustering because of its low time and memory complexity ($O(N)$). However its formulation limits k-means to solving only globular/gaussian clusters. The number of $k$ has to be pre-specified, it also does not impose any hierarchical tree which makes its result harder to interpret than hierarchical agglomerative clustering. Further, specifying different $k$ values greatly affects its result. The k-means is also sensitive to outliers and different initialization values.

The hierarchical agglomerative clustering [60], on the other hand, does not have any k-means limitations because it does not assume the number to be known beforehand. By specifying the linkage criterion, agglomerative algorithms can readily accommodate any cluster shape. The hierarchical tree makes the results of agglomerative clustering easier to interpret. However, due to its quadratic time and memory complexity ($O(N^2)$), agglomerative clustering algorithms do not scale well to larger dataset. Other clustering algorithms that uses proximity matrix such as spectral clustering [61], Multi-Objective Clustering with Automatic K-determination (MOCK) [62], Density-based spatial clustering of applications with noise (DBSCAN) [63], and Evidence Accumulation clustering ensembles [64–66], also encounter similar scalability issue.

A good clustering algorithm needs to satisfy a number of requirements such as: scalability; flexibility; capability to discover clusters with arbitrary shapes; adaptiveness; robustness to noise and outliers; insensitivity to the order of input records; and simplicity of interpretation. The currently available clustering techniques do not address all the requirements adequately and concurrently.

Several attempts proposed in the previous literature to alleviate these problems of k-means clustering include cluster validation schemes [67], entropy weighting [68], information theoretic measures[69], stochastic methods [4, 70–75] and ensemble schemes [64, 76]. Ensemble algorithms are powerful alternatives to clustering because they combine the strength of both divisive and agglomerative paradigms. The clusters created with ensemble algorithms tend to be highly intuitive. However, ensemble algorithms suffer from scalability issue on larger datasets.
1.5 Contribution of This Thesis

The major contributions of this thesis can be summarized as follows.

- **Proposition of Rapid Centroid Estimation**
  Rapid Centroid Estimation (RCE) [4] is a light-weight semi-stochastic clustering algorithm which is inspired by Eberhart and Kennedy’s Particle Swarm Optimization (PSO) [77] and Cohen and de Castro Particle Swarm Clustering (PSC) [75]. We introduced the algorithm in 2012 [71, 73] as a lightweight simplification to the PSC algorithm [75]. Further strategies to improve its optimization capability are proposed in our subsequent publications [4, 72]. RCE shares similarly to its deterministic predecessor (k-means algorithm) that it clusters data using the voronoi cells principle. Due to its semi-stochastic nature, the RCE is almost guaranteed to discover the natural local optimum solution given the correct number of clusters, parameters, and sufficient number iterations are supplied. The particle trajectory of RCE can be seen in Figure 1.6.

- **Proposition of Ensemble Rapid Centroid Estimation (ERCE)**
  Ensemble RCE (ERCE) [55] was proposed in 2014 as an ensemble extension to RCE, improving RCE in terms of memory and computational efficiency, capability to automatically determine the number of clusters, and gracefully handle non-convex datasets in quasilinear complexity. Using the self-evolving cooperative semi-stochastic swarm ERCE constructs the
essential building blocks required for large scale consensus clustering using minimal memory
and computational resources. Benefiting from the robustness of swarm intelligence, the ver-
satility of voronoi tessellation and the flexibility of graph algorithms, the ERCE is designed to
discover natural groupings in both convex and non-convex data. Some results on non-convex
data can be seen in Figure 1.7. The visual abstract, giving the brief visual overview of the
ERCE, can be seen in Figure 1.8.

![Figure 1.7: Clustering Non-convex dataset using ERCE. + and - signs denotes positive and
negatively charged particles, respectively.](image)

- **Consensus Engrams**

Inspired by Hebb’s theories on cell assembly [78], we arrange the particles in the swarm in
a fully connected construction called the consensus engrams. This approach substantially
increases the scalability of the swarm to handle data whose total size exceeds the physical
random access memory (RAM) limit of the machine. The method is specifically designed to
extract statistical structure from incomplete data of large volume and noise content. It is
insensitive to neither the volume nor the order of data and the engrams only need to “see”
(a) Various fuzzy representations of the data obtained using ERCE. Each swarm in ERCE produces non-identical voronoi tessellations on the data. The degree of fuzziness for each cluster is then optimized using the tradeoff between cluster entropy and the degree of fuzzified dissimilarity [55].

(b) The compressed co-association matrix obtained using the CA-tree [66] and fuzzy WEAC [65, 76] Hybrid [55].

(c) The optimum cut for the corresponding CA-tree using the highest lifetime criterion [64].

(d) Natural grouping is recovered by performing inverse mapping on the CA-tree [55, 66].

Figure 1.8: The algorithmic flow of ERCE explained using an artificial dataset [55].
just enough representative data to learn the overall statistical structure. A sample run of the algorithm on a high resolution image segmentation problem is shown in Figure 1.9.

Figure 1.9: Various Segmentation results using ERCE (Consensus Engrams). Further details can be seen in Chapter 6.

- **Stability conditions of Particle Swarm Optimization (PSO)**
  
  In Lemma 3.1.1 (Convergence of PSO), we revisit the convergence and stability conditions of Particle Swarm Optimization (PSO) from control theory point of view. Lemma 3.1.1 reveals that the particle swarm optimization can be generally modeled as a second order linear system. Particularly, we discover that Jiang et al.’s stability boundary [81] is incorrectly derived. The final value at convergence agrees with the earlier research [81, 82].

- **Suboptimal Convergence of Van Der Merwe - Engelbrecht’s PSO Clustering** [83]
In Section 3.3 (PSO trajectory suboptimality), we discover a significant issue in Van Der Merwe - Engelbrecht’s proposition [83]. We reveal that unless at least one of the particles is pre-initialized near to the optimum, the probability of the swarm to converge to the maximum likelihood coordinates degrades exponentially as the number of classes or dimensions of the clustering problem increase.

- **Complexity Issues in Cohen and de Castro’s PSC [75]**

In Section 4.3 (PSC — Complexity Analysis), we analyze the theoretical and empirical computational and memory complexity of PSC. This chapter details important efficiency issues of the algorithm which restrict its applicability to only smaller datasets. For example, with a 400x1000 data matrix, on each iteration the PSC already suffers from a significant 2000% slow-down compared to \( k \)-means. In order to cluster 1000 observations of 1000 dimensional double precision data into 256 clusters, the algorithm variants require as much as 2GB memory; whereas \( k \)-means, fuzzy c-means, and RCE require memory allocation of lower than 15MB. Ironically, empirical results on benchmark data from [84] presented in Table 4.3, Table 4.5, and Table 4.7 show that these high complexities do not generally translate into any increase in cluster quality.

- **Stability of Cohen and de Castro’s PSC [75] and sensitivity to initialization**

In Theorem 4.1 (PSC’s resemblance to \( k \)-means), we derive the stability criteria of the PSC algorithm and a detailed proof of convergence. The proof reveals a problematic cyclical trajectory of the particles using parameter selection outlined in the standard PSO (Lemma 3.1.1). Interestingly this crucial character is discussed neither in the initial manuscript [75] nor its follow ups [70, 74, 85].

When the convergence bounds described in Equation 4.37 are properly satisfied, an even more interesting phenomenon is observed. PSC guarantees convergence as long as the self-organizing constant is nonzero. Furthermore, both social and cognitive parameters have negligible effect to the swarm’s convergence, which implies that these parameters are redundant. The ultimate implication of this theorem is that the PSC generalizes to the \( k \)-means, retaining all of its performance aspects including the most severe: the curse of initial position.

In 2010, Szabo et al. [85] observed this particular convergence phenomenon in their empirical experiment [85]. They suggested that “there were no much gain obtained with the PSC when compared with a standard self-organizing clustering methods” [85]. However, the reason behind the phenomenon were not further explained. Theorem 4.1 therefore provides the theoretical proof necessary to complete their analysis.

- **Particle behavior of the PSC Families**
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In the empirical testing following the theoretical proof of Theorem 4.1 (PSC’s resemblance to \( k \)-means), we discover that all PSC families, including the original Cohen - de Castro’s PSC [75], Szabo’s Modified memoryless Particle Swarm Clustering (mPSC) [74], and Szabo’s Fuzzy Particle Swarm Clustering (FPSC) [70], share the exact particle behavior. The three algorithms, although proposed under varying names and time frames, are conceptual duplicates of the original PSC.

- **RCE and simplification of the PSC**

In Definition 5.2.10 (Resultant Vector) we propose a simplified update rule for PSC derived based on the proof in Theorem 4.1. By calculating only the resultant vector, the time complexity for each position update can be reduced up to as low as that of the \( k \)-means. Concurrently, this new redefinition reveals two problems associated with the PSC original formulation: The first problem is concerned with computational complexity of random number generation; The second is concerned with the dilution of randomness as a consequence of Kolmogorov’s strong law of large number. This discovery leads to the proposition of Definition 5.2.11 (Simplified Resultant Vector) — the latter is used in RCE — which addresses these issues.

- **RCE Strategies: Substitution, Particle Reset, and Multi-Swarm**

In Theorem 5.1 (RCE’s resemblance to \( k \)-means) we prove that the RCE in its fundamental form inherits the consequence of Theorem 4.1 (PSC’s resemblance to \( k \)-means) including the curse of initial position. Conceding this fact, we propose strategies including substitution, particle reset, and multi-swarm in order to alleviate the severity of the curse. Especially when the RCE is operated as a multi-swarm, each of the RCE subswarm can be assigned partial random sampled data which greatly reduces computational burden and increases swarm diversity. These characteristics are particularly desirable when the swarm are to be aggregated using consensus/ensemble clustering.

- **ERCE: Charged Particles**

The presence of redundant partitions in ensemble clustering aggregation may produce an undesirable bias to the final solution [86]. In order to diversify the particles, we endow them with either positive or negative charge. As a result, a constant chaotic turbulence between particles is created in the search space such that the probability of creating a duplicate partition is minimized. The approach is outlined in Section 6.1.1.

- **ERCE: Self-evolution**

The self-evolving swarm RCE equips each subswarm with the ability to summon additional particles until the average cluster entropy criterion \( \xi \) [87] is minimized. According to Bezdek,
minimizing the cluster entropy is equivalent to maximizing the information content in each
cluster [87]. The resulting ensemble partitions using the self-evolution scheme can be seen in
Figure 1.10.

\[
\begin{align*}
(a) \quad \xi = 0.14. \\
(b) \quad \xi = 0.17. \\
(c) \quad \xi = 0.19. \\
(d) \quad \xi = 0.21. \\
(e) \quad \xi = 0.23. \\
(f) \quad \xi = 0.26. \\
(g) \quad \xi = 0.28. \\
(h) \quad \xi = 0.3.
\end{align*}
\]

Figure 1.10: Variability of $K$ due to $\xi$ in ERCE swarms on the Half Rings dataset.

- **ERCE: Calculating Consensus Clustering in Quasilinear Time and Space**

  The ERCE ensemble aggregation method uses the CA-tree which allows it to compress re-
dundant label vectors and calculate the consensus matrix in quasilinear complexity. Using
the compression map obtained from the CA-tree, the fuzzy consensus can be obtained from
the compressed fuzzy membership matrices. ERCE achieves the lowest memory consumption
compared to other conventional consensus techniques as shown in Figure 1.11.

- **ERCE + Consensus Engrams: Theoretical Foundations and Preliminary Empirical
  Results on Color Image Segmentation and Blood Vessel Segmentation from
  Retinal Fundus Images.**

  In neuropsychology, engrams are means by which memory traces are stored as biophysical or
biochemical changes in the brain (and other neural tissues) in response to various external
stimuli which leave a lasting trace in the brain [78]. Inspired by Hebb’s theorem, we engrave
the essential fundamentals required to encode a statistical structure inside the ERCE swarm
as detailed in Section 6.3. The definitions are mainly derived based on information theory
according to Kullback and Leibler [88], and Shannon [89].

  Based on the empirical results on color image segmentation problems (Figure 1.12), we ob-
serve that the proposed method achieved linear complexity in both time and space compared
to Shi-Malik’s normalized cuts [90] and conventional consensus clustering [91].
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Figure 1.11: Memory complexity for clustering 2-dimensional random noise (vol = 1 Byte – 1 Megabytes, \( d = 2 \)) using various algorithms. The global settings for all algorithms are as follow: the number of representatives (\( K \)) = 30; the number of trials/swarms (\( n_m \)) = 30.

The consensus engrams approach is also applied on the blood vessel segmentation from retinal fundus images, using the benchmark dataset from Digital Retinal Images for Vessel Extraction (DRIVE) [80]. The experimental results in Table 6.3 shows that the proposed method is superior in all performance aspects compared to the other methods in the literature, outperforming even Staal’s [80] supervised approach to vessel segmentation (ERCE + Consensus Engrams (Unsupervised): 95.58% ± 0.51%; Staal (Supervised): 94.42% ± 0.65%). The ROC curve of the proposed method and other methods in the literature is shown in Figure 1.13. Further information can be seen in Section 6.4.2.

These contributions are summarized in the thesis chapters as shown in the Figure 1.14.
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(a) Time Complexity.

(b) Memory Complexity.

Figure 1.12: The CPU time and memory required of various algorithms with respect to the number of pixels in an image.
Figure 1.13: The ROC curve of the proposed method vs other methods in the literature [80].
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Chapter 2. Literature Review
- Clustering: an overview of the state of the art
- divisive clustering algorithms
- cluster validation methods
- graph clustering algorithms
- consensus clustering paradigms

Chapter 3. Particle Swarm Optimization Algorithm and Data Clustering
- Discovery of a significant challenge in Van Der Merwe - Engelbrecht PSO Clustering algorithm

Chapter 4. Cohen - De Castro Particle Swarm Clustering (PSC)
- Discovery of the high complexity and problematic behavior in the PSC algorithm
- Redundancy of the social and cognitive terms
- PSC, mPSC, and tPSC are conceptual duplicates
- Generalization of the PSC to k-means which explains a phenomenon in Szabo’s empirical experiment:
  “there were no much gain obtained with the PSC when compared with a standard self-organizing clustering methods” - Szabo et. al

Chapter 5. Rapid Centroid Estimation
- Algorithmic restructuring of the PSC yields significant efficiency increase in both time and space improvements were proposed including using cluster validity as an objective function
- Nevertheless, RCE inherits the PSC’s susceptibility to suboptimal convergence
- Three strategies are proposed to alleviate suboptimal convergence:
  1. Substitution
  2. Particle Reset
  3. Multi-swarm / parallel cluster optimization paradigm
- These strategies seems to have statistically significant effect on both repeatability and reliability of the RCE compared to its predecessor.

Chapter 6. Ensemble Rapid Centroid Estimation (ERCE)
- Preparation of RCE for ensemble deployment yields two diversity increasing strategies including charged particles and self-evolution.
- Using Taoqi Wang’s OA tree ERCE achieves quasilinear complexity in both time and space.
- Further scalability improvement is possible with the employment of “Consensus Engrams”
  The engrams provides a synaptic interconnection between particles which is then utilized to approximate the statistical landscape of the data in higher dimension
- Consensus Engrams substantially increases the scalability of the swarm to handle data whose total size exceeds the physical random access memory (RAM) limit of the machine.

Chapter 7. Conclusion & Future Direction

Figure 1.14: Research contribution diagram.
Chapter 2

Literature Review

Merriam-Webster defines cluster analysis as “a statistical classification technique for discovering whether the individuals of a population fall into different groups by making quantitative comparisons of multiple characteristics.” A Cluster is “a group of things or people that are close together” [43]. The goal of cluster analysis can be summarized as “to discover the natural grouping(s) of a set of patterns, points, or objects according to measured or perceived intrinsic characteristics or similarity” [2]. This chapter is devoted to summarize in great detail the important concepts in clustering algorithms including: Metrics and distance quantization methods (Section 2.2); Divisive clustering algorithms (Section 2.3); Cluster validity indices (Section 2.4); Graph clustering algorithms (Section 2.5); and Consensus clustering paradigms (Section 2.6).

2.1 Challenges in Cluster Analysis

Cluster analysis is exceptionally difficult because of the absence of the definitive ground-truth. Clusters are identified based on a subjective assumption of how similar or how different data points are. Clusters can differ in terms of their shape, size, and density. An illustration on how clusters are defined can be seen in Figure 2.1. In an ideal case, a cluster can be defined as a set of points that is compact and isolated, however this situation is usually not true in real life scenario where the boundary between clusters are often fuzzy/uncertain. Real data contains noises and outliers that pose significant challenge to many clustering algorithms.

A cluster is a subjective entity that is in the eye of the beholder and whose significance and interpretation are dependant on the domain knowledge or predefined expectation [2]. Humans are
adept at conceptual clustering of items and scenarios that are ambiguous or fuzzy. To date there has not been any single clustering algorithm that can outperform humans in visual clustering, scene matching/identification, memory clustering, and sound clustering [2]. However, for things whose information are not sensory perceivable, e.g. gene clustering, we require an extra “tool” that is smart enough to automatically simplify the data to something that is meaningful and perceivable. A desirable clustering algorithm should be able to intuitively cluster objects quickly and effectively subject to our predefined criteria.

Figure 2.1: Clusters differ in term of their shape, size, and density.

Traditional heuristic clustering can be subdivided into two subgroups: agglomerative (bottom-up) clustering and divisive (top-down/prototype based) clustering. Each method offers their own strength and weaknesses. The attempt to increase the efficacy of existing heuristics leads to a new stream of clustering methodology called Consensus/Ensemble Clustering algorithms [64–66, 91, 92]. The ensemble algorithm attempts to combine both divisive and agglomerative approaches to create stable and reliable clustering. The method attempts to recover natural grouping of the cluster based on numerous monte-carlo clustering results from divisive algorithms such as \( k \)-means/fuzzy \( c \)-means. A number of approaches to cluster optimization have also been proposed by the computational intelligence community including Adaptive Resonance Theory (ART) [93, 94], Self Organizing Map (SOM) [95], Particle Swarm Clustering (PSC) [70, 74, 75], [Ensemble] Rapid Centroid Estimation (\[E\]RCE) [4, 55, 71–73], and Multi-Objective Clustering with Automatic K-determination (MOCK) [62]. A possible taxonomy of clustering algorithms can be seen in Figure 2.2.

Agglomerative clustering offers an intuitive representation on the relation of one data instance to another in a tree diagram called the dendrogram. The drawback of agglomerative clustering is its memory and time complexity which are both quadratic with respect to the volume of the
dataset $O(N^2)$. This quality restricts the application of agglomerative clustering to smaller datasets [3, 55, 66]).

Divisive/Prototype-based clustering algorithms (e.g. $k$-means, fuzzy $c$-means) generally have linear complexity $O(kNt)$ where $k$ and $t$ denote the number of centroids and iterations, respectively [55, 66]. Although the algorithm is non-deterministic, divisive clustering algorithms are attractive because it offers reasonably compact solutions with relatively low computational and memory complexity. However, divisive algorithms do not always reliably cluster the data into its natural clusters because the partitions returned by divisive clusterings varies with multiple initializations.
and parameter specifications [3, 64].

Ensemble methods [2, 55, 66, 76] make use of both graph/agglomerative and monte-carlo runs of divisive clusterings. The reports presented in the papers argued that ensemble algorithms are capable for attaining robust solution. The methods allow the estimation of natural grouping and the number of clusters in both convex and non-convex data.

As there are easily hundreds of clustering algorithms available in the literature, for the scope of this thesis, we will focus our discussions only on three niches of unsupervised clustering problems: Graph clustering: including agglomerative hierarchical linkage, graph partitioning, and spectral clustering; Prototype based clustering; and Consensus / Ensemble clustering.

2.2 Quantifying Dissimilarity

Specifying the context on how various data should differ or agree with each other is of critical importance for ensuring optimal clustering. In clustering, the degree of dissimilarity between two observation can be described as the distance between them. Given a pair of observation vectors \( x \) and \( y \), \( x, y \in \mathbb{R}^{\text{dim}} \), the pairwise distance \( d(x, y) \) can be quantified using various measures.

2.2.1 Metric Family

**Definition 2.2.1 (Euclidean Distance).** Euclidean distance computes the root of square differences between coordinates of a pair of observations.

\[
d(x, y) = \sqrt{(x - y)^T(x - y)}.
\]  

(2.1)

**Definition 2.2.2 (Manhattan distance).** The Manhattan distance [96] defines \( d(x, y) \) as the sum of the absolute differences of their Cartesian coordinates:

\[
d(x, y) = \sum_{j=1}^{\text{dim}} |x_j - y_j|.
\]  

(2.2)

where \( j \) denotes the index of dimension, and \( | \cdot | \) denotes absolute operator. The Manhattan distance is also known as rectilinear distance, Minkowski’s \( L_1 \) distance, taxi cab metric, or cityblock distance. Manhattan distance is often used in applications that requires dimension specific distance quantification such as in integrated circuits. The Hamming distance can be considered a Manhattan distance between bit vectors.
Definition 2.2.3 (Chebyshev distance). Chebyshev distance is also called Maximum value distance. The distance between two vectors is the greatest difference along any coordinate dimension:

\[ d(x, y) = \max_{j \in \{1, \ldots, \text{dim}\}} |x_j - y_j|, \]  

(2.3)

where \( j \) denotes the index of dimension. The Chebyshev distance is also known as maximum distance, chessboard distance, or Minkowski’s \( L_\infty \) distance. A comparison between Chebyshev, Manhattan and Euclidean distances can be seen in Figure 2.3.

![Figure 2.3: Pairwise Euclidean distance (red, solid lines), Manhattan distance (black, dot-dashed lines), and Chebyshev distance (green, solid lines).](image)

Definition 2.2.4 (Minkowski distance). Minkowski distance is is the generalized metric distance:

\[ d(x, y) = \left( \sum_{j=1}^{\text{dim}} |x_j - y_j|^p \right)^{1/p}, \]  

(2.4)

\( j \) denotes the index of dimension, and \(| \cdot |\) denotes absolute operator. The Minkowski distance resembles the normal Euclidean distance formula, except that the \( p^{\text{th}} \) power and \( p^{\text{th}} \) root is supplied instead. In fact Minkowski distance is the Euclidean distance when \( p = 2 \). It is the Manhattan distance when \( p = 1 \), minimum distance when \( p \to -\infty \), and maximum (Chebyshev) distance when \( p \to +\infty \). Figure 2.4 shows the effect of varying \( p \) parameter on the Minkowski distance.
Definition 2.2.5 (Mahalanobis distance). The Mahalanobis distance is a generalization of the normalized Euclidean distance. It measures the normalized distance between the two points in $\mathbb{R}^{\text{dim}}$ given the covariance of the cluster. The Mahalanobis distance can be written as follows,

$$d(x, y) = \sqrt{(x - y)^T \Sigma^{-1} (x - y)},$$

which generalizes to Euclidean distance if $\Sigma$ is an identity matrix, and Normalized Euclidean distance if $\Sigma$ is diagonal. Mahalanobis distance can also be defined as a dissimilarity measure between $x$ and $y$ of the same distribution with the covariance matrix $\Sigma$.

\[
\begin{align*}
\Sigma &= \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} & \Sigma &= \begin{pmatrix} 1 & 0.5 \\ 0.5 & 1 \end{pmatrix} & \Sigma &= \begin{pmatrix} 2 & 0 \\ 0 & 1 \end{pmatrix} & \Sigma &= \begin{pmatrix} 1 & -0.5 \\ -0.5 & 1 \end{pmatrix}
\end{align*}
\]

**Figure 2.5:** Mahalanobis distance with various $\Sigma$.

### 2.2.2 Correlation Family

Definition 2.2.6 (Correlation distance). The correlation distance is derived from the correlation coefficient ($\rho(x, y)$). The correlation distance ($d(x, y)$) measures the similarity in shape between
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the two profiles:

\[ d(x, y) = 1 - \rho(x, y), \]  
\[ \rho_{\text{pearson}}(x, y) = \frac{\sigma_{xy}}{\sigma_x \sigma_y}, \]  
\[ \rho_{\text{spearman}}(x, y) = 1 - \frac{6 \sum (r_i(x) - r_i(y))^2}{n(n^2 - 1)}, \]

where \( r_i(\cdot) \) denotes the rank of the \( i\)th dimension.

Correlation measures similarity rather than distance or dissimilarity: It ranges from +1 to -1 where +1 correlation indicates that the two points perfectly match and -1 correlation indicates that the two points perfectly mirror each other. In the context of distance this value is converted to 0 to 2: where 0 indicates +1 correlation, and 2 indicates -1 correlation. Its example usage in binary pattern classification is shown in Figure 2.6.

\[ x_a = \text{fft}(x_a) \]
\[ \rho(x_a, x_a) = 1 \]
\[ d(x_a, x_a) = 0 \]
\[ x_w = \text{fft}(x_w) \]
\[ \rho(x_w, x_w) = 0.25 \]
\[ d(x_w, x_w) = 0.75 \]
\[ x_s = \text{fft}(x_s) \]
\[ \rho(x_s, x_s) = 0.59 \]
\[ d(x_s, x_s) = 0.41 \]
\[ x_e = \text{fft}(x_e) \]
\[ \rho(x_e, x_e) = 0.64 \]
\[ d(x_e, x_e) = 0.36 \]
\[ x_\bar{a} = \text{fft}(x_\bar{a}) \]
\[ \rho(x_\bar{a}, x_\bar{a}) = -1 \]
\[ d(x_\bar{a}, x_\bar{a}) = 2 \]

**Figure 2.6**: Correlation distance between binary patterns and their fourier transforms.

\[ d(x, y) = 1 - \rho^2(x, y), \]

Recall the binary image correlation in Figure 2.6. Contrast to correlation distance, the squared correlation distance will designate both \( a \) and its perfect negation in the binary space with the distance of 0.
Definition 2.2.8 (Cosine angle distance). The cosine angle between the vectors \( x \) and \( y \) is calculated as follows,

\[
\cos(x, y) = \frac{\langle x, y \rangle}{|x||y|},
\]

(2.10)

where \( \langle \cdot, \cdot \rangle \) denotes inner product, while \(| \cdot |\) denotes euclidean norm. The cosine value of 1 indicates that the vector pair is perfectly aligned (0 degrees away from one another), while -1 indicates that the vector pair is 180 degrees away from one another. The quality of cosine similarity thus resembles that of the Pearson correlation. As a distance metric, the cosine angle is converted similarly to correlation as follows

\[
d(x, y) = 1 - \cos(x, y).
\]

(2.11)

2.2.3 Bregman Divergences

Definition 2.2.9 (Squared Euclidean Distance). Squared Euclidean distance computes the squared differences between coordinates of a pair of observations:

\[
d(x, y) = (x - y)^T(x - y).
\]

(2.12)

The squared Euclidean distance puts progressively greater weight on objects that are farther apart. Squared Euclidean distance is a Bregman divergence generated by the convex function \( f(x) = ||x||^2 \). It does not satisfy triangle equality. Its progressive weighting quality is particularly useful for clustering Gaussian type clusters [4, 55, 97]. Squared Euclidean distance is specified as the default metric for the clustering algorithms in MATLAB 2014 [97] and R [98].

Definition 2.2.10 (Squared Mahalanobis distance). The Squared Mahalanobis distance is defined as

\[
d(x, y) = (x - y)^T\Sigma^{-1}(x - y).
\]

(2.13)

Squared Mahalanobis distance is a Bregman Divergence generated by the function \( f(x) = \frac{1}{2}x^TQx \), with \( Q = \Sigma^{-1} \). It generalizes to Squared Euclidean distance if \( \Sigma \) is an identity matrix, and Normalized Squared Euclidean distance if \( \Sigma \) is diagonal. Squared Mahalanobis distance can also be defined as a squared dissimilarity measure between \( x \) and \( y \) of the same distribution with the covariance matrix \( \Sigma \). The Squared Mahalanobis distance does not satisfy triangle equality.

Definition 2.2.11 (Kullback-Leibler Divergence). Kullback-Leibler divergence – often abbreviated as KL-divergence – measures the relative entropy between two distributions [88]. Specifically, given two probability distributions \( P = p(x) \) and \( Q = q(x) \), \( p(x) \leq 1, q(x) \leq 1 \), KL-divergence \( KL(P||Q) \)
measures the amount of information lost when $Q$ is used to approximate $P$. The formulation is as follows,

$$KL(P||Q) = -\sum_x p(x) \log q(x) + \sum_x p(x) \log p(x),$$  
$$= \sum_x p(x) \log \frac{p(x)}{q(x)},$$

where $H(P, Q)$ denotes the cross entropy between $P$ and $Q$ and $H(P)$ denotes the information entropy of $P$. KL-divergence is a family of Bregman divergence and it is not appropriately a “distance metric” on the space of probability distributions as it is not symmetric – that is, $KL(P||Q) \neq KL(Q||P)$, – nor does it satisfy the triangle inequality.

The symmetrical version of the KL-divergence was proposed in Kullback’s manuscript [88] as follows,

$$D_{KL(s)}(P||Q) = KL(P||Q) + KL(Q||P),$$

$$= \sum_x p(x) \log \frac{p(x)}{q(x)} + q(x) \log \frac{q(x)}{p(x)},$$

Symmetrical KL-divergence is often used in clustering and classification due to its nice symmetry.

**Lemma 2.2.1** (KL-Divergence between multivariate Gaussian distributions). For continuous $d$-dimensional multivariate Gaussian distributions $P(x) = \mathcal{N}(x; \mu_1, \Sigma_1)$ and $Q(x) = \mathcal{N}(x; \mu_2, \Sigma_2)$, the KL-divergence between the two is

$$KL(P||Q) = \frac{1}{2} \left[ \log \left| \frac{\Sigma_2}{\Sigma_1} \right| - d + tr(\Sigma_2^{-1} \Sigma_1) + (\mu_2 - \mu_1)^T \Sigma_2^{-1} (\mu_2 - \mu_1) \right].$$

**Proof:** A $d$-dimensional multivariate Gaussian distribution $\mathcal{N}(x; \mu, \Sigma)$ is defined as follows,

$$\mathcal{N}(x; \mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^d |\Sigma|}} \exp \left( -\frac{(x - \mu)^T \Sigma^{-1} (x - \mu)}{2} \right),$$

where $\mu$ and $\Sigma$ denote its corresponding mean and covariance matrix, respectively.
The KL-divergence between $P(x) = \mathcal{N}(x; \mu_1, \Sigma_1)$ and $Q(x) = \mathcal{N}(x; \mu_2, \Sigma_2)$ can be derived [99],

$$KL(P||Q) = \int P(x) \left[ \log P(x) - \log Q(x) \right] dx$$

$$= E_P \left[ \log P(x) - \log Q(x) \right]$$

$$= E_P \left[ \log \left( \frac{1}{\sqrt{(2\pi)^d|\Sigma_1|}} \exp \left( -\frac{(x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1)}{2} \right) \right) \right] - \ldots$$

$$= \frac{1}{2} E_P \left[ (x - \mu_1)^T \Sigma_1^{-1} (x - \mu_1) - (x - \mu_2)^T \Sigma_2^{-1} (x - \mu_2) \right]$$

$$= \frac{1}{2} E_P \left[ \log \left( \frac{\Sigma_2}{\Sigma_1} \right) + (x - \mu_1)^T \left( \Sigma_1^{-1} - \Sigma_2^{-1} \right) (x - \mu_1) + (x - \mu_2)^T \left( \Sigma_2^{-1} - \Sigma_1^{-1} \right) (x - \mu_2) \right]$$

$$= \frac{1}{2} \left[ \log \left( \frac{\Sigma_2}{\Sigma_1} \right) + d + \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) - \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) \right]$$

$$= \frac{1}{2} \left[ \log \left( \frac{\Sigma_2}{\Sigma_1} \right) - d + \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) - \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) \right]$$

$$= \frac{1}{2} \left[ \log \left( \frac{\Sigma_2}{\Sigma_1} \right) - d + \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) - \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) \right]$$

$$= \frac{1}{2} \left[ \log \left( \frac{\Sigma_2}{\Sigma_1} \right) - d + \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) - \text{tr} \left( \Sigma_2^{-1} \Sigma_1 \right) \right]$$

(2.19)

**Definition 2.2.12 (Jensen-Shannon Divergence).** Jensen–Shannon divergence (JS-divergence), also known as information radius [100] or total divergence to the average [101], is a Bregman divergence based on the symmetrical Kullback–Leibler divergence with an additional smoothing parameter [102].

The Jensen–Shannon divergence is bounded by 1, given that one uses the base 2 logarithm. The square root of the Jensen–Shannon divergence is a metric often referred to as Jensen-Shannon distance. The formulation is as follows,

$$D_{JSD}(P||Q) = \frac{KL(P||M) + KL(Q||M)}{2},$$

where $M$ denotes a mixture distribution of $Q$ and $P$,

$$M = \frac{1}{2}(P + Q).$$

(2.20)
2.2.4 Distance Between Logical/Categorical Vectors

**Definition 2.2.13 (Hamming Distance).** The Hamming distance [103] between two binary vectors $x$ and $y$ is the number of bits/categories that differs,

$$d_{\text{hamming}}(x, y) = |x \neq y|.$$  

(2.22)

**Definition 2.2.14 (Normalized Hamming Distance).** The normalized Hamming distance [103] divides $d_{\text{hamming}}(x, y)$ with the number of bits/categories such that it is normalized between [0, 1] where 0 indicates perfect synchrony. The formulation is as follows,

$$d_{\text{norm hamming}}(x, y) = \frac{|x \neq y|}{|x|}.$$  

(2.23)

**Definition 2.2.15 (Jaccard Distance).** The Jaccard index or the Jaccard similarity index/coefficient measures similarity between finite sample sets, and is defined as the size of the intersection (non-zero categories that are equal) divided by the size of the union of the sample sets (number of non-zero categories). The Jaccard distance is calculated simply as $1 - \text{Jaccard similarity}$. The formulation is as follows,

$$J(x, y) = \frac{|x \cap y|}{|x \cup y|}.$$  

(2.24)

$$d_{\text{Jaccard}} = 1 - J(x, y).$$  

(2.25)

**Definition 2.2.16 (Sørensen-Dice Distance).** The Sørensen-Dice index [104, 105] closely resembles the Jaccard similarity index/coefficient. The Sørensen-Dice distance is calculated simply as $1 - \text{Sørensen-Dice similarity}$. The formulation is as follows,

$$s(x, y) = \frac{2|x \cap y|}{|x| + |y|}.$$  

(2.26)

$$d_{\text{Sørensen-Dice}} = 1 - s(x, y).$$  

(2.27)

2.2.5 Mutual Information

**Definition 2.2.17 (Mutual Information).** Mutual information between two discrete probability distribution $I(X; Y)$ decodes the statistical information shared between two data vectors: $x$ generated by the distribution $X$; and $y$ generated by the distribution $Y$ [106]. This measure is a useful
indication of coherence between the two distributions that generates the vectors. The mutual information is often used to compare clustering results in a cluster ensemble setting [107–109]. An informative explanatory illustration can be seen in Figure 2.7.

![Figure 2.7: Mutual Information $I(X;Y)$ between $X$ and $Y$.](image)

As described by Shannon, the information entropy of a random variable is a function which characterizes the “unpredictability” of the probability distribution [89],

$$H(X) = \sum_{x \in X} p(x) \log p(x). \quad (2.28)$$

The cross entropy is computed similarly using the joint probability distribution,

$$H(X, Y) = \sum_{x \in X} \sum_{y \in Y} p(x, y) \log p(x, y). \quad (2.29)$$

Mutual information applies Shannon’s information entropy for examining the dependence between $X$ and $Y$. In Figure 2.7 maximizing mutual information is equal to minimizing the KL-divergence between the cross-entropy $H(X, Y)$ and the marginal entropies: $H(X)$ and $H(Y)$ where $p(x) = \sum_{y \in Y} p(x, y)$ and $p(y) = \sum_{x \in X} p(x, y)$, obtained from marginalization of the joint probability. The
formulation is as follows,

\[ I(X;Y) = H(X) - H(X|Y), \]
\[ = H(Y) - H(Y|X), \]
\[ = H(X) + H(Y) - H(X,Y), \]
\[ = H(X, Y) - H(X|Y) - H(Y|X), \]
\[ = H(Y) - H(Y|X) + H(X) - H(X,Y), \]
\[ = -\sum_{x \in X} p(x) \log p(x) - \sum_{y \in Y} p(y) \log p(y) + \sum_{x \in X} \sum_{y \in Y} p(x, y) \log p(x, y), \]
\[ = -\sum_{x \in X} \sum_{y \in Y} p(x, y) \log p(x) - \sum_{y \in Y} \sum_{x \in X} p(x, y) \log p(x) + \sum_{x \in X} \sum_{y \in Y} p(x, y) \log p(x, y), \]
\[ = \sum_{x \in X} \sum_{y \in Y} p(x, y) \log \frac{p(x,y)}{p(x)p(y)}, \]
\[ = KL(p(x,y)||p(x)p(y)). \]  

(2.30)

**Definition 2.2.18 (Normalized Mutual Information).** The normalized mutual information [107] attempts to scale the mutual information such that 0 indicates independence and 1 indicates perfect dependence. There are varying formulations for normalized mutual information [107–110] as follows,

\[ NMI_{\text{Strehl-Ghosh}}(X, Y) = \frac{I(X;Y)}{\sqrt{H(X)H(Y)}}, \]  

(2.31)

\[ NMI_{\text{Kvalseth 1}}(X, Y) = \frac{2I(X;Y)}{H(X) + H(Y)}, \]  

(2.32)

\[ NMI_{\text{Kvalseth 2}}(X, Y) = \frac{I(X;Y)}{\min(H(X), H(Y))}, \]  

(2.33)

\[ NMI_{\text{Kvalseth 3}}(X, Y) = \frac{I(X;Y)}{\max(H(X), H(Y))}, \]  

(2.34)

\[ NMI_{\text{Yao}}(X, Y) = \frac{I(X;Y)}{H(X,Y)}, \]  

(2.35)

which obviously resides inside the bounds 0 ≤ NMI ≤ 1. Figure 2.8 illustrates how the normalized mutual information values the mutual information between the sets.

**Definition 2.2.19 (Variation of Information).** Variation of information (VoI) [108, 109] converts the mutual information into a metric, satisfying triangle equality, non-negativity, indiscernibility and symmetry. Variation of information is suitable when a cluster is defined by the coherence between the probability distributions. The (unnormalized) variation of information \(d_{\text{VoI}}\) is
defined as follows,

\[ d_{\text{VoI}}(X, Y) = H(X, Y) - I(X; Y), \]
\[ = H(X) + H(Y) - 2I(X; Y), \]
\[ = H(X|Y) + H(Y|X). \]  

(2.36)

Realizing \( d_{\text{VoI}} \leq H(X, Y) \), the normalized formulation can be formulated as follows,

\[ d_{\text{VoI}}(X, Y) = 1 - \frac{I(X; Y)}{H(X, Y)}, \]
\[ = 1 - \text{NMI}(X, Y), \]  

(2.37)

(2.38)

which bounds \( d_{\text{VoI}} \) from 0 to 1.

![Diagram](image)

**Figure 2.8:** Conceptual illustration of the normalized mutual information.

### 2.3 Divisive Clustering

Divisive clustering starts by assuming the whole dataset as one monolithic cluster, which is then divided into pieces/partitions. In each of these partitions, an encoding prototype is assigned. Collectively, the prototypes impose voronoi tessellation on the data, were each voronoi cell encodes the contained objects inside the corresponding voronoi region, compressing the information in the particular region using a compact representative called a centroid.

**Definition 2.3.1 (Voronoi Regions).** The representatives \( \mathbb{C} \) induces a voronoi partition of \( \mathbb{R}^{\text{dim}} \), which is a decomposition of \( \mathbb{R}^{\text{dim}} \) into k convex cells [111]. Each \( C_z \) is governed by the corresponding center \( z \in \mathbb{C} \) and contains the region of space whose nearest representative is \( z \).
C induces optimal clustering on the dataset, $S = \bigcup_{z \in C} C_z$, where

$$C_z = \{ x \in S : \text{the closest representative of } x \text{ is } z \}. \quad (2.39)$$

The objective function of a divisive algorithm can then be quantified as a function of distance from each $x \in C_z$ to its corresponding cell center $z$,

$$f(C) = \sum_{z \in C} \sum_{x \in C_z} d(x, z), \quad (2.40)$$

For $K$ partitions of $S$ the objective function is for example,

$$f(C, K) = f(C_1, \ldots, C_z; z_1, \ldots, z_K) = \sum_{j=1}^{K} \sum_{x \in C_j} d(x, z_j), \quad (2.41)$$

which would be minimized when,

$$\forall j : z_j = \text{mean}(C_j) = \sum_{x \in C_j} \frac{x}{|C_j|}. \quad (2.42)$$

### 2.3.1 $k$-means

$k$-means [112] is arguably the simplest of all divisive prototype-based clustering algorithm. The main idea is to partition the data into voronoi regions using $K$ centroids, one for each cell. $k$-means aims at minimizing the within-cluster sum of squares,

$$f(C, K) = \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij} ||x_i - z_j||^2, \quad (2.43)$$

$$= \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij} d_{ij} \quad u_{ij} \in [0, 1],$$

where $z_j : \forall j \in \{1, \ldots, K\}$ denotes the cluster centers, $x_i : \forall i \in \{1, \ldots, N\}$ denotes the observations, $d_{ij}$ denotes the distance between $x_i$ and $z_j$, where, in case of squared Euclidean distance, can be written as $||x_i - z_j||^2$. The matrix $u_{ij} \in [0, 1]$ is a $K \times N$ binary membership matrix where $u_{ij} = 1$ denotes that $x_i \in C_j$, whereas $u_{ij} = 0$ denotes the otherwise, $x_i \notin C_j$. In $k$-means, each voronoi region is crisply partitioned, which means each observation can only belong to a cell with the nearest center such that the condition $\sum_{j=1}^{K} u_{ij} = 1 : \forall i$ holds at all times. In the case where equidistant points exist (e.g. given $i$ and $j$, $\left|\{\forall k : d_{ik} = d_{ij}\}\right| > 1$), selection can be made on
any point because such state is equivalent to don’t care (×) in logic circuits, e.g. \( u_{ij} \leftarrow \times \). In practice, the assignment would depend on the programmatical implementation. However, it needs to be noted that the effect of this dilemma to the final output is trivial.

The \( k \)-means algorithm can be considered as a family of the expectation maximization algorithm. The first step, called the **assignment (expectation) step**, updates the \( U \) matrix by assigning each \( x \) to the nearest \( z \); The following step, called the **update (maximization) step**, reassigns each centroids to the mean of the corresponding cluster. The process is repeated until local optimum is reached, or when \( \partial f(C, K) / \partial t = 0 \). The pseudocode of the \( k \)-means algorithm can be seen in Algorithm 2.1.

**Algorithm 2.1 \( k \)-means pseudocode**

**Input:** Data matrix \( X \)

**Output:** Centroid matrix \( Z \) and membership matrix \( U \).

1. Initialize centers \( Z \in \mathbb{R}^{d \times m} \) at random within the search space,
2. repeat
3. Given \( D(X, Z) \), update \( U \) such that \( \forall j : C_j \leftarrow \{ x \in S \text{ whose closest center is } z_j \} \)
4. \( \forall j : z_j \leftarrow \text{mean}(C_j) \)
5. until \( \partial f(C, K) / \partial t = 0 \)

In general case, \( k \)-means returns a locally optimum partition \( C = \{ C_1, \ldots, C_K \} \) which satisfies Equation 2.42 but might not necessarily be the desired encoding for \( S \).

### 2.3.1.1 Proof of Convergence

The proof below summarizes [113].

**Lemma 2.3.1 (Convergence of \( k \)-means).** Given an initial position \( z_1, \ldots, z_K \), the \( k \)-means algorithm is guaranteed to converge to

\[
Z_j = \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}} = \text{mean}(C_j), \quad (2.44)
\]

which minimizes the average distortion within the voronoi region.

**Proof:** The convergence of \( k \)-means can be shown by proving that the distortion \( f(C, K) \) monotonically decreases with each iteration. \( k \)-means convergence is guaranteed if \( \exists Z : \frac{\partial f(C, K)}{\partial Z} = 0 \).
for each update and reassignment. The proof of this lemma is as follows,

\[
f(C, K) = \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij} ||x_i - z_j||^2,
\]

\[
\frac{\partial f(C, K)}{\partial Z} = \sum_{j=1}^{K} \sum_{i=1}^{N} 2u_{ij}(x_i - z_j) = 0,
\]

\[
z_j = \frac{\sum_{i=1}^{N} u_{ij}x_i}{\sum_{i=1}^{N} u_{ij}} = \text{mean}(C_j),
\]

which shows that the k-means update step will always converge to the local minima. At the reassignment step, each \(x\) is assigned to the nearest \(z\) which will also decrease \(f(C, K)\). Since there is only a finite set of possible clusterings, \(f(C, K)\) monotonically decreases until eventually arrive at a local minimum.

\[\blacksquare\]

### 2.3.2 k-means++

k-means algorithm is very sensitive to its initialization parameters [114]. There are scenarios where the k-means algorithm failed to converge to the optimal cluster as can be seen in Figure 2.9.

Arthur and Vassilvitskii proposed the k-means++ initialization method [114] which can be explained as follows: Pick the \(K\) centers one at a time, afterwards choose each point at random, with probability proportional to its squared distance from the already chosen centers. Arthur and Vassilvitskii reported that using this seeding technique, significant improvements can be made to the original algorithm [114]. The complete pseudocode of the algorithm can be seen in Algorithm 2.2.
Algorithm 2.2 k-means++ pseudocode

**Input:** X, # prototypes K

**Output:** Centroid matrix Z and membership matrix U.

1: pick a point \( x \in S \) uniformly at random and set \( C \leftarrow \{ x \} \) // k-means++ initialization
2: while \( |C| < k \)
3: pick another \( x \in S \) at random, with probability proportional to
4: \( f(C; \{ x \}) = \min_{z \in C} ||x - z||^2 \).
5: \( C \leftarrow C \cup \{ x \} \)
6: end while // regular k-means routine
7: repeat
8: Given \( D(X, Z) \), update U such that \( \forall j : C_j \leftarrow \{ x \in S : \text{whose closest center is } z_j \} \)
9: \( \forall j : z_j \leftarrow \text{mean}(C_j) \)
10: until \( \partial f(C,K)/\partial t = 0 \)

2.3.3 Fuzzy c-means

Fuzzy c-means is the fuzzy counterpart of the k-means algorithm [115]. While in k-means an observation can only belong to one distinct voronoi region, in fuzzy c-means it can belong to multiple voronoi regions with a specific degree of membership that is inversely proportional to its relative distance to the centroid vectors.

The general formulation of the fuzzy c-means clustering is as follows,

\[
f(C, C, m) = \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m ||x_i - z_j||^2\]

\[u_{ij} = \frac{d_{ij}^{m-1}}{\sum_{k=1}^{C} d_{ik}^{m-1}}\] (2.49)

\[z_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m}\] (2.50)

where \( z_j : \forall j \in \{1, \ldots, C\} \) denotes the cluster centers, \( x_i : \forall i \in \{1, \ldots, N\} \) denotes the observations, \( d_{ij} \) denotes the distance between \( x_i \) and \( z_j \), where, in case of squared Euclidean distance, can be written as \( ||x_i - z_j||^2 \). \( m \) is a constant which controls the degree of fuzziness, higher \( m \) would result in fuzzier partitions. The matrix \( U \) is a \( C \times N \) membership matrix, \( u_{ij} \in \{0, 1\} \), \( u_{ij} \in \mathbb{R} \), where each element \( u_{ij} \) denotes the degree of membership of the point \( x_i \) relative to the cluster \( C_j \). In fuzzy c-means, an observation can belong to multiple cells, each with a specific degree of membership, where \( u_{ij} \to 1 \) denotes the highest degree of membership and \( u_{ij} \to 0 \) the lowest degree of membership. The constraints \( u_{ij} \in \{0, 1\} \) and \( \forall i : \sum_{j=1}^{C} u_{ij} = 1 \) must hold at all times.
Optimizing Equation 2.48 can be done similarly to \( k \)-means using **Expectation Maximization (EM)** based on Equation 2.49 and Equation 2.50 until the error gradient is lower than a given threshold \( \varepsilon \), such that \(-\partial f(\mathcal{C}, C, m)/\partial t < \varepsilon\). The pseudocode for the fuzzy \( c \)-means can be seen in Algorithm 2.3. Fuzzy \( c \)-means clustering results with varying \( m \) on the five Gaussians dataset is shown in Figure 2.10.

**Algorithm 2.3** Fuzzy \( c \)-means pseudocode

**Input:** \( X \), \# prototypes \( C \), fuzzifier constant \( m \), max. iteration \( t_{\text{max}} \), and gradient threshold \( \varepsilon \).

**Output:** Centroid matrix \( Z \) and membership matrix \( U \).

1. Initialize centers \( Z \in \mathbb{R}^{d \times m} \) at random within the search space,
2. repeat
3. Given \( D = D(X, Z) \), update \( U \) such that \( \forall i, j : u_{ij} \leftarrow \frac{d_{ij}^{-\frac{1}{m-1}}}{\sum_{k=1}^{C} d_{ik}^{-\frac{1}{m-1}}} \),
4. \( \forall j : z_j \leftarrow \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m} \).
5. until \((-\partial f(\mathcal{C}, C, m)/\partial t < \varepsilon) \lor (t > t_{\text{max}})\)

### 2.3.3.1 Proof of convergence

Fuzzy \( c \)-means convergence is guaranteed when \( \exists \{U, Z\} \) that minimizes Equation 2.48 on each Expectation and Maximization step.

Derivations in this subsection are personally done by the author using the method outlined in Bishop’s Pattern Recognition and Machine Learning [116]. The book was used as an important reference [116]. The proofs are as follows.

**Expectation Step**

**Lemma 2.3.2** (Optimality of the Expectation Step). Given a fix \( D(X, Z) \); \( f(U, D(X, Z), m) \) is optimized when \( \forall i, j : u_{ij} = \frac{d_{ij}^{-\frac{1}{m-1}}}{\sum_{k=1}^{C} d_{ik}^{-\frac{1}{m-1}}} \).
Theorem: Given $D(X, Z)$, we express Equation 2.48 as a constrained optimization problem,

$$\min_U f(U, D(X, Z), m) = \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m d_{ij},$$

s.t. $u_{ij} \in \{0, 1\}$,

s.t. $\sum_{j=1}^{C} u_{ij} = 1$, \hspace{1cm} (2.51)

**Proof:**
which can be simplified by introducing the Lagrange multiplier $\Lambda = \{\lambda_1, \ldots, \lambda_N\}$,

$$L(U, D(X, Z), m, \Lambda) = \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m d_{ij} + \sum_{i=1}^{N} \lambda_i \left(1 - \sum_{j=1}^{C} u_{ij}\right), \quad (2.52)$$

where the Karush-Kuhn-Tucker (KKT) necessary condition for the minimum is that the partial derivative of the Lagrange function $L(U, D(X, Z), m, \Lambda)$ (Equation 2.52) w.r.t $u_{ik}$ vanishes at $u_{ik}$ such that,

$$\frac{\partial}{\partial u_{ij}} L(U, D(X, Z), m, \Lambda) = m u_{ik}^{m-1} d_{ik} - \lambda_i = 0. \quad (2.53)$$

It then follows that

$$u_{ik} = \left(\frac{\lambda_i}{md_{ik}}\right)^{\frac{1}{m-1}}. \quad (2.54)$$

Imposing the constraint $\forall i: \sum_{j=1}^{C} u_{ij} = 1$ to Equation 2.54 gives

$$\sum_{k=1}^{C} \left(\frac{\lambda_i}{md_{ik}}\right)^{\frac{1}{m-1}} = 1,$$

$$\lambda_i = \left(\sum_{k=1}^{C} (md_{ik})^{\frac{1}{m-1}}\right)^{m-1}. \quad (2.55)$$

Finally, given that $l = i$, substituting $\lambda_l, l \in \{1, \ldots, N\}$ to Equation 2.54 proves Lemma 2.3.2,

$$u_{ij} = \left(\frac{\sum_{k=1}^{C} (md_{ik})^{\frac{1}{m-1}}}{md_{ij}}\right)^{\frac{1}{m-1}} = \left(\frac{\sum_{k=1}^{C} d_{ik}^{\frac{1}{m-1}}}{d_{ij}^{\frac{1}{m-1}}}\right)^{m-1}. \quad \blacksquare \quad (2.56)$$

Maximization Step

Lemma 2.3.3 (Optimality of the Maximization Step). Given a fixed $U$, $f(U, D(X, Z), m)$ is optimized when $z_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}}$.

Proof:
Given \( U \), Equation 2.48 is minimized when the gradient w.r.t \( z_j : j \in \{1, \ldots, C\} \) vanish,

\[
\nabla_z f(U, D(X, Z), m) = \nabla_z \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m d_{ij},
\]

\[
= \nabla_z \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m (x_i - z_j)^T (x_i - z_j),
\]

\[
= -2 \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m (x_i - z_j),
\]

\[
= -2 \sum_{j=1}^{C} \left( \frac{\sum_{i=1}^{N} u_{ij}^m x_i - \sum_{i=1}^{N} u_{ij}^m z_j}{N} \right) \quad \Rightarrow 0.
\]

It then follows that solving \( z_j : j \in \{1, \ldots, C\} \) proves Lemma 2.3.3,

\[
z_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m}.
\]

\[
\text{(2.58)}
\]

### 2.3.4 Soft \( k \)-means

Soft \( k \)-means closely resembles fuzzy \( c \)-means. In fact, the only difference between soft \( k \)-means and Fuzzy \( c \)-means is that soft \( k \)-means expresses fuzziness using exponential family [117]. The general formulation for soft \( k \)-means is as follows,

\[
f(C, K, \beta) = \sum_{j=1}^{C} \sum_{i=1}^{N} u_{ij}^m ||x_i - z_j||^2 \quad u \in \{0, 1\},
\]

\[
u_{ij} = \frac{\exp(-\beta d_{ij})}{\sum_{k=1}^{K} \exp(-\beta d_{ik})},
\]

\[
z_j = \frac{\sum_{i=1}^{N} u_{ij}^m x_i}{\sum_{i=1}^{N} u_{ij}^m},
\]

\[
\text{(2.61)}
\]

where \( X, Z \) are observation and centroid matrix. \( \beta \) is the stiffness parameter. \( U = \{\cup_{i,j} u_{ij} \in \{0, 1\}\} \) is a responsibility matrix. In soft \( k \)-means, distance pairs are modeled using a univariate
Gaussian with equal variance, such that $\forall j, \beta = 1/(2\sigma_j^2)$,

$$p(x_i | z_j, \sigma_j) = \frac{1}{\sqrt{2\pi\sigma_j^2}} \exp \left( -\frac{||x_i - z_j||^2}{2\sigma_j^2} \right),$$

$$= \frac{1}{\sqrt{\pi/\beta}} \exp (-\beta d_{ij})$$

(2.62)

This univariate distribution represents a hypersphere $\in \mathbb{R}^{dim}$, where it is assumed that the representatives are equally distributed in all dimensions. This formula is analogue to a multivariate Gaussian distribution with zero covariances and equal variances,

$$p(x_i | z_j, \Sigma_j) = \frac{1}{\sqrt{\frac{1}{2\pi}}|\Sigma_j|} \exp \left( -\frac{(x_i - z_j)^T \Sigma_j^{-1} (x_i - z_j)}{2} \right).$$

(2.63)

The result of fuzzy $c$-means and soft $k$-means on five Gaussians dataset can be seen in Figure 2.11. The soft $k$-means pseudocode can be seen in Algorithm 2.4.

**Algorithm 2.4 Soft $k$-means pseudocode**

**Input:** X, # prototypes $K$, fuzzifier constant $\beta$, max. iteration $t_{max}$, and gradient threshold $\varepsilon$.

**Output:** Centroid matrix $Z$ and responsibility matrix $R$.

1: Initialize centers $Z \in \mathbb{R}^{dim}$ at random within the search space,

2: repeat

3: Given $D = D(X, Z)$, update $U$ such that $\forall i, j : u_{ij} \leftarrow \exp (-\beta d_{ij}) \sum_{k=1}^{N} \exp (-\beta d_{ik})$,

4: $\forall j : z_j \leftarrow \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}}$,

5: until $(-\partial f(C, K, \beta)/\partial t < \varepsilon) \lor (t > t_{max})$

2.3.4.1 Proof of Convergence

Derivations in this subsection are personally done by the author using the method outlined in Bishop’s Pattern Recognition and Machine Learning [116].

The Likelihood Function and Distortion

**Lemma 2.3.4.** Maximizing log likelihood also minimizes the weighted sum of squares
<table>
<thead>
<tr>
<th>(a) Fuzzy (c)-means, (m = 1.3), (z_{axis} = \ln(d - 1)</th>
<th>(m - 1))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) Fuzzy (c)-means, (m = 1.3), (z_{axis} = \forall i, \max(U))</td>
<td></td>
</tr>
<tr>
<td>(c) Soft (k)-means, (\beta = 0.4), (z_{axis} = \exp(-\beta d_{ij}))</td>
<td></td>
</tr>
<tr>
<td>(d) Soft (k)-means, (\beta = 0.4), (z_{axis} = \forall i, \max(R))</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2.11:** The resemblance between fuzzy \(c\)-means and soft \(k\)-means.

**Proof:** For any random vector \(x\), we can write soft \(k\)-means as a superposition of \(K\) one-dimensional Gaussian distributions with equal variances and mixing proportions,

\[
p(x|Z, \beta) = \frac{1}{K} \sum_{i=1}^{K} p(x|z_i, \beta), \quad \text{where}
\]

\[
p(x|z_i, \beta) = \frac{1}{\sqrt{2\pi}/\beta} \exp\left(-\beta ||x - z_i||^2\right),
\]

(2.64) (2.65)
With the above definition, we then observe the log likelihood for an individual Gaussian,

\[
\log \mathcal{L}(\theta_j) = \log \prod_{i=1}^{N} p(x_i|z_j, \beta),
\]

(2.66)

\[
= \sum_{i=1}^{N} \log p(x_i|z_j, \beta),
\]

(2.67)

\[
= - \left[ \sum_{i=1}^{N} \frac{1}{2} \left( \log \pi - \log \beta \right) + \beta \sum_{i=1}^{N} ||x_i - z_j||^2 \right].
\]

(2.68)

It is therefore obvious that maximizing \( \log \mathcal{L}(\theta_j) \) is equivalent to minimizing the weighted sum of squares.

\[\blacksquare\]

### Expectation Step

**Lemma 2.3.5 (Optimality of the Expectation Step).** Given \( D(X, Z) \), \( f(U, D(X, Z), \beta) \) is optimized when

\[
u_{ij} = \frac{\exp (-\beta d_{ij})}{\sum_{k=1}^{K} \exp (-\beta d_{ik})} = \frac{\exp (-\beta ||x_i - z_j||^2)}{\sum_{k=1}^{K} \exp (-\beta ||x_i - z_k||^2)}.
\]

(2.69)

**Proof:** We can compute the responsibility of the \( j \)th Gaussian for describing an observation \( x_i \) using the conditional probability of \( z_j = 1 \) given \( x_i \) and \( \beta \). Using Bayes rule we obtain,

\[
u_{ij} = p(z_j = 1|x_i, \beta) = \frac{1}{K} \frac{p(x_i|z_j, \beta)}{\sum_{k=1}^{K} 1 p(x_i|z_k, \beta)} = \frac{\exp (-\beta ||x_i - z_j||^2)}{\sum_{k=1}^{K} \exp (-\beta ||x_i - z_k||^2)}.
\]

(2.70)

\[\blacksquare\]

### Maximization Step

**Lemma 2.3.6 (Optimality of the Maximization Step).** Given \( U \), \( f(U, D(X, Z), \beta) \) is minimized when \( z_j = \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}} \).
Proof: \( f(U, D(X, Z), \beta) \) is minimized when the gradient w.r.t \( z_j : j \in \{1, \ldots, K\} \) vanish,

\[
\nabla_{z_j} f(U, D(X, Z), \beta) = \nabla_{z_j} \sum_{i=1}^{N} u_{ij} d_{ij},
\]

\[
= \nabla_{z_j} \sum_{i=1}^{K} \sum_{i=1}^{N} u_{ij} (x_i - z_j)^T (x_i - z_j),
\]

\[
= -2 \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij} (x_i - z_j),
\]

\[
= -2 \sum_{j=1}^{K} \left( \sum_{i=1}^{N} u_{ij} x_i - \sum_{i=1}^{N} u_{ij} z_j \right) = 0.
\]

(2.71)

It then follows that solving \( z_j : j \in \{1, \ldots, K\} \) proves Lemma 2.3.6,

\[
z_j = \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}}. \quad \blacksquare
\]

(2.72)

2.3.5 Gaussian Mixture Models

Gaussian Mixture Models (GMM) [116] can be seen as a probabilistically complete formulation for the soft k-means. The \( K \) fuzzy partitions in GMM can be probabilistically described as a mixture of \( K \) multivariate Gaussians such that for a random vector \( x \in \mathbb{R}^{\text{dim}} \) we have,

\[
p(x|\Theta) = \sum_{j=1}^{K} \alpha_j p(x|z_j, \theta_j), \quad \Theta = \{\alpha_1, \ldots, \alpha_K, \theta_1, \ldots, \theta_K\},
\]

(2.73)

\[
p(x|\theta_j) = p(x|z_j, \Sigma_j)
\]

\[
= \frac{1}{\sqrt{(2\pi)^{\text{dim}} \cdot |\Sigma_j|}} \exp \left( -\frac{(x - z_j)^T \Sigma_j^{-1} (x - z_j)}{2} \right).
\]

(2.75)

where \( |\Sigma_j| \) denotes the determinant of \( \Sigma_j \), for each \( j : j \in \{1, \ldots, K\} \), \( p(x|z_j, \theta_j) \) are mixture components, each are multivariate Gaussian probability density function defined by a \( \text{dim} \times 1 \) centroid vector and a \( \text{dim} \times \text{dim} \) covariance matrix, such that \( \theta_j = \{z_j, \Sigma_j\} \). \( \alpha_j \) denotes the mixing proportion where \( \alpha_j = p(z_j) \), \( \sum_{j=1}^{K} \alpha_j = 1 \). \( \alpha_j \) represents the probability that \( x \) was generated by the \( j^{\text{th}} \) mixture. All these parameters are stored in the set of parameters \( \Theta \).

The parameters \( \Theta \) are optimized using the EM method, as follows:
**Expectation:** The responsibility that a \( j^{th} \) Gaussian density takes for describing an observation vector \( x_i \) can be derived simply as the conditional probability of the cluster \( z_{ij} \) given an observation \( x_i \) and a set of parameters \( \Theta \). Using Bayes rule, we can derive \( u_{ij} \) as follows,

\[
u_{ij} = p(z_j|x_i, \Theta),
\]

\[
u_{ij} = \frac{\alpha_j p(x_i|\theta_j)}{\sum_{k=1}^{K} \alpha_k p(x_i|\theta_k)}.
\] \hspace{1cm} (2.76)

It must then follow that \( \forall i, \sum_{j=1}^{K} u_{ij} = 1 \).

**Maximization:** Given the membership matrix \( U \), for each \( j : j \in \{1, \ldots, K\} \), \( \alpha_j, z_j, \) and \( \Sigma_j \), can be updated as follows,

1. Calculate the updated mixing proportions \( \hat{\alpha}_{\{j, \ldots, K\}} \),

\[
\hat{\alpha}_j = \frac{1}{N} \sum_{i=1}^{N} u_{ij},
\] \hspace{1cm} (2.77)

2. Given \( \hat{\alpha}_{\{j, \ldots, K\}} \), update the centroid vectors \( \hat{z}_{\{j, \ldots, K\}} \) using the weighted average \( \forall j, x \in C_{z_j} \),

\[
\hat{z}_j = \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}},
\] \hspace{1cm} (2.78)

3. Given \( \hat{z}_{\{j, \ldots, K\}} \) and \( \hat{\alpha}_{\{j, \ldots, K\}} \), update the covariance matrices using the weighted average \( \forall j, \Sigma_j \in C_{z_j} \),

\[
\hat{\Sigma}_k = \frac{\sum_{i=1}^{N} u_{ij} (x_i - \hat{z}_j)(x_i - \hat{z}_j)^T}{\sum_{i=1}^{N} u_{ij}}.
\] \hspace{1cm} (2.79)

EM algorithm is a Maximum Likelihood Estimator (MLE). It maximizes the log likelihood of the model parameters given the data, \( \mathcal{L}(\Theta|X) \), as follows,

\[
\hat{\Theta}_{MLE} = \arg \max_{\Theta} \left\{ \log \mathcal{L}(\Theta|X) \right\}.
\] \hspace{1cm} (2.80)
where in the context of GMM, the likelihood function is as follows,

\[
\log \mathcal{L}(\Theta|X) = \log \prod_{i=1}^{N} p(x_i|\Theta) = \sum_{i=1}^{N} \log p(x_i|\Theta),
\]

(2.81)

\[
= \sum_{i=1}^{N} \log \sum_{j=1}^{K} \alpha_j p(x_i|z_j, \Sigma_j).
\]

Convergence of the EM algorithm can be detected when the improvement of \(\log \mathcal{L}(\Theta|X)\) is minimal.

The set of initial parameters for the EM algorithm can be chosen at random or via heuristic method (e.g. k-means/fuzzy c-means/soft k-means).

The result on five Gaussians dataset can be seen in Figure 2.12. The pseudocode for the GMM-EM algorithm can be seen in Algorithm 2.5

Algorithm 2.5 GMM pseudocode

**Input:** \(X\), \# mixtures \(K\), max iteration \(t_{\text{max}}\), and gradient threshold \(\varepsilon\).

**Output:** Gaussian mixtures \(p(x|\Theta)\) and fuzzy membership matrix \(U\).

1. Initialize \(\Theta\) using \{ random/k-means/fuzzy c-means/soft k-means \},
2. repeat
3. **Expectation:**
4. \(\forall i, j : u_{ij} \leftarrow \frac{\alpha_j p(x_i|\theta_j)}{\sum_{k=1}^{K} \alpha_k p(x_i|\theta_k)}\),
5. **Maximization:**
6. \(\forall j, \alpha_j \leftarrow \frac{\sum_{i=1}^{N} u_{ij}}{N}\),
7. \(\forall j, Z_j \leftarrow \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}}\),
8. \(\forall j, \Sigma_k \leftarrow \frac{\sum_{i=1}^{N} u_{ij} (x_i - Z_j)(x_i - Z_j)^T}{\sum_{i=1}^{N} u_{ij}}\),
9. until \(-\frac{\partial \log \mathcal{L}(\Theta|X)}{\partial t} < \varepsilon \lor (t > t_{\text{max}})\)

2.3.5.1 Proof of Convergence

The EM algorithm generally aims to maximize the likelihood function of the data given the model [118]. As a general definition, GMM sought to model the overall distribution of the data as a sum
Figure 2.12: GMM results on the Five Gaussians dataset.

of Gaussians (refer to Equation 2.73). The likelihood function is described as follows,

\[
l(\Theta) = \log \mathcal{L}(\Theta|X) = \log \prod_{i=1}^{N} p(x_i|\Theta) = \sum_{i=1}^{N} \log p(x_i|\Theta),
\]

\[
= \sum_{i=1}^{N} \log \sum_{j=1}^{K} \alpha_j p(x_i|z_j, \Sigma_j),
\]

\[
= l(A, Z, \Sigma|X),
\]

which can be maximized by solving \(\Theta\) given \(X\) and \(K\) are known. However, the optimal value for \(\Theta\) cannot be found analytically and must be estimated using the EM algorithm [118–120]. Note that the parameters to be optimized \(\Theta\) consists of:

1. mixing proportions \(\mathcal{A}\),
2. centroid vectors \(\mathcal{Z}\), and
3. covariance matrices \(\Sigma\).

Hence in order to prove the convergence of the EM algorithm for GMM, we need to show that optimizing each component guarantees the improvement of \(\mathcal{L}(\Theta)\).

Derivations in this subsection are personally done by the author based on the work of Xu and Jordan [120]. Bishop’s Pattern Recognition and Machine Learning is also used as an important reference pertaining the concepts and methods [116].
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Updating the Mixing Coefficients

Lemma 2.3.7 (Convergence of EM algorithm for GMM (1)). For each iteration of the EM algorithm, \( l(\hat{\Theta}) > l(\Theta) \) when \( \hat{\alpha}_j = \frac{1}{N} \sum_{i=1}^{N} u_{ij} \)

**Proof:** The updated mixing coefficients \( \hat{A} \) maximizes \( l(\Theta) \) when the partial derivative of \( \frac{\partial l(\Theta)}{\partial A} = 0 \) subject to the constraint \( \sum_{j=1}^{K} \alpha_j = 1 \). We can then express this lemma as a constrained optimization problem,

\[
\begin{align*}
\text{maximize} & \quad l(A, Z, \Sigma | X) = \sum_{i=1}^{N} \log \sum_{j=1}^{K} \alpha_j p(x_i | z_j, \Sigma_j), \\
\text{s.t.} & \quad \alpha_j \in \{0, 1\}, \\
\text{s.t.} & \quad \sum_{j=1}^{K} \alpha_j = 1,
\end{align*}
\]

which can be simplified by introducing the Lagrange multiplier \( \lambda \) as follows,

\[
l(A, Z, \Sigma, \lambda | X) = \left( \sum_{i=1}^{N} \log \sum_{j=1}^{K} \alpha_j p(x_i | z_j, \Sigma_j) \right) + \lambda \left( 1 - \sum_{j=1}^{K} \alpha_j \right). \tag{2.84}
\]

Setting the partial derivative with respect to \( A \) to 0 we have

\[
\frac{\partial l(A, Z, \Sigma, \lambda | X)}{\partial A} = \sum_{i=1}^{N} \frac{p(x_i | z_j, \Sigma_i)}{\sum_{k=1}^{K} \alpha_k p(x_i | z_k, \Sigma_k)} - \lambda = 0, \tag{2.85}
\]

Multiplying both sides of Equation 2.85 with \( \alpha_j \) gives

\[
\alpha_j = \frac{1}{\lambda} \sum_{i=1}^{N} \frac{\alpha_j p(x_i | z_j, \Sigma_j)}{\sum_{k=1}^{K} \alpha_k p(x_i | z_k, \Sigma_k)} = \frac{1}{\lambda} \sum_{i=1}^{N} u_{ij}, \tag{2.86}
\]

Imposing the constraint \( \sum_{j=1}^{K} \alpha_j = 1 \) to Equation 2.86 we get,

\[
\frac{1}{\lambda} \sum_{i=1}^{N} \sum_{j=1}^{K} u_{ij} = 1 \tag{2.87}
\]

\[
\lambda = N.
\]
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It then follows that substituting Equation 2.87 to Equation 2.86 gives the first proof,

\[ \hat{\alpha}_j = \frac{1}{N} \sum_{i=1}^{N} u_{ij}. \]  

(2.88)

Updating the Cluster Centres

Lemma 2.3.8 (Convergence of EM algorithm for GMM (2)). For each iteration of the EM algorithm, \( l(\hat{\Theta}) > l(\Theta) \) when \( \hat{z}_j = \frac{1}{N} \sum_{i=1}^{N} u_{ij} \).

Proof: The updated centroid vectors \( \hat{Z} \) maximizes \( l(\Theta) \) when the partial derivative of \( \frac{\partial l(\Theta)}{\partial Z} = 0 \),

\[
l(\mathbf{A}, \mathbf{Z}, \Sigma|X) = \sum_{i=1}^{N} \log \left( \sum_{j=1}^{K} \alpha_j p(x_i|z_j, \Sigma_j) \right),
\]

\[
\frac{\partial l(\mathbf{A}, \mathbf{Z}, \Sigma|X)}{\partial \mathbf{Z}} = \sum_{i=1}^{N} \sum_{k=1}^{K} \frac{1}{\alpha_k p(x_i|z_k, \Sigma_k)} \frac{\partial}{\partial \mathbf{Z}} \left( \sum_{j=1}^{K} \alpha_j p(x_i|z_j, \Sigma_j) \right),
\]

(2.89)

which consequently implies that \( \frac{\partial l(\mathbf{A}, \mathbf{Z}, \Sigma|X)}{\partial \mathbf{Z}} = 0 \) when each Gaussian mixture is optimized. As covariance matrices are positive definite, it then follows that multiplying both sides with \( \Sigma_j \) and rearranging gives the second proof,

\[
- \sum_{i=1}^{N} u_{ij} \Sigma_j^{-1}(\mathbf{x}_i - \hat{z}_j) = 0,
\]

\[
\sum_{i=1}^{N} u_{ij} \hat{z}_j = \frac{\sum_{i=1}^{N} u_{ij} \mathbf{x}_i}{\sum_{i=1}^{N} u_{ij}}.
\]

(2.90)

Updating the Covariance Matrices

Lemma 2.3.9 (Convergence of EM algorithm for GMM (3)). For each iteration of the EM algorithm, \( l(\hat{\Theta}) > l(\Theta) \) when \( \hat{\Sigma}_k = \frac{\sum_{i=1}^{N} u_{ij}(x_i - \hat{z}_j)(x_i - \hat{z}_j)^T}{\sum_{i=1}^{N} u_{ij}} \).
Proof: For each multivariate Gaussian mixture, the updated covariance matrix $\Sigma_j$ maximizes $l(\Theta)$ when the partial derivative with respect to $\Sigma_j$ vanishes,

$$l(X|A, Z, \Sigma) = \sum_{i=1}^{N} \log \sum_{j=1}^{K} \alpha_j p(x_i|z_j, \Sigma_j),$$

$$\frac{\partial l(X|A, Z, \Sigma)}{\partial \Sigma} = \sum_{i=1}^{N} \left( \sum_{k=1}^{K} \alpha_k p(x_i|z_k, \Sigma_k) \right) \frac{\partial \left( \sum_{j=1}^{K} \alpha_j p(x_i|z_j, \Sigma_j) \right)}{\partial \Sigma},$$

$$= \sum_{i=1}^{N} \sum_{j=1}^{K} \alpha_j \frac{\partial (p(x_i|z_j, \Sigma_j))}{\partial \Sigma_j} = 0,$$

$$\frac{\partial l(X|\alpha_j, z_j, \Sigma_j)}{\partial \Sigma_j} = \sum_{i=1}^{N} \sum_{k=1}^{K} \alpha_k p(x_i|z_k, \Sigma_k) \frac{\partial (p(x_i|z_j, \Sigma_j))}{\partial \Sigma_j} = 0.$$

As $\forall_j \Sigma_j$ is a positive definite matrix, as to matrix algebra [121] we have by definition,

$$\frac{\partial |\Sigma_j|}{\partial \Sigma_j} = |\Sigma_j| (\Sigma_j^{-1})^T = |\Sigma_j| (\Sigma_j^{-1}),$$

and

$$\frac{\partial (x_i - z_j)^T \Sigma_j^{-1} (x_i - z_j)}{\partial \Sigma_j} = -\left( \Sigma_j^{-1} (x_i - z_j)(x_i - z_j)^T \Sigma_j^{-1} \right)^T = -\Sigma_j^{-1} \eta_{ij} \Sigma_j^{-1},$$

where $\eta_{ij} = (x_i - z_j)(x_i - z_j)^T$ as noted in Equation 2.93.

Based on Equation 2.92 and Equation 2.93 We can then rewrite

$$\frac{\partial (p(x_i|z_j, \Sigma_j))}{\partial \Sigma_j} = (2\pi)^{-\text{dim}/2} \left[ -\frac{1}{2} |\Sigma_j|^{-3/2} |\Sigma_j|^{-1} \exp \left( -\frac{(x_i - z_j)^T \Sigma_j^{-1} (x_i - z_j)}{2} \right) \right.$$

$$\left. + \frac{1}{2} |\Sigma_j|^{-1/2} \exp \left( -\frac{(x_i - z_j)^T \Sigma_j^{-1} (x_i - z_j)}{2} \right) \Sigma_j^{-1} \eta_{ij} \Sigma_j^{-1} \right],$$

$$= -\frac{1}{2} (2\pi)^{-\text{dim}/2} |\Sigma_j|^{-1/2} \exp \left( -\frac{(x_i - z_j)^T \Sigma_j^{-1} (x_i - z_j)}{2} \right) \left( \Sigma_j^{-1} - \Sigma_j^{-1} \eta_{ij} \Sigma_j^{-1} \right),$$

$$= -\frac{1}{2} p(x_i|z_j, \Sigma_j) \left( \Sigma_j^{-1} \left[ 1 - \eta_{ij} \Sigma_j^{-1} \right] \right).$$

(2.94)
Substituting Equation 2.94 back to Equation 2.91 we obtain for all $j$,

\[-\frac{1}{2} \sum_{i=1}^{N} \frac{\alpha_j p(x_i|z_{ij})}{\sum_{k=1}^{K} \alpha_k p(x_i|z_k, \Sigma_k)} \left( \hat{\Sigma}_j^{-1} \left[ 1 - \gamma_{ij} \hat{\Sigma}_j^{-1} \right] \right) = 0,
\]

\[\sum_{i=1}^{N} u_{ij} \left( \hat{\Sigma}_j^{-1} \left[ 1 - \gamma_{ij} \hat{\Sigma}_j^{-1} \right] \right) = 0,
\]

\[\sum_{i=1}^{N} u_{ij} - \sum_{i=1}^{N} u_{ij} \gamma_{ij} \hat{\Sigma}_j^{-1} = 0,
\]

\[\sum_{i=1}^{N} u_{ij} = \sum_{i=1}^{N} u_{ij} \gamma_{ij} \hat{\Sigma}_j^{-1}, \quad (2.95)
\]

\[\hat{\Sigma}_j = \frac{\sum_{i=1}^{N} u_{ij} (x_i - \hat{z}_j)(x_i - \hat{z}_j)^T}{\sum_{i=1}^{N} u_{ij}}.
\]

**EM Algorithm and Gaussian Mixtures: The Corollary**

**Corollary 2.3.1 (Convergence of EM algorithm for GMM).** We have proven for Lemma 2.3.7, Lemma 2.3.8, and Lemma 2.3.9 that $\mathcal{L}(\hat{\Theta}) > \mathcal{L}(\Theta)$ when

\[\hat{\alpha}_j = \frac{1}{N} \sum_{i=1}^{N} u_{ij},
\]

\[\hat{z}_j = \frac{\sum_{i=1}^{N} u_{ij} x_i}{\sum_{i=1}^{N} u_{ij}}, \quad \text{and}
\]

\[\hat{\Sigma}_k = \frac{\sum_{i=1}^{N} u_{ij} (x_i - \hat{z}_j)(x_i - \hat{z}_j)^T}{\sum_{i=1}^{N} u_{ij}}.
\]

By alternating between the Expectation and Maximization steps, we can then guarantee that EM will converge to the local optimum given any initial set of parameters.
2.4 Cluster Validity Indices

“The validation of clustering structures is the most difficult and frustrating part of cluster analysis. Without a strong effort in this direction, cluster analysis will remain a black art accessible only to those true believers who have experience and great courage.”

Jain and Dubes [122].

Validation of a clustering result refers to the problem on how to validate the goodness of the resulting partition given the data [123]. As clustering is inherently a non-deterministic process, there are chances where the results can be absolutely counter-intuitive when assumptions made prior to clustering are incorrect. At times incomplete deduction can be made simply because of suboptimal results. Mistakes may arise from various reasons including:

- incorrect specifications e.g. number of clusters/β/m, inappropriate distance measure, or simply bad initializations;
- incorrect features/feature representations which may result in counter-intuitive partitions, even after numerous trials;
- the shapes of clusters in the feature space may be non-convex/non-gaussian by nature.

The limitations of divisive clustering have been made clear in the previous section. Acknowledging this, cluster validity indices are designed under an assumption that if a population can be represented by Gaussian mixtures, an optimum compromise solution should exist given the correct number of clusters (K or C) is specified. Various validity measures have been proposed in the literature, each based on differing assumptions and definitions on how a sufficiently good clustering should look like. However, as to clustering algorithms, validity index is not a “panacea” to clustering problems. For example, there is no way to objectively validate non-convex clusters with prototype-based measures that assumes convexity. Validating the goodness of a cluster is, and always will be, an illusive process [122]. This chapter will be devoted to briefly review a number of widely used internal and external cluster validity indices available in the literature.

2.4.1 Internal Validity Indices

Internal validity indices measure the quality of a clustering result based on the intrinsic information available in the data itself. The methods described in this section covers only a small portion of the available methods in the literature.
Definition 2.4.1 (Partition Coefficient). Partition coefficient measures the amount of overlapping between clusters [124],

\[ V_{PC} = \frac{1}{N} \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij}^2, \]  

(2.96)

where \( u_{ij} \) is the membership of data point \( i \) in cluster \( j \). A major criticism on \( V_{PC} \) is that it lacks direct connection to the geometrical property of the data [125, 126]. The optimal number of clusters is indicated when \( V_{PC} \) is maximized.

Definition 2.4.2 (Cluster Entropy). The cluster entropy was introduced by Bezdek in 1975 [87]. Silva et al. have shown the direct correlation between the decrease in Shannon Entropy and the improvement of a fuzzy model [127]. Shannon entropy is maximized at \( p(x) = 0.5 \); and minimized at \( p(x) = 1.0 \) and \( p(x) \to 0^+ \) [89]. The formulation is given as follows,

\[ H(p(x)) = -p(x) \log p(x), \]  

(2.97)

which, in the context of cluster validity [87], can be expressed as the conditional probability of the cluster given the data, normalized to the number of data such that

\[ \mathcal{V}_H = \frac{1}{N} H(p(\Theta | X)), \]  

(2.98)

\[ = -\frac{1}{N} \sum_{j=1}^{K} \sum_{i=1}^{N} p(x_i | \theta_j) \log p(x_i | \theta_j), \]  

(2.99)

\[ = -\frac{1}{N} \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij} \log u_{ij}. \]  

(2.100)

Similarly to \( V_{PC} \), \( V_{CE} \) receives similar criticism due to its solely probabilistic nature.

Definition 2.4.3 (Partition Index). Bensaid et al. proposes the Partition Index \( \mathcal{V}_{SC} \) which takes into account both the fuzzy memberships and the structure of the data [128]. \( \mathcal{V}_{SC} \) defines a good clustering as compact and well separated [128]. Compactness \( \pi_j \) and separation \( s_j \) of a cluster \( C_j \) can be computed as follows,

\[ \pi_j = \frac{\sum_{i=1}^{N} u_{ij}^m (x_i - z_j)^T \Sigma^{-1} (x_i - z_j)}{\sum_{i=1}^{N} u_{ij}}, \]  

(2.101)

\[ s_j = \sum_{k=1}^{K} (z_j - z_k)^T \Sigma^{-1} (z_j - z_k), \]  

(2.102)
where $\Sigma$ is a positive definite matrix which denotes the covariance of the distance measure and $m \in [1, \infty)$ is a constant which determines the fuzziness of the partitions. The validity index is simply the ratio over all clusters,

$$
\mathcal{V}_{SC} = \sum_{j=1}^{K} \frac{\pi_j}{s_j} \left[ \frac{\sum_{i=1}^{N} u_{ij}^m (x_i - z_j)^T \Sigma^{-1} (x_i - z_j)}{\left( \sum_{i=1}^{N} u_{ij} \right) \left( \sum_{k=1}^{K} (z_j - z_k) \Sigma^{-1} (z_j - z_k) \right)} \right],
$$

(2.103)

where lower $\mathcal{V}_{SC}$ indicates a better partition.

**Definition 2.4.4 (Silhouette Width Criterion).** The Silhouette takes into account geometrical considerations about compactness and separation of clusters [129]. The silhouette of a point can be described as the compromise between the average dissimilarity between an object $x_i$ with all other objects its own cluster ($a(i)$) and its closest neighboring cluster ($b(i)$). The Silhouette width criterion $\mathcal{V}_{SWC}$ can be calculated simply by taking the average silhouette value over all points. The formulation is as follows,

$$
a(i) = \frac{1}{|C_z|} \sum_{x_i, y \in C_z} d(x_i, y)
$$

(2.104)

$$
b(i) = \min_{t \in \{1, \ldots, K\} \setminus s} \left\{ \frac{1}{|C_t|} \sum_{x_i \in C_s, y \in C_t} d(x_i, y) \right\}
$$

(2.105)

$$
s_i = \frac{b(i) - a(i)}{\max\{a(i), b(i)\}},
$$

(2.106)

$$
\mathcal{V}_{SWC} = \frac{1}{N} \sum_{i=1}^{N} s_i,
$$

(2.107)

where the denominator is simply a normalizer such that $s_i, \mathcal{V}_{SWC} \in \{-1, 1\}$.

**Definition 2.4.5 (Simplified Silhouette Width Criterion).** The scalability issue in the Silhouette width criterion is apparent due to the requirement of the pairwise distance computation in both $a(i)$ and $b(i)$. To simplify the computation of $s_i$ to linear complexity, Vendramin et al. proposes
the following modification,

\[ p(i) = d(x_i, z_j)_{x_i \in C_j}, \quad (2.108) \]

\[ q(i) = \min_{t \in \{1, \ldots, K\}, t \neq j} \{d(x_i, z_t)\}_{x_i \notin C_t}, \quad (2.109) \]

\[ ss_i = \frac{p(i) - q(i)}{\max\{p(i), q(i)\}}, \quad (2.110) \]

\[ \mathcal{V}_{SSWC} = \frac{1}{N} \sum_{i=1}^{N} ss_i. \quad (2.111) \]

hence reducing the Silhouette complexity to linear time/space. \( \mathcal{V}_{SSWC} \) close to 1 indicates better clustering.

**Definition 2.4.6 (Dunn Index).** The Dunn Index [115] is proposed as follows,

\[ \mathcal{V}_{DN} = \min_{t \in \{1, \ldots, K\}, s \in \{1, \ldots, K\}, s \neq t} \left\{ \frac{\delta(C_s, C_t)}{\max_{r \in \{1, \ldots, K\}} \{\Delta(C_r)\}} \right\}, \quad (2.112) \]

where \( \delta(C_s, C_t) \) denotes the (minimum) set distance between \( C_s \) and \( C_t \), while \( \Delta(C_r) \) denotes the (maximum) diameter of \( C_r \), as follows,

\[ \delta(C_s, C_t) = \min_{x \in C_s, y \in C_t} d(x, y) = \delta_{SL}(C_s, C_t), \quad (2.113) \]

\[ \Delta(C_r) = \max_{x, y \in C_r} d(x, y). \quad (2.114) \]

Note the way \( \delta \) is formulated resembles the single linkage distance function, while \( \Delta \) resembles the maximum intracluster distance.

**Definition 2.4.7 (Generalized Dunn Index).** Bezdek and Pal proposed that both \( \delta \) and \( \Delta \) makes Dunn index overly sensitive to noises and subtle changes in the data geometry [130]. Bezdek and Pal proposed to use other linkage functions, one of them resembles the centroid linkage metric (ZL) as follows,

\[ \delta_{ZL}(C_s, C_t) = \frac{1}{|C_s| + |C_t|} \left[ \sum_{y \in C_s} d(y, z_t) + \sum_{y \in C_t} d(y, z_s) \right], \quad (2.115) \]

\[ \Delta_{ZL}(C_r) = \frac{2}{|C_r|} \sum_{y \in C_r} d(y, z_r). \quad (2.116) \]

where \( \delta_{ZL}(C_s, C_t) \) denotes the average pairwise distances between elements and centroids in clustered sets \( C_s \) and \( C_t \). \( \Delta_{ZL}(C_r) \) denotes the average diameter of the clustered set \( C_r \). From this
point on, we will refer the generalized Dunn Index as $\mathcal{V}_{DN(ZL)}$ as follows,

$$\mathcal{V}_{DN(ZL)} = \min_{t \in \{1, \ldots, K\}} \left\{ \frac{\delta_{ZL}(C_s, C_t)}{\max_{r \in \{1, \ldots, K\}} \{\Delta_{ZL}(C_r)\}} \right\}. \tag{2.117}$$

**Definition 2.4.8 (Adjusted Rand Index).** The adjusted rand index [131] measures the agreement between elements in clustered set $C$ and elements in target set $T$ [132]. The Adjusted Rand Index is calculated as follows:

$$\mathcal{V}_{Adj.Rand} = \frac{\frac{1}{n} \binom{n}{2} (a + d) - ((a + b)(a + c) + (c + d)(b + d))}{\frac{1}{n} \binom{n}{2} - ((a + b)(a + c) + (c + d)(b + d))}, \tag{2.118}$$

where:

- $a$: number of element pairs belong to the same set in both $C$ and $T$,
- $b$: number of element pairs that belong to the same set in $C$ but different sets in $T$,
- $c$: number of element pairs that belong to different sets in $C$ but the same set in $T$, and
- $d$: number of element pairs that belong to different sets in both $C$ and $T$.

An adjusted rand index of one indicates a perfect agreement, zero suggests agreement due to chance, while negative indicates agreement less than chance [132].

**Definition 2.4.9 (Calinski-Harabasz Index).** The Calinski-Harabasz (CH) index [133] measures clustering quality based on the traces of between-cluster and within-cluster distance scatter matrices. CH index is formulated as follows:

$$\mathcal{V}_{CH} = \frac{\text{Tr}(S_B)}{n_c - 1} \frac{\text{Tr}(S_W)}{(n_j - n_c)}, \tag{2.119}$$

A large value of CH suggests a clustering result with good quality [132].
2.4.2 External Validity Indices

External validity indices measure the quality of a clustering result based on an available external label information based on the domain/previous knowledge. They are powerful tools to investigate the coherence of a clustering when a valid reference is readily available. However, the practicality of external validation indices are limited, due to the fact that prior information of the dataset in question is either not available or under continuous investigation in many practical cases.

**Definition 2.4.10 (Classification Entropy).** Classification Entropy tests the cluster homogeneity against a reference class label vector. Lower classification entropy indicates that objects in the database are homogeneous. Homogeneous clusters are less likely to be misclassified. Smaller classification entropy indicates homogeneity, and therefore better clustering.

For each cluster \(j\) we compute \(p_{rj}\), the probability of the member of the cluster \(j\) belongs to the class \(r\) as follows,

\[
p_{rj} = \frac{n_{rj}}{n_j},
\]

(2.120)

where \(n_j\) is the number of elements in the cluster \(j\), and \(n_{rj}\) is the number of class \(r\) in the cluster \(j\). The entropy of the \(j^{th}\) cluster can be calculated,

\[
H_j = -\sum_{r=1}^{C} p_{rj} \log p_{rj},
\]

(2.121)

where \(C\) denotes the number of classes provided in the reference label vector. The total entropy can be calculated simply as the weighted sum of the entropy of each cluster \(H_j\) normalized by the number of data vectors in the problem set,

\[
\Psi_E = \frac{1}{N} \sum_{j=1}^{K} n_j H_j,
\]

(2.122)

where \(n_j\) denotes the number of elements in the cluster \(j\), \(N\) denotes the total number of elements in the problem set, \(K\) denotes the number of clusters.

**Definition 2.4.11 (Purity).** Purity tests the quality of the clustering result against the reference class label vector. It is used to give an indication of the purity of the cluster by taking the ratio of the dominant class of the group in relation to the total number of objects inside the group. High purity is desirable for a good cluster.

For each cluster \(j\) we compute \(p_{rj}\), the probability of the member of the cluster \(j\) belongs to the class \(r\) as follows,

\[
p_{rj} = \frac{n_{rj}}{n_j},
\]

(2.123)
where \( n_j \) is the number of elements in the cluster \( j \), and \( n_{rj} \) is the number of class \( r \) in the cluster \( j \). The purity of the \( j^{th} \) cluster is calculated simply as,

\[
purity_j = \max p_{rj},
\]

(2.124)

The total purity can be calculated simply as the weighted sum of the purity of each cluster \( purity_j \) normalized by the number of data vectors in the problem set,

\[
\Psi_P = \frac{1}{N} \sum_{j=1}^{K} n_j purity_j,
\]

(2.125)

where \( n_j \) denotes the number of elements in the cluster \( j \), \( N \) denotes the total number of elements in the problem set, \( K \) denotes the number of clusters.

**Definition 2.4.12 (Percent Misclassified).** The percent misclassified is the ratio of false positive classifications to the number of objects,

\[
\Psi_{P_m} = \frac{1}{N} \sum_{j=1}^{K} n_j (1 - purity_j),
\]

(2.126)

\[
= 1 - \Psi_P.
\]

(2.127)

**Definition 2.4.13 (Normalized Mutual Information).** Investigating the Normalized Mutual information between the cluster labels \( U \) and reference class labels \( R \) can be a useful indication of the coherence between the clustering result against a provided reference. The formulation is as follows,

\[
\Psi_{NMI} = NMI(U, R) = \frac{I(U; R)}{\sqrt{H(U, R)}}
\]

(2.128)

### 2.5 Graph Theoretic Clustering

Graph theoretic clustering has been one of the major prerequisites in modern data analysis. Extensive practical usage of graph clustering is apparent in the analysis online social networks [134–136] including Facebook, MySpace, LiveJournal, Youtube; Search engines [137] including Google PageR ank [138], Bing and Yahoo [139]; Natural language processing; Financial networks and market analysis [140]; Complex biological networks [141]; and Image segmentation [90]. Graph clustering is an appropriate tool when the relationship between entities are either directly available or can be obtained without significant computation issue.
2.5.1 Graph Preliminaries

2.5.1.1 Graph Theoretic Definitions

**Definition 2.5.1 (Graph).** A graph is an entity which consists of interconnected vertices \( V \) and edges \( E \), where — in the graph theoretic notation — can be written as \( G = \{V, E\} \). \( V_{[N \times N]} \) is the vertex matrix which stores each vertex coordinate vector \( v \in V \) in \( \mathbb{R}^{d \times m} \); \( E_{[N \times N]} \) is the edge matrix which stores the edge affinity information between each pair of vertices, \( E \in E \) in \( \mathbb{R}_{\geq 0} \).

Edge affinity matrix is inversely related to the pairwise proximity matrix (e.g. high affinity between patterns denotes higher similarity and vice versa). Many literatures refers edge affinity as the weight such that \( w_{vw} = E_{vw} \), where 0 indicates no connection.

Another type of graph is the *unweighted graph* where edge connectivity is assigned as a boolean value \( w_{vw} = [0, 1] \) where 1 indicates connection while 0 indicates the otherwise.

Graphs can be either directed or undirected. In directed graphs, for \((v, w) \in V\), the edge \( v \to w \) is the reversal of \( w \to v \) and vice versa. In undirected graph direction does not matter, hence edge matrix is always symmetrical positive definite.

**Definition 2.5.2 (Subgraph).** \( G \) can be partitioned into disjoint subgraphs \( C_{\{1, ..., K\}} \) where \( \bigcup_{k=1}^{K} C_k = G \) and \( \bigcap_{k=1}^{K} C_k = \emptyset \).

**Definition 2.5.3 (Degree of a vertex).** For each vertex \( V \in V \), the degree of a vertex is the total affinity of its edges,

\[
D_i = \sum_{j=1}^{N} w_{ij}, \tag{2.129}
\]

**Definition 2.5.4 (Association between vertices).** Given \( A, B \subset G \), the relative association are calculated as follows,

\[
\mathcal{A}(A, B) = \sum_{i \in A} \sum_{j \in B} w_{ij}, \tag{2.130}
\]

which measures the total association between two subgraphs.
Definition 2.5.5 (Volume). Volume / size of a subgraph $A \subseteq G$ can be defined as follows,

$$ \text{vol}(A) = \sum_{i \in A} d_i. \quad (2.131) $$

$$ = A(A, A). \quad (2.132) $$

Definition 2.5.6 (Volume (alternate definition)). Volume / size of a subgraph $A \subseteq G$ can also be alternately defined as the number of vertices as follows,

$$ \text{vol}(A) = |A|. \quad (2.133) $$

Definition 2.5.7 (Cut). $G$ can be partitioned into two disjoint subgraphs $A$ and $B$ where $A \cup B = G$ and $A \cap B = \emptyset$, $B = G \setminus A$ simply by removing connecting edges between them. The degree of dissimilarity between two subgraphs can be computed as total association of the edges that have been removed,

$$ \text{cut}(A, B) = A(A, B). \quad (2.134) $$

Definition 2.5.8 (Minimum Cut). A graph $G$ can be cut such that the degree of affinity between $A$ and $B$ is minimized,

$$ \text{mincut}(A, B) = \text{minimize } \text{cut}(A, B), \quad (2.135) $$

Definition 2.5.9 (Ratio Cut [142]). A graph $G$ can be partitioned such that the degree of affinity between $A$ and the other subgraphs $G \setminus A$ normalized with the number of vertices in each subgraph is minimized,

$$ \text{ratiocut}(G, K) = \text{minimize } \sum_{i}^{K} \frac{\text{cut}(A_i, G \setminus A_i)}{|A_i|}. \quad (2.136) $$

Definition 2.5.10 (Normalized Cut [90]). A graph $G$ can be partitioned such that the degree of affinity between $A$ and the other subgraphs $G \setminus A$ normalized with the weight of edges in each subgraph is minimized,

$$ \text{normalizedcut}(G, K) = \text{minimize } \sum_{i}^{K} \frac{\text{cut}(A_i, G \setminus A_i)}{\text{vol}(A_i)}. \quad (2.137) $$

### 2.5.1.2 Constructing Graphs

Several constructions that are often used to transform a given data points into a graph representation includes the $\varepsilon$-neighborhood, $k$-nearest neighbor, and Gaussian neighborhood [143].
Definition 2.5.11 (ε-neighborhood graph). Connect all vertices whose pairwise distance is less than $\varepsilon$ such that,

$$ w_{ij} = \begin{cases} 
1 & \text{if } ||v_i - v_j||^2 < \varepsilon \\
0 & \text{otherwise} 
\end{cases}.$$  
(2.138)

Definition 2.5.12 (k-nearest neighbor graph). Connect and assign the appropriate weight to the vertices $v_i$ and $v_j$ if either vertices are among the $k$-nearest neighbor of either $v_i$ or $v_j$,

$$ w_{ij} = \begin{cases} 
aij & \text{if } v_i \in knn(v_j) \text{ or } v_j \in knn(v_i) \\
0 & \text{otherwise} 
\end{cases}.$$  
(2.139)

Definition 2.5.13 (mutual k-nearest neighbor graph). Connect and assign the appropriate weight to the vertices $v_i$ and $v_j$ if both vertices are among the $k$-nearest neighbor of $v_i$ and $v_j$,

$$ w_{ij} = \begin{cases} 
w_{ij} & \text{if } v_i \in knn(v_j) \text{ and } v_j \in knn(v_i) \\
0 & \text{otherwise} 
\end{cases}.$$  
(2.140)

Definition 2.5.14 (Gaussian neighborhood graph). Local similarity is indicated by a pre-specified gaussian kernel such that,

$$ a_{ij} = \phi(v_i|v_j, \sigma) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{||v_i - v_j||^2}{2\sigma^2} \right).$$  
(2.141)

2.5.2 Agglomerative Linkage Clustering

Agglomerative linkage, or simply agglomerative clustering algorithms treat each object/vertex as a singleton cluster. Each cluster is recursively merged in pairs, until all clusters have been merged into a single cluster that contains all vertices. An illustration describing the process of agglomerative clustering can be seen in Figure 2.13.

The updated proximity matrix can be calculated recursively using Lance-Williams [60] formula:

$$ d(i + j, k) = \alpha_i d(i, k) + \alpha_j d(j, k) + \beta d(i, j) + \gamma|d(i, k) - d(j, k)|,$$  
(2.142)

where $d(\cdot, \cdot)$ denotes the distance between two clusters, $i, j, k$ denote the cluster indices. The Lance-Williams formula expresses the distance between a cluster $k$ and a merged cluster $i + j$. The values of variables $\alpha_i$, $\alpha_j$, $\beta$, and $\gamma$ are determined by the agglomeration criterion as outlined in Table 2.1.
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(a) Recursive formation of clusters in agglomerative linkage clustering.

(b) Cluster dendrogram.

Figure 2.13: Agglomerative clustering using single linkage criteria.

<table>
<thead>
<tr>
<th>Agglomeration Criterion</th>
<th>$\alpha_i$</th>
<th>$\alpha_j$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Linkage</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>-0.5</td>
</tr>
<tr>
<td>Complete Linkage</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0.5</td>
</tr>
<tr>
<td>Centroid Linkage</td>
<td>$\frac{n_i}{n_i + n_j}$</td>
<td>$\frac{n_j}{n_i + n_j}$</td>
<td>$\frac{n_i n_j}{(n_i + n_j)^2}$</td>
<td>0</td>
</tr>
<tr>
<td>Average Linkage</td>
<td>$\frac{n_i}{n_i + n_j}$</td>
<td>$\frac{n_j}{n_i + n_j}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Median Linkage</td>
<td>0.5</td>
<td>0.5</td>
<td>-0.25</td>
<td>0</td>
</tr>
<tr>
<td>Ward Linkage</td>
<td>$\frac{n_i + n_k}{n_i + n_j + n_k}$</td>
<td>$\frac{n_j + n_k}{n_i + n_j + n_k}$</td>
<td>$\frac{-n_k}{n_i + n_j + n_k}$</td>
<td>0</td>
</tr>
</tbody>
</table>

$n_i$, $n_j$, and $n_k$ denote the cardinality of the set $i$, $j$ and $k$, respectively.
From Table 2.1, it is easy to see that agglomeration using single linkage favors connected clusters while the others favors globular clusters. In fact, the single linkage algorithm closely resembles the minimum spanning tree (MST) algorithm [144]. The pseudocode can be seen in Algorithm 2.6.

Algorithm 2.6 Agglomerative clustering pseudocode

**Input:** \( N \times N \) proximity matrix between each object / clusters.

**Output:** Cluster dendrogram.

1. while number of clusters > 1
2. Calculate \( \alpha_i, \alpha_j, \beta, \) and \( \gamma \) for each candidate (refer to Equation 2.142),
3. Merge two clusters with smallest linkage distance \( d(i + j, k) \),
4. Update the proximity matrix, reduce its order by 1.
5. end while

The agglomerative linkage is attractive and widely used due to its simplicity and capability of producing a tree-like cluster construction called dendrogram which can be useful in many fields including computational biology, document clustering, semantics, and genomic. Agglomerative linkage complexity is at least \( \mathcal{O}(N^2) \).

### 2.5.3 Maximum Flow: Edmonds-Karp-Dinitz algorithm

This subsection is devoted to a polynomial time maximum-flow algorithm by Edmonds-Karp-Dinitz (1970-1972) [145, 146] which is based on Ford and Fulkerson’s algorithm [147].

**Definition 2.5.15 (Maximum Flow).** Suppose we have a non-negative weighted directed graph \( G = \{V, E\} \) where there exists a source node \( s \) and a sink node \( t, (s, t) \in V \). The admissible flow through an edge \( e \in E \) is constrained by its capacity \( c(e) \). Every vertex \( v \in V \setminus \{s, t\} \), has to obey the flow conservation constraint such that the inflow \( E^+(v) \) equals the outflow \( E^-(v) \).

We wish to find the maximum flow \( |f|(s \rightarrow t) \) such that,

\[
\text{Maximize } |f| = \sum_{e \in E^-(s)} f(e),
\]

s.t. \[
\sum_{e \in E^-(v)} f(e) - \sum_{e \in E^+(v)} f(e) = 0, \quad \forall v \in V \setminus \{s, t\},
\]

\[
0 \leq f(e) \leq c(e), \quad e \in E.
\]

**Definition 2.5.16 (s \rightarrow t cut).** An \( s \rightarrow t \) cut is a graph partition \( (S, V \setminus S) \) into two disjoint subsets by removing edges \( e \in C \) such that \( s \in S \) and \( t \in V \setminus S \). The capacity of \( S \) the cut is

\[
c(S, V \setminus S) = \sum_{e \in C} c(e).
\]
Figure 2.14: Illustration of agglomerative clustering using various linkage criteria

Definition 2.5.17 (Flow Conservation Constraint). The net flow out of any vertex $v$ is equal to the net flow,

$$\sum_{e \in E^-(v)} f(e) - \sum_{e \in E^+(v)} f(e) = 0 \quad \forall v \in V \setminus \{s, t\}.$$

(2.147)

Definition 2.5.18 (Capacity Constraint). For every edge $e \in E$, the maximum permissible flow is constrained by its capacity,

$$0 \leq f(e) \leq c(e), \quad e \in E.$$

(2.148)
Theorem 2.1 (Size of flow). The size of flow $|f|$ is the net outflow of the source vertex,

$$|f| = \sum_{e \in E^{-}(s)} f(e).$$  \hfill (2.149)

Proof: As there is no inflow to the source node, by flow conservation constraint we have

$$|f| = \sum_{e \in E^{-}(s)} f(e) - \sum_{e \in E^{+}(s)} f(e).$$  \hfill (2.150)

It follows that the net outflow of $s$ is equal to the net inflow of $t$, hence $|f|$ may be interpreted as the amount of flow that is sent from $s$ to $t$.

Definition 2.5.19 (Residual capacity). Given an edge $e \in E$, its residual capacity $f_r(e)$ is its remaining capacity such that,

$$f_r(e) = c(e) - f(e).$$  \hfill (2.151)

Definition 2.5.20 (Shortest augmenting path). The shortest augmenting path $x_p \in \mathbb{P}$ is the shortest traversable path from $s$ to $t$. Such path can be found in $O(|E|)$ time due to Dinitz [145] using a breadth-first search (BFS) algorithm on the residual capacity graph.

Definition 2.5.21 (Bottleneck capacity). Given a set of bottleneck edges $E_b \subset E$, a bottleneck capacity $c_b = c(e), (e \in E_b)$ limits the maximum permissible $s \rightarrow t$ flow as constrained by its residual capacity.

Theorem 2.2 (Maximum-Flow/Minimum Cut Theorem). Let $|f|_{\text{max}}$ be a flow of maximum value and let $\text{cut}(S, T)$ be the cut with minimum capacity, the minimum cut is achieved by removing edges with maximum capacity $\text{cut}(S, T) = |f|_{\text{max}}$.

Proof: Let $E_b \subset E$ be the set of bottleneck edges and $\mathbb{P}$ be the shortest augmenting paths traversed to maximize $|f|$. Since the $|f|$ is maximal, the algorithm terminates as $s$ is not anymore reachable from $t$ due to the saturation of all bottleneck edges ($\forall e \in E_b), f_r(e) = c(e) - f(e) = 0$. For each $x_p \in \mathbb{P}$, the outflow from $s$ is constrained by its bottleneck capacity by definition. As we have exhausted all such path, the total outflow from $s$ is then equal to the sum of all bottleneck capacities such that $|f| = \sum_{e \in E_b} c(e) = c(S, T) = \text{cut}(S, T)$.  \hfill ■

Theorem 2.3 (Menger’s Theorem). Let $G = (V, E)$, a directed graph, and let $(s, t) \in V$, the vertices in $G$. The maximum weight among all flows from $s$ to $t$ in $\mathbb{D}$ equals the minimum capacity among all sets of edges $E$ whose deletion destroys all directed paths from $s$ to $t$ [148].

Proof: The proof follows directly from the Maximum-Flow/Minimum Cut theorem.  \hfill ■
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The EKD maximum flow algorithm pseudocode is provided in Algorithm 2.7.

**Algorithm 2.7** Edmonds-Karp-Dinitz maximum flow pseudocode

Input: Graph \( G = \mathcal{V}, \mathcal{E}, s, t \in \mathcal{V} \).

Output: The maximum \( s \to t \) flows \( F \).

1. \( f(e) \leftarrow 0 \), \( \forall e \in \mathcal{E} \).
2. \( c(e) \leftarrow w(e) \), \( \forall e \in \mathcal{E} \).
3. Let the residual network \( G_r = \{ \mathcal{V}, \mathcal{E}_r \} \), where \( (\forall e \in \mathcal{E}), f_r(e) = f(e) - c(e) \).
4. while There exists a permissible augmenting path \( s \to t \) in \( G_r \).
5. Let \( x_p \) be such path with the least number of edges.
6. Let \( c_b = \arg \min_{e \in x_p} f_r(e) \), the bottleneck capacity of the path.
7. \( f(e) \leftarrow f(e) + c_b \), \( \forall e \in x_p \).
8. Recalculate \( G_r \).
9. end while
10. return \( (\forall e \in \mathcal{E}), f(e) \).

Intuitively the algorithm terminates when \( t \) is not anymore reachable from \( s \). The minimum cut are then indicated by the bottleneck edges which flows are at its maximum capacity. A simple illustration of the algorithm is shown in Figure 2.15. Edges in a this illustration is represented as flow/capacity \((f/c)\) for clarity.

![Graph to be partitioned](image)

\( |f|(s \to a \to d \to t) = 10 \)

\( |f|(s \to b \to c \to t) = 1 \)

\( |f| = 11 \)

\( |f|(s \to b \to d \to c \to t) = 5 \)

\( |f| = 11 + 5 = 16 \)

**Figure 2.15:** A simple illustration of the Edmonds-Karp-Dinitz algorithm for finding the maximum flow / minimum cut of a graph. Bottleneck edges are noted in red in the equations.
2.5.3.1 Complexity Analysis

A drawback to the $s-t$ cut is that it returns a minimum cut given $s$ and $t$, which is a locally minimum cut of $G$, by definition. Consequently, the globally minimum cut can be computed in polynomial time by fixing $s$ and varying $t$ over all vertices, which implies $|V| - 1$ cut phases. The overall computational complexity of the algorithm is therefore $O(|E||V|^2)$ due to the following. Calculation of BFS requires $O(|E|)$. As for each augmentation there is at least 1 edge saturated, the maximum flow at a given $t$ can therefore be calculated in at most $O(|E||V|)$ time. Reiterating over all possible $t$ we have $O(|E||V|^2)$.

2.5.4 Stoer-Wagner’s Deterministic Minimum Cut Algorithm

Stoer-Wagner proposed a simple and elegant deterministic non-flow algorithm for calculating the global minimum cut of a graph [149]. The algorithm is devised to operate on undirected weighted graph $G = \{V, E\}$ with nonnegative real weights ($\forall e \in E$, $w(e)$). Unlike flow algorithms, Stoer-Wagner’s algorithm is insensitive to $s$ and $t$ initialization. To obtain the global optimum cut, one simply elect a starting node $a \in V$, which can also be chosen randomly.

**Theorem 2.4 (Stoer-Wagner’s Theorem [149]).** Let $s$ and $t$ be two vertices of a graph $G$. Let $G/\{s, t\}$ be the graph obtained by merging $s$ and $t$. A minimum cut of $G$ can be obtained by taking the smaller of a minimum $s-t$-cut of $G$ and a minimum cut of $G/\{s, t\}$.

The theorem holds since either there is a minimum cut of $G$ that separates $s$ and $t$, then a minimum $s-t$-cut of $G$ is a minimum cut of $G$; or there is none, then a minimum cut lies elsewhere in the merged graph $G/\{s, t\}$. This theorem implies that the globally minimum cut can be obtained by recursively finding arbitrary minimum $s-t$-cut of a graph on each $G/\{s, t\}$ [149].

**Definition 2.5.22 (Contraction).** The contraction of an undirected graph $G = \{V, E\}$ by an edge $e(u, v) \in E$, $(u, v) \in V$ is a graph $G' = \{V', E'\}$ where $V' = V - \{u, v\} \cup \{x\}$. Here $x \in V$ is a new vertex. The set of edges $E'$ is formed from $E$ by deleting the edge $e(u, v)$ and, for each vertex $w \in V$ incident to $u$ or $v$, deleting whichever of $e(u, w) \in E$ and $e(v, w) \in E$, and connecting it with the vertex $x$ by adding the new edge $e(x, w)$. The weight of the consolidated edges is the sum of the two edges that now coincides, e.g. for the deletion of $e(v, w)$ we have $w_{(u, w)} x = w_{u, x} + w_{w, x}$.

The time complexity of contraction is $O(|V|)$.

**Definition 2.5.23 (Most tightly connected vertex).** Let $A \subseteq V$ be a subgraph. The most tightly connected vertex $z \in V$ is the vertex $y \in V, y \not\in A$ incident to $A$ which association $A(A, y)$ is
maximimum,
\[ z = \arg \max_{y \notin A} A(A, y). \] (2.152)

Recall that the association between \( A \) to \( y \) refers to total weights of the connections from \( A \) to the vertex \( y \).

Stoer-Wagner’s algorithm is as follows. Two most tightly connected edges are recursively contracted starting from an arbitrary vertex \( a \in V \). The algorithm pseudocode is shown in Algorithm 2.8.

**Algorithm 2.8 Stoer-Wagner minimum cut pseudocode**

**Input:** Weighted graph \( G = \{V, E\} \), edge weights (\( \forall e \in E \), \( w(e) \)), and any starting vertex \( a \in V \).

**Output:** The global minimum cut \( MC = \{\{S\}, \{V \setminus S\}\} \).

1: \( A \leftarrow \{a\} \).
2: while \( |V| > 1 \)
3: \{CP, G\} \leftarrow MinimumCutPhase(G, w, a)
4: if \( \text{cut}(\text{CP}) < \text{cut}(\text{MC}) \)
5: \( \text{MC} \leftarrow \text{CP} \)
6: end if
7: end while
8: return \( \text{MC} \).

**Input:** Weighted graph \( G = \{V, E\} \), any starting vertex \( a \in V \).

**Output:** min-cut of the phase \( \text{CP} = \{\{A\}, \{V \setminus A\}\} \), contracted graph \( G' = \{V', E'\} \).

1: function \( \text{MinimumCutPhase}(G, w, a) \).
2: \( A \leftarrow \{a\} \).
3: while \( A \neq V \)
4: let \( z \notin A \) be the most tightly connected vertex to \( A \).
5: if \( |A| - |V| = 2 \)
6: \( s \leftarrow z \).
7: end if
8: if \( |A| - |V| = 1 \)
9: \( t \leftarrow z \).
10: \( \text{CP} \leftarrow \{\{A\}, \{V \setminus A\}\} \).
11: \( G' \leftarrow \text{contract}((s, t) \in G) \).
12: end if
13: \( A \leftarrow \text{contract}(A, z) \).
14: end while
15: return \{CP, G'\}.
16: end function

**2.5.4.1 Complexity Analysis**

Stoer and Wagner proposes that the overall complexity of the algorithm is \( O(|E||V| + |V|^2 \log |V|) \) due to the following. The complexity of the algorithm lies in the \( \text{MinimumCutPhase} \) function. The computation for contract can be made efficient using priority queue and Fibonacci heaps. During each phase we assign every vertices not in \( A \) in the priority queue. On each contraction, we need to remove the most tightly connected vertex by removing it from the queue. For each deletion \( \text{Heap-ExtractMax} \ (O(\log |V|)) \) need to be called once. The weight for the consolidated edge can
be calculated easily by calling \textbf{Heap-IncreaseKey} ($O(1)$). Hence \textit{MinimumCutPhase} requires overall $|V|$ \textbf{Heap-ExtractMax} and $|E|$ \textbf{Heap-IncreaseKey} operations, which accumulates to $O(|E||V| + |V|^2 \log |V|)$ [149]. An illustration of the execution of the Stoer-Wagner’s algorithm on a simple graph can be seen in Figure 2.16.

2.5.4.2 Proof of correctness

\textbf{Lemma 2.5.1 (Optimality of MinimumCutPhase).} \textit{MinimumCutPhase} would always return a minimum $s-t$ cut for $G$.

\textbf{Proof:} The proof by induction below is quoted from Stoer-Wagner’s manuscript [149].

Let $C = (S, V \setminus S)$ be an arbitrary $s-t$ cut and let $CP$ be the cut of the phase. Let $(u, v) \in V$ be the two vertices added during an execution of \textit{MinimumCutPhase}, where $v$ is added to $A$ before $u$.

We define two sets $A_u$ and $A_v$ as two sets of vertices where $A_u$ is a set of vertices added to $A$ before $u$ and $A_v$ is similarly defined. Let $C_u$ be the induced cut of the set $A_u \cup u$, and $C_v$ be the induced cut of the set $A_v \cup v$. Clearly when $s \leftarrow u$ and $t \leftarrow v$, then $C_v = CP$.

We define $w(A_u, u)$ as the sum of weights in $A_u$ connected to $u$, and $w(C_u)$ as the sum of weights in $C_u$ after inducing the cut. It is then obvious that $\forall u, w(A_u, u) \leq w(C_u)$ by definition since the edge connecting $A_u$ to $u$ is the only edges that cross the cut at $C_u$.

The proof can be provided by induction,

\begin{align}
  w(A_u, u) &= w(A_v, u) + w(A_u \setminus A_v, u) \\
  &\leq w(C_v) + w(A_u \setminus A_v, u) \\
  &\leq w(C_u). \tag{2.153}
\end{align}

Since $t$ is always an active vertex due to the fact that it is merged last, we can conclude that:

\begin{align}
  w(A_t, t) &\leq w(C_t) \\
  &\leq w(C), \tag{2.154}
\end{align}

which states directly that the $CP$ would be at most as heavy as $C$. \hfill \blacksquare
2.5.5 Stochastic Flows

Stochastic flow simulates random walk through the connected vertices in the graph [150]. The weight of each edge represents the strength of interaction between two vertices. Intuitively, the more adjacent two vertices are, the stronger the interaction and therefore the more probable a random walker would traverse through the edge. In other words, in stochastic flows, adjacency matrix functions as the Markov probability transition matrix.
2.5.5.1 Theoretical Framework

Definition 2.5.24 (Stochastic Matrix). Given an undirected weighted graph $G = \{V, E\}$ with nonnegative real weight $(\forall e \in E, w(e))$ stored in an adjacency matrix $A_{|V| \times |V|}$. We can calculate $M_{|V| \times |V|}$, a column-stochastic matrix, where $(\forall j), \sum_{i=1}^{|V|} m_{ij} = 1$, such that the $i^{th}$ column of $M$ represents the probability of transitioning from vertex $v_i$ to $v_j, (v_i, v_j \in V)$ as follows,

$$M = AD^{-1}, \quad (2.155)$$

where $D$ is the diagonal degree matrix with $d_{ii} = \sum_{j=1}^{|V|} a_{ij}$. The matrix $M$ is also referred to as the canonical transition matrix $M_G$.

Theorem 2.5 (Stationary Distribution). A stationary probability vector $\pi^T$ is a row vector whose values do not change under application of the transition matrix,

$$\pi^T M = \pi^T. \quad (2.156)$$

Theorem 2.6 (Perron-Frobenius Theorem). A random walk corresponds to a homogenous Markov chains with transition probability of $M$. This matrix is ergodic and will converge to its stationary distribution $\pi$ independent of any initial distribution $i$,

$$\lim_{r \to \infty} (M^r)_{ij} = \pi_j^T, \quad (2.157)$$

where $\pi_j$ is the $j^{th}$ row of the matrix $\pi$. According to Perron-Frobenius theorem on stochastic matrix, the largest eigenvalue of such matrix is always equal to 1 ($\lambda_1 = 1$). The mixing speed or convergence rate will be determined by the conditions of the other eigenvectors where $\lambda_2 \geq \lambda_3 \geq \ldots \lambda_{|V|}$.

Proof: Let us define an eigensystem $x^T M = \lambda x$. Since $M$ is a column-stochastic matrix, by definition we have $0 \leq m_{ij} \leq 1$ and $\sum_{i=1}^{4} m_{ij} = 1$ which makes $x^T M$ a convex matrix multiplication for any value $< 1$. In fact, the Perron-Frobenius eigenvector for this eigensystem is a vector of ones 1. The eigenvalue of such vector is then to be expected: $1^T M = 1$. Since $\lambda_1 \geq \lambda_2 \geq \lambda_3 \geq \ldots \lambda_{|V|}$, with sufficiently large $r$ the eigenvalues will vanish at a specific rate such that $\lambda_1^r \geq \lambda_2^r \geq \lambda_3^r \geq \ldots \lambda_{|V|}^r$ as $r \to \infty$. This theorem is an extensively large subject in Markovian literature [151] hence the proof presented here, although incomplete, is sufficient to show the
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correctness of the theorem. Readers are encouraged to refer to [151] for in-depth discussion and proofs on mixing rate and uniqueness of such $\pi$.\hfill $\blacksquare$

**Theorem 2.7** (Markov Chain and its Spectral Connection). *Given there is a clear separation between clusters, for large $r$, cluster assignments are shown in the eigenvectors.*

**Proof:** We can express our Markov chain as follows [152],

$$P(t) = AD^{-1}P(t-1)$$

$$P(t) = D^{1/2} \left[ D^{-1/2}AD^{-1/2} \right] D^{-1/2}P(t-1)$$

$$= D^{1/2} \left[ D^{-1/2}AD^{-1/2} \right] D^{-1/2}D^{1/2} \left[ D^{-1/2}AD^{-1/2} \right] D^{-1/2}P(t-2)$$

$$= D^{1/2} \left[ D^{-1/2}AD^{-1/2} \right] ^r D^{-1/2}P(t-r).$$

(2.158)

As of Equation 2.158, the ergodicity of the Markov Chains clearly expresses a rather interesting spectral connection as follows,

$$M_r = D^{1/2} \left[ D^{-1/2}AD^{-1/2} \right] ^r D^{-1/2}.$$ (2.159)

The symmetric matrix $\left[ D^{-1/2}AD^{-1/2} \right]$ can be written in term of its eigendecomposition,

$$\left[ D^{-1/2}AD^{-1/2} \right] ^r = \lambda_1^r x_1 x_1^T + \lambda_2^r x_2 x_2^T + \ldots + \lambda_{|V|}^r x_{|V|} x_{|V|}^T.$$ (2.160)

The eigenvalues for this symmetric matrix are obviously the same as those of $P$, while the eigenvectors are premultiplied with $D^{-1/2}$. Since the largest eigenvalue $\lambda_1 = 1$, and $\lambda_{(2,\ldots,|V|)} < 1$, as $r \to \infty$ we have,

$$M^\infty = D^{-1/2}x_1 x_1^T D^{-1/2},$$ (2.161)

if and only if $\lambda_2, \lambda_3, \ldots, \lambda_{|V|} vanishes at m \to \infty$.

Consider now that a graph contains two subgraphs $(A, B) \subset G, A = G \setminus B$. In such situation there is a relatively small probability to transition from vertices in $A$ to $B$ and vice versa. With $\lambda_1 = 1$, $\lambda_2 < 1$, at least the second eigenvector shall remain strong for sufficiently large $r$, hence we have,

$$M^r \approx D^{-1/2} \left( x_1 x_1^T + \lambda_2^r x_2 x_2^T \right) D^{-1/2}.$$ (2.162)

Looking at the transition matrix produced by the second eigenvector $(x_2 x_2^T)_{ij} = x_2^i x_2^j$ we understand that these are the indicators for the subgraphs $A$ and $B$ since the resulting matrix would have a strong transition between $i$ and $j$ when both have the same sign. It then follows easily that for $K$ clusters, there will be at least $K$ nonzero eigenvalues.\hfill $\blacksquare$
We now have the sufficient theoretical framework to proceed with the formal clustering algorithm.

2.5.5.2 Markov Clustering Algorithm

Stochastic flow is also known as the Markov Clustering Algorithm (MCL), originally proposed by van Dongen in 2000 [150]. In 2009, Satuluri and Parthasarathy proposed the Regularized MCL (R-MCL), introducing a regularization parameter for preventing oversegmentation [153]. Satuluri and Parthasarathy also appropriately addresses the scalability issue apparent in MCL. In the manuscript a multiscale R-MCL using graph coarsening is proposed.

The MCL algorithm is an iterative process of applying two operators, namely expansion and inflation, on an initial stochastic matrix $M$, in alternation, until convergence where $M$ expresses a single connection to the central node of each cluster (e.g. only 1 nonzero element in each column). At convergence, eigendecomposition of $M$ will reveal $K$ eigenvectors with nonzero eigenvalues where $K$ is the number of cluster, in conjunction with Theorem 2.7.

**Definition 2.5.25 (Expansion).** Expansion can be understood as a random walk, starting from an initial distribution $M$, hence strengthening the first eigenvector and weakening the rest. The operation is as follows,

$$M_{\text{expansion}} = \text{Expand}(M) = MM.$$  \hfill (2.163)

**Definition 2.5.26 (Inflation).** Inflation can be understood as a graph thickening operation. This operation strengthens stronger flows and weakens already weak flows. The operation is as follows,

$$M_{\text{inflation}} = \text{Inflate}(M) = \langle M \rangle^t D_{\langle M \rangle}^{-1} \langle M \rangle^t,$$  \hfill (2.164)

$$D_{\langle M \rangle}^{-1} \langle M \rangle^t = \left( \frac{\sum_j M^2_j}{|V|} \right)^t,$$  \hfill (2.165)

where $\langle \cdot \rangle^t$ denotes $t^{th}$ Hadamard power (element-wise power) of a matrix. $D_{\langle M \rangle}^{-1}$ corresponds to the inverse of the (diagonal) degree matrix of $\langle M \rangle^t$, which normalizes each column such that it sums to 1.

**Definition 2.5.27 (Prune).** In each column, values that are ‘small’ in relation to the other entries are pruned to conserve memory. The heuristics utilized in the pruning operation employs a dynamic threshold based on the mean and maximum value of a column as follows,

$$th_j = \alpha \frac{1}{|V|} \sum_j M^2_j \left( 1 - \beta \left[ \max_j (M^2_j) - \frac{1}{|V|} \sum_j M^2_j \right] \right),$$  \hfill (2.166)
where $0 < \alpha \leq 1$ and $\beta = \{1, 8\} \in \mathbb{R}$. The motivation of the heuristic depends on the fact that if the maximum value of a column is close to its mean, then the probability distribution of the large nonzero component in that column is rather uniformly distributed [150].

Another possible simpler heuristic is by only considering the mean as follows,

$$th_j = \alpha \left( \frac{1}{|V|} \sum_j M_j \right)^\beta,$$

(2.167)

where $0 < \alpha \leq 1 \leq \beta$. Finally the prune operation is carried as follows,

$$Prune(M) = M \leftarrow \begin{cases} m_{ij} & \text{if } m_{ij} > th_j \\ 0 & \text{otherwise} \end{cases} \quad (2.168)$$

**Definition 2.5.28 (Interpretation).** At convergence, $M$ will express a single connection to the central node such that each column has only 1 nonzero element. These central nodes should be interpreted as the cluster centroids which govern the surrounding data points. One can perform an Eigendecomposition on $M$, which would reveal $K$ eigenvectors with nonzero eigenvalues where $K$ is the number of clusters as a consequence of Theorem 2.7.

The pseudocode of MCL is shown in Algorithm 2.9.

**Algorithm 2.9** Markov Clustering (MCL) algorithm pseudocode

**Input:** Adjacency matrix $A$, inflation constant $t$, pruning constant $\alpha, \beta$.

**Output:** Crisp clustering $U$.

1: $A \leftarrow A + I$
2: $M \leftarrow AD^{-1}$
3: repeat
4: $M \leftarrow \text{Expand}(M)$
5: $M \leftarrow \text{Inflate}(M, t)$
6: $M \leftarrow \text{Prune}(M, \alpha, \beta)$
7: until $M$ converges,
8: return $U \leftarrow \text{interpret}(M)$

**2.5.5.3 Regularized Markov Clustering**

With motivation to normalizes the edges in a graph with respect to their co-connectivity, Satuluri and Parthasarathy [153] suggest normalizing $A$ as follows,

$$M \leftarrow \begin{cases} a_{ij} & \text{if } m_{ij} > th_j \\ 0 & \text{otherwise} \end{cases} \quad (2.169)$$

where $d_{ii}$ and $d_{jj}$ are the degree of vertices $i$ and $j$ respectively.
Lemma 2.5.2 (Expansion Regularization). Let $q_i$ be the current flow distribution of a vertex in a graph and $w_i$ be the respective normalized weight, $\sum_i w_i = 1$. The distribution $q^*$ for each vertex in $q_i$ minimizes its divergence with respect to its neighbors when

$$q^*(x) = \sum_{i=1}^{[V]} w_i q_i(x). \quad (2.170)$$

Proof: We wish to find the distribution $q^*$ for each vertex such that its divergence with respect to its neighbors is minimized. Formally, we can express this regularization requirement in terms of minimizing the KL-divergence between each column [153],

$$\min_{q^*(x)} f(q^*(x), q_i(x)) \sum_{i=1}^{[V]} w_i KL(q_i(x) || q^*(x)),$$

$$\text{s.t. } \sum_x q^*(x) = 1,$$

where we know that $KL(q_i(x) || q^*(x)) = \sum_x (-q_i(x) \log q^*(x) + q_i(x) \log q_i(x))$. Using lagrange multiplier $\lambda$ for the constraint and taking the first derivative w.r.t $q^*(x)$ equals to 0 we have,

$$L(q^*(x), q_i(x)) = \sum_{i=1}^{[V]} w_i \left( \sum_x [-q_i(x) \log q^*(x) + q_i(x) \log q_i(x)] \right) + \lambda \left( \sum_x q^*(x) - 1 \right)$$

$$= \sum_{i=1}^{[V]} \sum_x w_i [-q_i(x) \log q^*(x) + q_i(x) \log q_i(x)] + \lambda \left( \sum_x q^*(x) - 1 \right)$$

$$\frac{\partial L(q^*(x), q_i(x))}{\partial q^*(x)} = - \sum_{i=1}^{[V]} w_i \frac{q_i(x)}{q^*(x)} + \lambda = 0$$

$$q^*(x) = \sum_{i=1}^{[V]} \frac{w_i q_i(x)}{\lambda}. \quad (2.172)$$

Imposing the constraint $\sum_x q^*(x) = 1$,

$$\sum_x q^*(x) = \sum_{i=1}^{[V]} \sum_x \frac{w_i q_i(x)}{\lambda} = 1$$

$$\lambda = \sum_{i=1}^{[V]} w_i \sum_{x} q_i(x) = \sum_{i=1}^{[V]} w_i = 1. \quad (2.173)$$

Finally, substituting $\lambda$ into Equation 2.172 we have a minimum at $q^*(x) = \sum_{i=1}^{[V]} w_i q_i(x)$. □
A consequence of Lemma 2.5.2 is Satuluri and Parthasarathy’s redefinition of expansion [153] as given in the following.

**Corollary 2.5.1 (Regularized Expansion).** Due to Lemma 2.5.2, it follows that the integrity of the stochastic matrix $M$ can be conserved by regularizing its expansion on its canonical distribution $M_G$. Satuluri and Parthasarathy referred this proposition in their original manuscript as ‘regularize’ [153] which mechanism is as follows.

$$M_{\text{regularized}} = \text{Regularize}(M, M_G) = MM_G.$$  

(2.174)

The algorithmic proposition of R-MCL is thus shown in Algorithm 2.10. An illustration of the final clustering output for both MCL and R-MCL is shown in Figure 2.17.

**Algorithm 2.10** Regularized Markov Clustering (R-MCL) algorithm pseudocode

**Input:** Adjacency matrix $A$, inflation constant $t$, pruning constant $\alpha, \beta$.

**Output:** Crisp clustering $U$.

1: $A \leftarrow A + I$,
2: $M \leftarrow M_G \leftarrow AD^{-1}$.
3: repeat
4: $M \leftarrow \text{Regularize}(M, M_G),$
5: $M \leftarrow \text{Inflate}(M, t),$
6: $M \leftarrow \text{Prune}(M, \alpha, \beta),$
7: until $M$ converges,
8: return $U \leftarrow \text{interpret}(M)$.

![MCL](image1.png) ![R-MCL](image2.png)

**Figure 2.17:** Illustration of MCL and R-MCL for clustering the Five Gaussians dataset

### 2.5.6 Spectral Clustering

The spectral clustering emerges as a relatively novel paradigm to data partitioning based on the spectral graph theory [61, 90]. It is relatively simple to implement and can be solved efficiently
using standard linear algebra.

The minimum cut of a graph can be obtained using various algorithms from the Maximum Flow family or Stoer-Wagner deterministic cut as has been covered in the previous subsections. Spectral clustering, however, addresses graph partitioning from a different point of view. As a general remark, the spectral clustering concerns more on the analysis of a graph in term of its spectral characteristics in the eigenspace. Such paradigm allows spectral clustering to recover roughly the automatic number of cluster based on its eigendecomposition. However a well known problem with spectral clustering is its oversensitivity to noisy information.

### 2.5.6.1 Ratio Cut

**Definition 2.5.29** ((Unnormalized) Graph Laplacian). Given an weighted undirected graph \( \mathbb{G} = \{V, E\} \) with the adjacency / weight between vertices stored in \( A \). The unnormalized graph Laplacian matrix is defined as

\[
L = D - A,
\]

(2.175)

**Theorem 2.8** (Unnormalized Graph Laplacian and Ratio Cut [142]). For every vector \( u \in \mathbb{R}^{|V|} \), \( L \) satisfies the following property,

\[
u^T L u = \frac{1}{2} \sum_i \sum_j a_{ij} (u_i - u_j)^2,
\]

(2.176)

which minimization yields the ratio cut of \( \mathbb{G} \).

**Proof:** by definition of the degree of a vertex \( d_i = \sum_j a_{ij}, d_j = \sum_i a_{ij}, \) and \( d_i = d_j \) we have,

\[
u^T L u = u^T D u - u^T A u,
\]

\[
= \sum_i d_i u_i^2 - \sum_i \sum_j a_{ij} u_i u_j,
\]

\[
= \frac{1}{2} \left( \sum_i \sum_j a_{ij} u_i^2 - 2 \sum_i \sum_j a_{ij} u_i u_j + \sum_i \sum_j a_{ij} u_j^2 \right),
\]

(2.177)

\[
= \frac{1}{2} \sum_i \sum_j a_{ij} (u_i - u_j)^2.
\]

Recall the objective function of ratio cut,

\[
\text{ratiocut}(\mathbb{G}, K) = \text{minimize} \sum_i^K \frac{\text{cut}(A_i, \mathbb{G}\setminus A_i)}{|A_i|},
\]
where \( A_i \) denotes the \( i \)-th subgraph. If we define a cluster assignment matrix \( U_{N \times K} \), which we relax such that it contains real numbers with the constraint \( U^T U = I \), we can express the ratio cut as a trace minimization problem,

\[
\text{ratio cut}(G, K) = \min_U \text{Tr} (U^T L U).
\]

\[
\min_U \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{[V]} \sum_{j=1}^{[V]} a_{ij} (u_{ik} - u_{jk})^2.
\] (2.178)

s.t. \( U^T U = I \).

Using Lagrange multiplier \( \lambda \) for the constraint, the solution to the minimization problem can be obtained by taking the first partial derivative of the Lagrangian function with respect to \( U \) and setting it to 0 as follows.

\[
L(U) = U^T L U - \lambda (U^T U - I),
\]

\[
\frac{\partial L}{\partial U} = 2LU - 2\lambda U,
\] (2.179)

\[
= (L - \lambda I) U = 0.
\]

Equation 2.179 is readily recognizable as an eigensystem formulation for \( L \). The first eigenvector provides the minimum eigenvalue of 0 (\( \lambda_1 = 0 \)) however it does not carry the necessary information since all entries in \( u_1 \) are \( 1/\sqrt{|V|} \). The ratio cut solution is obtained by observing the first \( K \) eigenvectors starting from the second, \( u_2, u_3, \ldots, u_K, \ldots \) where \( 0 = \lambda_1 \leq \lambda_2 \leq \ldots \lambda_K \leq \ldots \leq \lambda_{|V|} \) [142].

The ratio cut algorithm pseudocode can be seen in Algorithm 2.11.

Algorithm 2.11 Spectral clustering (ratio cut) algorithm pseudocode

| Input: Adjacency matrix \( A \), |
| Output: Crisp clustering \( U \). |
| 1: \( L \leftarrow D - A \), |
| 2: \([U_1,\ldots,K,\lambda] \leftarrow \text{Lanczos eigensolver} ((L - \lambda I) U = 0)\) |
| 3: \( K \leftarrow \text{eigengap}(\lambda)\) |
| 4: return \( U \leftarrow k\)-means(\( U_1,\ldots,K \), \( K \)). |

2.5.6.2 Normalized Cut

Definition 2.5.30 (Symmetric (normalized) Graph Laplacian). Symmetric graph Laplacian matrix [61] is defined as

\[
L_{sym} = D^{-1/2}LD^{-1/2},
\]

\[
= I - D^{-1/2}AD^{-1/2}.
\] (2.180)
Definition 2.5.31 (Random Walk (normalized) Graph Laplacian). Random walk graph Laplacian matrix \( L_{rw} = D^{-1}L \)

\[
L_{rw} = D^{-1}L = I - D^{-1}A.
\]

(2.181)

Theorem 2.9 (Normalized Graph Laplacian and Normalized Cut [90]). For every vector \( u \in \mathbb{R}^{|V|} \), both \( L_{sym} \) and \( L_{rw} \) satisfies the following property,

\[
u^T L_{sym} u = \frac{1}{2} \sum_{i} \sum_{j} a_{ij} \left( u_i \sqrt{d_i} - u_j \sqrt{d_j} \right)^2,
\]

(2.182)

which minimization yields the normalized cut of \( G \).

Proof: Solving \( u^T L_{sym} u \) similarly to Theorem 2.8 we have

\[
u^T L_{sym} u = u^T D^{-1/2}DD^{-1/2}u - u^T D^{-1/2}AD^{-1/2}u.
\]

\[
= \sum_i d_i \left( \frac{u_i}{\sqrt{d_i}} \right)^2 - \sum_i \sum_j a_{ij} \frac{u_i}{\sqrt{d_i}} \frac{u_j}{\sqrt{d_j}},
\]

\[
= \frac{1}{2} \left( \sum_i \sum_j a_{ij} \left( \frac{u_i}{\sqrt{d_i}} \right)^2 - 2 \sum_i \sum_j a_{ij} \frac{u_i}{\sqrt{d_i}} \frac{u_j}{\sqrt{d_j}} + \sum_i \sum_j a_{ij} \left( \frac{u_j}{\sqrt{d_j}} \right)^2 \right),
\]

\[
= \frac{1}{2} \sum_i \sum_j a_{ij} \left( \frac{u_i}{\sqrt{d_i}} - \frac{u_j}{\sqrt{d_j}} \right)^2. \tag{2.183}
\]

Recall the objective function of normalized cut,

\[
normalizedcut(G, K) = \minimize \sum_i \frac{\text{cut}(A_i, G \setminus A_i)}{\text{vol}(A_i)},
\]

where \( A_i \) denotes the \( i \)th subgraph. In normalized cut, the constraint for \( U \) requires the weight of each vertex to be taken into consideration such that \( U^T D U = I \). The minimization is therefore as follows,

\[
normalizedcut(G, K) = \minimize U \quad \text{Tr} \left(U^T L_{sym} U \right).
\]

\[
\minimize U \quad \frac{1}{2} \sum_{k=1}^{K} \sum_{i=1}^{|V|} \sum_{j=1}^{|V|} a_{ij} \left( \frac{u_{ik}}{\sqrt{d_i}} - \frac{u_{jk}}{\sqrt{d_j}} \right)^2, \tag{2.184}
\]

s.t. \( U^T D U = I \).
Using Lagrange multiplier $\lambda$ for the constraint, the solution to the minimization problem can be obtained by taking the first partial derivative of the Lagrangian function with respect to $U$ and setting it to 0 as follows.

\[
L(U) = U^T L_{sym} U - \lambda (U^T D U - I),
\]

\[
\frac{\partial L}{\partial U} = 2L_{sym} U - 2\lambda D U = 0.
\]  \hspace{1cm} (2.185)

\[
L_{sym} U = \lambda D U,
\]

which is the generalized eigenproblem as in Shi and Malik’s proposition [90]. Let $Z = D^{1/2} U$ and $L_{sym} = D^{-1/2} L D^{-1/2}$ we have the eigensystem of $L_{rw}$,

\[
D^{-1/2} L Z = \lambda D^{1/2} Z,
\]

\[
D^{-1} L Z = \lambda Z,
\]  \hspace{1cm} (2.186)

\[
L_{rw} Z = \lambda Z.
\]

Solutions to both Equation 2.185 and Equation 2.186 are obtained by solving the eigenproblems. Similarly to ratio cut, observing the first $K$ eigenvectors starting from the second returns the relaxed solution to the normalized cut.

One way to estimate the number of clusters is to observe the eigengap, which is the largest deviation between subsequent eigenvalues. Finally, executing k-means on the eigenspace projection easily recover the desired clustering. The normalized cut algorithm pseudocode can be seen in Algorithm 2.12. An illustration of spectral clustering can be seen in Figure 2.18.

**Algorithm 2.12** Spectral clustering (normalized cut) algorithm pseudocode

**Input:** Adjacency matrix $A$.

**Output:** Crisp clustering $U$.

1: $L \leftarrow D - A$.
2: $[U_{1,\ldots,K}, \lambda] \leftarrow$ Lanczos eigensolver ($LU = \lambda D U$)
3: $K \leftarrow$ eigengap($\lambda$)
4: return $U \leftarrow$ k-means($U_{1,\ldots,K}, K$).

### 2.6 Consensus Clustering

Following the discussion in the prior sections, we are well aware that divisive algorithms are limited to discovering globular clusters and the capability of graph clustering to recover the information about natural clusters. Even though the formulation of divisive algorithms enables them to assume near to linear complexity, this same formulation also discards every information concerning the
inter/intracluster connectivity, which happens to be two important measures for quantifying density [63]. Divisive algorithms also generally fail in discovering the correct cluster in non-convex datasets [3]. Such scenario can be seen in Figure 2.19.

An additional shortcoming common to all the iterative, greedy search-based clustering methods is their sensitivity to the parameter choices and initialization, making the results from divisive clustering inconsistent, therefore harder to trust. Cluster validity measure as discussed in the previous chapter helps to an extent to gain confidence in term of the significance of the divisive clustering result, both in term of number of clusters and correctness of assignments. However, since external objective criterion is generally unavailable in exploratory data analysis, any validity measure, no matter how complete it might seem, would still remain an illusive measure.

Dealing with non-convexity, proximity graph based methods are often preferred over prototype based methods. However, as the amount of data grow, the amount of space and computational power requirement for these methods expands exponentially to a point where execution of the
algorithm become practically impossible. When clustering data with large volume, analysts are often forced to return to divisive algorithms due to feasibility reasons, even though it lacks the intuitiveness and visual interpretability of Hierarchical clustering [92].

Consensus [92] also called Ensemble [91] Clustering is a relatively new concept in data clustering [91, 92]. The method seeks to benefit from the strengths of both divisive and agglomerative clustering algorithms. Consensus/Ensemble clustering uses numerous monte-carlo runs of divisive clustering algorithms under perturbed data for obtaining the consensus matrix [64, 92]. It has been argued that the natural, and arguably, optimum clusters can be validated with higher confidence by analyzing the stability of this matrix [64, 92]. The consensus matrix provides a more objective
measure of similarity from which the natural cluster can be recovered using the appropriate graph theoretic method [64, 91, 107].

### 2.6.1 Definitions

**Definition 2.6.1 (Consensus Matrix).** Assuming that we have \( M \) clustering results from any clustering algorithms, the consensus matrix \( C \) — also referred to as the Co-association matrix in [55, 64, 66, 76, 91] — is an \( N \times N \) matrix which describes the accumulated evidence regarding the stability of an item in relation to the other items in the data. Figure 2.20 shows the consensus matrices of five Gaussians and uniform data.

**Definition 2.6.2 (Consensus adjacency matrix).** A consensus matrix provides an information regarding item adjacency that can be used in conjunction with an agglomerative hierarchical clustering algorithm to construct a dendrogram. The conversion from consensus matrix \( C \) to consensus adjacency matrix \( D \) is as follows,

\[
D = 1 - C. \tag{2.187}
\]

An illustration of a dendrogram constructed from the consensus adjacency matrix of five Gaussians dataset is shown in Figure 2.20.

### 2.6.2 Monti’s Consensus Clustering

Monti et al. proposes that robust clusters should be stable when subjected to sampling variability. Monti’s consensus resampling method constitutes the Consensus matrix from numerous resampling of the data as follows,

\[
C_{\text{Monti}}(s, t) = \frac{\sum_{i=1}^{M} \text{vote}(s, t|C_m)}{\sum_{i=1}^{M} \text{indicator}(s, t|X_m)} \tag{2.188}
\]

\[
\text{vote}(s, t|C_m) = \begin{cases} 
1 & \text{if both item } s \text{ and } t \text{ belong to the same cluster in } C_m, \\
0 & \text{otherwise}
\end{cases} \tag{2.189}
\]

\[
\text{indicator}(s, t|X_m) = \begin{cases} 
1 & \text{if both item } s \text{ and } t \text{ are present in the dataset } X_m, \\
0 & \text{otherwise}
\end{cases} \tag{2.190}
\]
Figure 2.20: The consensus matrices and dendrogram of five Gaussians and uniform data.
where \( C_{Monti(s,t)} \) denotes Monti’s consensus index, \( vote \) denotes the co-occurrence of an item, \( indicator \) is a boolean matrix which denotes inclusion of a data pair in the random sample \( X_m \), \( C_{m \in \{1, \ldots, M\}} \) denotes clustering results, and \( s, t \in \{1, \ldots, N\} \) denotes item indices.

**Definition 2.6.3 (Consensus Stability).** Monti et al. proposes measures that can be used to quantify the stability of each cluster, and to rank items within a given cluster [92]. For each cluster \( C_k \) obtained after \( k \)-cuts of the graph constructed from the consensus matrix, the cluster and item stabilities can be calculated as follows,

\[
\mathcal{S}_{cluster}(C_k) = \frac{1}{|C_k|(|C_k| - 1)/2} \sum_{s < t} C(s, t),
\]

\[
(2.191)
\]

\[
\mathcal{S}_{item}(s|C_k) = \frac{1}{(|C_k| - 1)} \sum_{t \in C_k, t \neq s} C(s, t).
\]

\[
(2.192)
\]

The cluster stability \( \mathcal{S}_{cluster} \) measures the average consensus index between all pairs of items belonging to the same cluster. It operates on the *strictly upper triangular* of the consensus matrix. The item stability \( \mathcal{S}_{item} \) measures the average consensus of an item \( s \) relative to all other items in cluster \( C_k \). Stability can be used to determine the appropriateness of a consensus result as shown in Figure 2.21.

**Definition 2.6.4 (Consensus Distribution).** For a given a consensus matrix, the corresponding histogram and *empirical cumulative distribution function* \( CDF \) can be calculated as follows,

\[
\text{hist}(c) = \sum_{s < t} (c - \delta) < C(s, t) \leq (c + \delta),
\]

\[
(2.193)
\]

\[
CDF(c) = \sum_{s < t} C(s, t) \leq c / N(N - 1)/2.
\]

\[
(2.194)
\]

Observing the histogram and \( CDF \) of a consensus matrix gives an elegant view on the quality of a consensus clustering. A good consensus matrix generally have high concentration of zeros, which indicates good separation between clusters. An illustration is given in Figure 2.22. The area under the curve for uniform data is much lower than Five Gaussians.
2.6.3 Evidence Accumulation

The Evidence Accumulation (EAC) uses multiple runs of $k$-means with various $K$ followed by an agglomerative linkage clustering [64, 91]. The consensus matrix is calculated as follows,

$$C_{EAC}(s, t) = \frac{1}{M} \sum_{m=1}^{M} vote(s, t|C_m)$$  \hspace{1cm} (2.195)

$$vote(s, t|C_m) = \begin{cases} 1 & \text{if item } s \text{ and } t \text{ belong to the same cluster in } C_m \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2.196)

where $C_m \in \{1, \ldots, M\}$ denotes clustering results, and $s, t \in \{1, \ldots, N\}$ denotes item indices.
EAC calculation can be conveniently expressed in term of matrix multiplication as follows,

\[ C_{EAC} = \frac{1}{M} \sum_{m=1}^{M} U_m^T U_m. \]  

(2.197)

where \( U_m \) is a \( \text{dim} \times N \) matrix which denotes the crisp partitions obtained from the \( m^{th} \) run of \( k \)-means.

The final partition is then determined using an appropriate linkage clustering (e.g. single/average/complete/ward linkage). Clusters recovered using single linkage are biased towards connectivity while clusters recovered using average, complete or ward linkage are biased towards tight interconnectedness.

**Definition 2.6.5 (K-lifetime and the highest lifetime criterion).** Fred and Jain define \( K \)-cluster lifetime as the range of threshold values on the dendrogram that lead to the identification of \( K \) clusters. Applying \( l_H \) to the corresponding dendrogram maximizes the average normalized mutual information between partitions [64]. \( l_H \) can be formulated as follows,

\[ l_H : H = \arg \max_{k, k > 1} \{ l_k - l_{k-1} \}. \]  

(2.198)
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An illustration can be seen in Figure 2.23.

![Figure 2.23: Illustration of the $K$-lifetime criterion on the Half Rings dataset.](image)

2.6.4 Weighted Evidence Accumulation

Weighted Evidence Accumulation (WEAC) was proposed to improve the voting mechanism with the inclusion of internal and relative cluster validity indices to weigh multiple clustering results based on its clustering quality [65]. Given a crisp binary membership matrix from the $m^{th}$ clustering, $U_m \in \{0, 1\}$, the co-association matrix is computed as follows,

$$C_{WEAC} = \sum_{m=1}^{M} w_m U_m^T U_m,$$  \hspace{1cm} (2.199)

where $w_m$ is a scalar denoting the degree of importance (weight) of the $m^{th}$ clustering result.

2.6.5 Fuzzy Evidence Accumulation

Wang proposes the Fuzzy EAC (fEAC) as the extension of EAC for fuzzy clusters [76]. A fuzzy clustering is represented by a fuzzy membership matrix $U$, where each element $u_{tj}$ defines the membership of the data $y_j$ in the $t^{th}$ cluster. The co-association matrix can be calculated as follows,

$$C_{fEAC} = \sum_{m=1}^{M} U_m^T \cdot U_m,$$  \hspace{1cm} (2.200)
where \( m \) denotes the clustering solution index. The aggregation product uses the t-norm rule \([76]\),

\[
    u_{t_i,m} \ast u_{t_j,m} = \sum_{t=1}^{k_m} T[u_{t_i,m}, u_{t_j,m}],
\]

which is simply the joint probability of the pattern pair \( i \) and \( j \) over all cluster indices, \( t = \{1, \ldots, k_m\} \). \( k_m \) denotes the number of clusters in the \( m^{th} \) clustering result. Wang suggests that t-norms other than minimum may also be employed \([66]\).

2.6.6 Co-Association Tree

The CA-tree was proposed by Wang in 2011 \([66]\) to create a compact representation of a consensus matrix, extending ensemble algorithms to scale to larger datasets. The CA-tree applies compression to \( C \) in a way that only important representative nodes are retained.

The CA-tree constructs a hierarchical structure similar to a dendrogram using the base cluster label vectors. The CA-tree construction process uses an recursive top-down clustering followed by an efficient bottom-up hamming distance calculation \([66]\). Pruning this tree at a specific hamming threshold returns the representative nodes which compress the label matrix at a specific rate such that the size of the Consensus matrix can be made smaller. Constructing CA-tree from a label matrix requires very little memory and time complexity and roughly approximates the results of EAC using single linkage \([66]\). An illustration showing a diagram describing the CA-tree compression on a simple label matrix is shown in Figure 2.24. From this illustration, cutting the tree at \( \text{th} = 0.6 \) effectively compresses the size of the consensus matrix from \( 9 \times 9 \) to \( 3 \times 3 \).

2.7 Summary

Clustering is a subjective process of grouping observations into an arbitrary number of meaningful groups subject to further interpretation. In this chapter the general concepts on various paradigm in clustering algorithms and data analysis have been thoroughly revisited. Five integral concepts have been discussed including: Challenges in Clustering algorithms; Various concepts of “distance”; Top-down divisive clustering algorithm; Internal and external cluster validation indices; Graph theoretic algorithms, and; Consensus clustering algorithms.

Each clustering paradigm comes with its own advantage and disadvantage. Relative to graph algorithms, divisive algorithms are generally more lightweight \( (O(N)) \) which make them easily applicable to larger datasets. Drawbacks of divisive algorithms are: 1. They are limited to form
clusters around prototypes; 2. The appropriate number of prototypes is subjective and has to be inferred using the appropriate cluster validation index; 3. Solutions are subject to suboptimality as they are dependent on the initial positions of the prototypes.

The first and second drawbacks in the divisive clustering are answered in graph algorithms. Connected graph offers useful heuristics for determining the appropriate number of clusters at a significantly more expensive price ($O(N^2)$ compared to $O(N)$). This complexity can make graph algorithms difficult to afford, especially when they are executed using a machine with limited processing power or memory.

Consensus clustering algorithms combine the paradigms of both divisive and graph theoretic. It is argued that a relatively more robust clustering can be achieved using consensus clustering paradigms. Having graph algorithm as part of the algorithmic constituent, the complexity of consensus algorithm is lower bounded to $O(N^2)$ which makes them rather unsuitable to be used for large data.
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Particle Swarm Optimization and Data Clustering

Particle Swarm Optimization (PSO) is a parallel evolutionary computation technique for general nonlinear function optimization first proposed by Kennedy and Eberhart in 1995 [154], which is based on a social behavior metaphor. The PSO algorithm is initialized randomly with candidate solutions, conceptualized as particles. Each particle is assigned a randomized velocity and is iteratively repositioned through the problem space. It is attracted by the location of its personal best fitness and the swarm local/global best fitness. Since its proposition, the standard PSO algorithm has been through continuous improvement and analysis. It has also inspired a plethora of other PSO variants customized for various purposes and applications, including cluster optimization [4, 55, 70, 74, 75, 83].

This chapter is organized as follows: Section 3.1 introduces the basic terminologies, analysis of convergence of PSO where a discourse against Jiang et al.’s stability conditions is provided, and complexity of the PSO algorithm; Section 3.2 introduces Van Der Merwe and Engelbrecht’s PSO clustering framework; Section 3.3 argues against the optimality of the PSO clustering algorithm, where both theoretical and empirical proofs have been provided to support the argument; Finally Section 3.4 provides the concluding remarks for the chapter.
3.1 Particle Swarm Optimization

Definition 3.1.1 (Objective function). An objective function is a mathematical equation that is
to be optimized (either minimized or maximized) given a certain constraints.

Definition 3.1.2 (Search Space). A search space \( \Omega \) is a predefined constraints describing the
feasible boundary for the input of the objective function.

Definition 3.1.3 (Particle). A particle \( \theta \) stores a position vector \( x \), a velocity vector \( v \), and a
personal best vector \( p \),
\[
\theta = \{x, v, p\}.
\] (3.1)

Definition 3.1.4 (Swarm). A swarm is a set of particles,
\[
\Theta = \{\theta_1, \ldots, \theta_K\}.
\] (3.2)

Definition 3.1.5 (Position). The position of a particle \( x \) encodes a set of parameters which
represents a possible solution to the optimization problem which is updated as follows,
\[
x(t + 1) = x(t) + v(t + 1),
\] (3.3)
where \( v \) is the velocity vector which is updated according to the personal best and local/global
best positions.

Definition 3.1.6 (Personal Best). Each particle has a memory of its personal best position \( p \),
which goodness is determined by how well it optimizes the objective function \( f(x) \). In the case
where \( f(x) \) needs to be minimized, the personal best is updated as follows,
\[
p(t + 1) = \begin{cases} 
  x(t) & \text{if } f(x(t)) < f(p(t)) \\
  p(t) & \text{otherwise}
\end{cases}
\] (3.4)

Definition 3.1.7 (Local Best). The local best \( l \) is the best position vector of the local particles,
which is shared locally among neighboring particles in the local neighborhood \( L \). In the case where
\( f(x) \) needs to be minimized, and given a best position of the neighboring particle \( p_n \in L \), the local
best \( l \) of \( L \) is updated as follows,
\[
l(t + 1) = \begin{cases} 
  p_n(t) & \text{if } f(p_n(t)) < f(l(t)) \\
  l(t) & \text{otherwise}
\end{cases}
\] (3.5)
A popular neighborhood topology for PSO is the ring topology. The local best PSO is particularly useful for multiobjective optimization where one needs to discover as many local optima as possible (e.g. niching strategy) [155].

**Definition 3.1.8** *(Global (swarm) Best).* The global best $g$ is a best position vector of the swarm, which is shared globally among all particles in the swarm. In the case where $f(x)$ needs to be minimized, the global best is updated as follows,

$$g(t+1) = \begin{cases} p(t) & \text{if } f(p(t)) < f(g(t)) \\ g(t) & \text{otherwise} \end{cases},$$

*(3.6)*

**Definition 3.1.9** *(Velocity).* The velocity of a particle $v$ describes its movement trajectory. For each particle $\theta = \{x, v, p\}$ in a swarm $\Theta = \{\theta_1, \ldots, \theta_M; g\}$ (global best), and a local best $l$, the update equation for PSO can be described as follows,

**Global best PSO**

$$v(t+1) = \omega(t)v(t) + c_p\varphi_p \circ (p(t) - x(t)) + c_g\varphi_g \circ (g(t) - x(t)),$$

*(3.7)*

**Local best PSO**

$$v(t+1) = \omega(t)v(t) + c_p\varphi_p \circ (p(t) - x(t)) + c_l\varphi_l \circ (l(t) - x(t)),$$

*(3.8)*

where $\omega(t)$ is the momentum function, $c_p$ denotes the cognitive constant, $c_g$ denotes the social constant, $c_l$ denotes the social (local) constant, $\varphi_{p,l,g} \in \{0, 1\} \in \mathbb{R}^{\text{dim}}$ denote uniform random numbers, and $\circ$ denotes Hadamard product. High $\omega$ (e.g. $\{0.5 - 1\}$) encourages exploration, while low $\omega$ (e.g. close to 0) encourages exploitation.

To avoid swarm explosion, the velocity is constricted at a predefined ratio $\eta%$ of the search space $\Omega$ as follows,

$$v(t) = \max(\min(v(t), v_{\text{max}}), -v_{\text{max}}),$$

*(3.9)*

$$v_{\text{max}} = \eta\% \cdot \Omega.$$  

*(3.10)*

Since both Equation 3.7 and Equation 3.8 are biased towards axis-parallel problems [156, 157], Zambrano-Bigiarini et al. proposed the Standard PSO (SPSO) 2011 which takes into account the geometrical attributes of cross-dimensional movements to make the swarm invariant to axis
rotations. The velocity update scheme for SPSO 2011 is as follows,

\[
x_{xp}(t) = x(t) + c_p \phi_p \circ (p(t) - x(t))
\]

\[
x_{xl}(t) = x(t) + c_p \phi_p \circ (l(t) - x(t))
\]

\[
\mathcal{G}(t) = \frac{x(t) + x_{xp}(t) + x_{xl}(t)}{3}
\]

\[
v(t + 1) = \omega v(t) + H(\mathcal{G}(t), ||\mathcal{G}(t) - x(t)||) - x(t),
\]

where \( H(\mathcal{G}(t), ||\mathcal{G}(t) - x(t)||) \) denotes a random vector drawn inside the hypersphere with radius \( ||\mathcal{G}(t) - x(t)|| \), centered at \( \mathcal{G} \).

The generic PSO pseudocode is shown in Algorithm 3.13

\begin{algorithm}
\caption{Particle Swarm Optimization: generic pseudocode}
\begin{algorithmic}
\STATE \textbf{Input:} Objective function \( f(x) \), search space \( \Omega = [x_{min}, x_{max}] \), number of swarms \( M \), constants \( c_p, c_l, c_g \), momentum function \( \omega(t) \), velocity constriction \( [v_{min}, v_{max}] \), neighborhood \( \mathbb{L} \), maximum number of iteration \( t_{\text{max}} \).
\STATE \textbf{Output:} The swarm \( \Theta \).
\FORALL{\( \theta = \{x, v, p\} \in \Theta \)}
\STATE \( x \leftarrow \text{rand}(\Omega) \)
\STATE \( v \leftarrow \{0\} \)
\ENDFOR
\WHILE{\( t < t_{\text{max}} \)}
\FORALL{\( \theta = \{x, v, p\} \in \Theta \in \mathbb{L} \)}
\STATE \( v \leftarrow \text{update}(v) \)
\STATE \( x \leftarrow x + v \)
\STATE \( p = \arg\min_x f(x) \)
\STATE \( l = \arg\min_{p_n} f(p_n) \) (for global best, use star neighborhood)
\ENDFOR
\STATE \( t \leftarrow t + 1 \)
\ENDWHILE
\STATE \textbf{return} \( \Theta \)
\end{algorithmic}
\end{algorithm}

3.1.1 Convergence Analysis

In depth convergence analysis of PSO has been given by a number of authors including Jiang et al. [81] and Clerc and Kennedy [82]. This section analyzes stability and convergence from control theory point of view.
For simplicity, let us observe the trajectory of the PSO on specifically one of the dimensions. The overall trajectory of a specific particle can be summarized as follows.

\[ v(t + 1) = \omega v(t) + c_p \varphi_p (p(t) - x(t)) + c_g \varphi_g (g(t) - x(t)), \]

\[ = \omega v(t) - (c_p \varphi_p + c_g \varphi_g) x(t) + c_p \varphi_p p(t) + c_g \varphi_g g(t), \]

\[ x(t + 1) = x(t) + v(t + 1). \]  

(3.15)

Let \( X(t) = [x(t), v(t)]^T \) and \( U(t) = [p(t), g(t)]^T \), Equation 3.15 can expressed in an explicit discrete time-variant state space format,

\[
\begin{bmatrix}
  x(t + 1) \\
  v(t + 1)
\end{bmatrix} = \begin{bmatrix}
  A(t) & B(t)
\end{bmatrix} \begin{bmatrix}
  x(t) \\
  v(t)
\end{bmatrix} + \begin{bmatrix}
  c_p \varphi_p & c_g \varphi_g \\
  c_p \varphi_p & c_g \varphi_g
\end{bmatrix} \begin{bmatrix}
  p(t) \\
  g(t)
\end{bmatrix},
\]

\[ Y(t) = \begin{bmatrix}
  1 & 0
\end{bmatrix} \begin{bmatrix}
  x(t) \\
  v(t)
\end{bmatrix}, \]

(3.16)

(3.17)

Obviously, the PSO system is time variant due to the influence of the uniform random variables \( \varphi_p \in [0, 1] \) and \( \varphi_g \in [0, 1] \). \( A(t) \) and \( B(t) \) are equally likely to assume any of the matrix in the infinite set,

\[
A = \begin{cases}
  (\varphi_p, \varphi_g) \rightarrow \inf(\varphi) = 0 & (\varphi_p, \varphi_g) \rightarrow \sup(\varphi) = 1 \\
  \inf(A) & \sup(A)
\end{cases}
\]

\[
A = \begin{bmatrix}
  1 & \omega \\
  0 & \omega
\end{bmatrix}, \ldots, \begin{bmatrix}
  1 - (c_p \varphi_p + c_g \varphi_g) & \omega \\
  - (c_p \varphi_p + c_g \varphi_g) & \omega
\end{bmatrix}, \ldots, \begin{bmatrix}
  1 - (c_p + c_g) & \omega \\
  - (c_p + c_g) & \omega
\end{bmatrix}
\]

(3.18)

\[
B = \begin{cases}
  (\varphi_p, \varphi_g) \rightarrow \inf(\varphi) = 0 & (\varphi_p, \varphi_g) \rightarrow \sup(\varphi) = 1 \\
  \inf(B) & \sup(B)
\end{cases}
\]

\[
B = \begin{bmatrix}
  0 & 0 \\
  0 & 0
\end{bmatrix}, \ldots, \begin{bmatrix}
  c_p \varphi_p & c_g \varphi_g \\
  c_p \varphi_p & c_g \varphi_g
\end{bmatrix}, \ldots, \begin{bmatrix}
  c_p & c_g \\
  c_p & c_g
\end{bmatrix}
\]

(3.19)

Due to this randomness, giving a complete analysis on the PSO is difficult and still subject to much research. For example Clerc and Kennedy elaborates in great detail regarding the occurrence of swarm explosion due to this random weighting [82].
Lemma 3.1.1 (Parameter Selection, Swarm Stability and Convergence of PSO). PSO is guaranteed to converge to an equilibrium point when the stability criteria,

\[0 \leq \omega < 1, \text{ and } 0 < c_p + c_g < 2 + 2\omega,\]  

(3.20)

are satisfied.

**Proof:** By deriving the stability criterion, we can choose the parameters that ensure convergence. The assumption in this analysis is that \(0 < (\varphi_p, \varphi_g) \leq 1\) such that \(U(t)\) is always reachable in a finite number of iterations. On this regard, we discover some limitations in the work of Jiang et al. [81]. Jiang et al. mistakenly generalizes the system response using expected values, simplifying the random numbers to \(E[\varphi_p] = E[\varphi_g] = 0.5\) [81]. Under this assumption, the stability of the system is guaranteed only when \(0 < (\varphi_p, \varphi_g) \leq 0.5\) but not when \(0.5 < (\varphi_p, \varphi_g) \leq 1\).

Therefore, we propose representing \(\varphi\) using the supremum of the set,

\[\sup(\varphi_p) = \sup(\varphi_g) = 1,\]  

(3.21)

at which the control energy is at the highest. This way the stability can be ensured for the range \(0 < \varphi \leq 1\).

Representing the random numbers with their suprema we have,

\[
\begin{bmatrix}
  x(t+1) \\
  v(t+1)
\end{bmatrix}
= \begin{bmatrix}
  1 - (c_p + c_g) & \omega \\
  -(c_p + c_g) & \omega
\end{bmatrix}
\begin{bmatrix}
  x(t) \\
  v(t)
\end{bmatrix}
+ \begin{bmatrix}
  c_p & c_g \\
  c_p & c_g
\end{bmatrix}
\begin{bmatrix}
  p(t) \\
  g(t)
\end{bmatrix}
\]

(3.22)

The transfer function \(H(z)\) using the supremum is as follows [158],

\[
H(z) = \frac{Y(z)}{U(z)} = C(zI - \sup(A))^{-1} \sup(B)
= \frac{C \text{adj}(zI - \sup(A)) \sup(B)}{|zI - \sup(A)|},
\]

(3.23)

which satisfies stability criterion when the poles are inside the unit circle, \(0 < |z_{1,2}| < 1\). In other words, the eigenvalues of \(\sup\{A\}\) should be \(0 < |\lambda_{1,2}| < 1\). Solving \(|zI - \sup(A)|\) we have the characteristic equation,

\[|zI - \sup(A)| = z^2 + (c_p + c_g - \omega - 1)z + \omega.\]  

(3.24)
The PSO transfer function is then,

$$H(z) = \frac{1}{z^2 + (c_p + c_g - \omega - 1)z + \omega}$$

(3.25)

Using the quadratic equation property and imposing the stability constraint, the poles of the PSO transfer function can be calculated,

$$|z_{1,2}| = \frac{1 + \omega - (c_p + c_g) \pm \sqrt{(c_p + c_g - \omega - 1)^2 - 4\omega}}{2} < 1.$$  

(3.26)

Consider two cases:

1. **Poles contain complex numbers:** When \((c_p + c_g - \omega - 1)^2 < 4\omega\) we have an upper bound,

   $$c_p + c_g < 1 + \omega \pm 2\sqrt{\omega}.$$  

   (3.27)

   Since both \(c_p\) and \(c_g\) are non-negative, nonzero real numbers, it must follow that \(\omega > 0\).

   Constraining the diameter of Equation 3.26 to the unit circle we have another upper bound,

   $$c_p + c_g < 1 + \omega \pm \sqrt{2 + 2\omega}.$$  

   (3.28)

   Synthesizing both constraints gives \(c_p + c_g < 1 + \omega \pm \sqrt{2 + 2\omega}\), which is feasible when \(0 < \omega < 1\). The least upper bound for \(c_p + c_g\) from case 1 is therefore \(1 + \omega \pm 2\sqrt{\omega} \).

   Thus, from the first case we get

   $$0 < \omega < 1 \text{ and } 1 + \omega - 2\sqrt{\omega} < c_p + c_g < 1 + \omega + 2\sqrt{\omega}.$$  

   (3.29)

2. **Poles contain only real numbers:** When \((c_p + c_g - \omega - 1)^2 \geq 4\omega\) we have,

   $$c_p + c_g \leq 1 + \omega - 2\sqrt{\omega} \text{ or } c_p + c_g \geq 1 + \omega + 2\sqrt{\omega}.$$  

   (3.30)

   Similarly as case 1., since both \(c_p\) and \(c_g\) are real numbers, it must follow that \(\omega \geq 0\).

   Constraining the diameter by 1 gives us two constraints on the poles,

   $$z_1 = \frac{1}{2} \left( 1 + \omega - (c_p + c_g) + \sqrt{(c_p + c_g - \omega - 1)^2 - 4\omega} \right) < 1,$$  

   (3.31)

   $$z_2 = \frac{1}{2} \left( 1 + \omega - (c_p + c_g) - \sqrt{(c_p + c_g - \omega - 1)^2 - 4\omega} \right) > -1.$$  

   (3.32)
Solving $z_1$ and imposing $\omega \geq 0$ gives

$$0 < c_p + c_g \leq 1 + \omega - 2\sqrt{\omega},$$
which is always true when $\omega \neq 1$. \hfill (3.33)

Imposing the feasible region for $\omega$ for case 1., we then have $0 \leq \omega < 1$.

Continuing, solving $z_2$ gives,

$$c_p + c_g < 2 + 2\omega,$$
which is always true when $\omega \neq 1$. \hfill (3.34)

Synthesizing the constraints with Equation 3.30, the feasible boundary condition for $\omega$ and $c_p + c_g$ we obtain,

$$0 < c_p + c_g < 2 + 2\omega.$$ \hfill (3.35)

Synthesizing both cases we have the convergence boundary for the whole range of uniform random numbers $0 \leq \varphi \leq 1$ which is,

$$0 \leq \omega < 1, \text{ and } 0 < c_p + c_g < 2 + 2\omega.$$ \hfill (3.36)

We observe that Equation 3.36 imposes a least upper bound for $c_p + c_g$ that is twice lower than Jiang et al.’s boundary ($0 \leq \omega < 1, \text{ and } 0 < c_p + c_g < 4 + 4\omega$) \cite{81}. This stricter bounds imposes important characteristic that ensures stability when the values of both random weightings are higher than their expected values.

Without loss of generality, the inputs to the system (personal best and global best positions) can be represented as two step functions with gains of $P$ and $G$. Applying final value theorem \cite{158} to the PSO transfer function completes the analysis.

$$\lim_{t \to \infty} x(t) = \lim_{z \to 1} \left\{ (z-1)H(z)U(z) \right\},$$

$$= \lim_{z \to 1} \left\{ \frac{(c_pP + c_gG)z^2}{z^2 + (c_p + c_g - \omega - 1)z + \omega} \right\},$$

$$= \frac{c_pP + c_gG}{c_p + c_g},$$ \hfill (3.37)

which is consistent with the earlier reports by both \cite{82} and \cite{81}.

Empirical results comparing Jiang et al.’s \cite{81} and our proposed stability bounds are shown in Figure 3.1. We can observe that Jiang et al.’s stability criterion causes the particle to diverge at $\varphi > 0.5$. The particle do not converge even under randomized $\varphi$ using Jiang et al.’s marginal stability criterion. Our proposed bounds generally permit the particle to converge.
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3.1.2 Complexity and Performance Analysis

PSO is generally a lightweight and simplistic algorithm, and hence makes it very attractive for general stochastic nonlinear optimization. The update complexity of PSO is linear to the number of dimensions and particles [77]. From the state space formula in Equation 3.16, we can easily show that for each dimension, the update equation of PSO can be expressed a simple matrix multiplication and addition. The main contributor to PSO complexity is therefore the cost for evaluating the given objective function, which varies depending on the application.

Its performance were also shown to be comparable to that of the genetic algorithm (GA) [159]. PSO is claimed to converge to local optimum faster than GA on a number of low dimensional problems [159].
3.2 Van Der Merwe - Engelbrecht’s PSO Clustering

The earliest proposition of PSO-based clustering algorithm was by Van Der Merwe and Engelbrecht in 2003 [83].

**Definition 3.2.1** (data vector). A data vector or observation \( y \in \mathbb{R}^{\text{dim}} \) is represented as a \( \text{dim} \)-dimensional column vector.

**Definition 3.2.2** (position). The position vector of each particle in PSO clustering represents a set of all \( K \) potential centroid vectors e.g. \( x_i = \{z_{i,1}, \ldots, z_{i,K}\} \in \mathbb{R}^{\text{dim}} \).

The swarm’s initial position can be either seeded with the centroid vectors obtained with k-means or initialized at random. The goal of the swarm is then to improve the initial position vectors and find a global best \( g \) that minimizes the average quantization error,

\[
g = \arg\min_x f(x), \tag{3.38}
\]

\[
f(x) = \frac{1}{K} \sum_{z \in x} \sum_{y \in c_z} \frac{1}{|c_z|} d(y, z), \tag{3.39}
\]

where the cluster assignment for each data follows the framework of k-means wherein data are crisply partitioned, obeying voronoi tessellation principles. The pseudocode is shown in Algorithm 3.14.

**Algorithm 3.14 Van Der Merwe - Engelbrecht’s PSO Clustering**

**Input:** A set of data points \( Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{\text{dim}}, \) Number of clusters \( K \), search space \( \Omega = [x_{\text{min}} = \lfloor Y \rfloor, x_{\text{max}} = \lceil Y \rceil] \), constants \( c_p, c_g \), velocity clamp \([v_{\text{min}}, v_{\text{max}}]\), maximum iteration \( t_{\text{max}} \).

**Output:** Global best centroid vector \( g \).

1: for all \( \theta = \{x, v, p\} \in \Theta \)
2: \( x \leftarrow \text{k-means}(Y, K) \) or \( x \leftarrow \text{rand}(\Omega) \)
3: \( v \leftarrow \{0\} \)
4: end for
5: while \( t < t_{\text{max}} \)
6: for all \( \theta = \{x, v, p\} \in \Theta \)
7: \( v \leftarrow \text{update}(v) \)
8: \( x \leftarrow x + v \)
9: \( Z \leftarrow \text{reshape}(x, [K, \text{dim}]) \)
10: \( D \leftarrow D(Y, Z) \)
11: \( \forall j = \{j : 1, \ldots, N\}, \ c_i \leftarrow y_j, \ \text{where} \ I = \arg\min_i D_{ij} \)
12: \( p = \arg\min_p f(p) \)
13: \( g = \arg\min_x f(x) \)
14: end for
15: end while
16: return \( g \)
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The prototype trajectory: initialization and result for a simple 2 dimensional clustering case is illustrated in Figure 3.2.

3.2.1 Performance Analysis

As the update complexity of the swarm is lightweight by nature, complexity of Van Der Merwe - Engelbrecht’s PSO Clustering mainly arises from the distance matrix calculation $O(KN)$ for each particle on each iteration. Hence the overall complexity of the algorithm on each iteration is $O(MKN)$, where $M$ denotes the number of particles in the swarm. The complexity of an execution over $T$ iterations is $O(MKNT)$, which is linear to the number of data.

Despite its linear complexity, the algorithm requires a significantly larger amount of function evaluation to achieve convergence compared to its deterministic counterpart ($k$-means) due to Section 3.3.

Van Der Merwe and Engelbrecht claims that the PSO clustering generally produces better outcome than Stuart Lloyd’s $k$-means [83]. Even though the case is indeed statistically proven in problems of lower dimensions, we propose that the claim does not hold in cases where the problems are of higher dimension.

Despite the slow convergence, we have discovered that PSO clustering does not guarantee cluster optimality in higher dimensional dataset. The algorithm suffers from suboptimal trajectory and degrading performance in higher dimension as a consequence of Section 3.3 which will be covered in detail in the following section.

3.3 Suboptimal Convergence in Higher Dimension

Finding the optimum in prototype-based clustering problem is a rather delicate process. As has been proven back in the earlier chapter on divisive clustering, we know that the guaranteed optimality criterion of Equation 3.38 is achieved when all $z$ is positioned at the mean of each cluster concurrently, such that $(\forall i), z_i \leftarrow mean(C_i)$. We discover a significant challenge in Van Der Merwe - Engelbrecht’s paradigm when dealing with problems of higher dimension.

In Van Der Merwe - Engelbrecht’s PSO Clustering, each update does not necessarily maximize the likelihood function. Unless at least one of the particles is pre-initialized near to the optimum, the probability of the swarm to converge to the maximum likelihood coordinates degrades exponentially as the number of classes or dimensions of the clustering problem increase.
Figure 3.2: Initialization and Result: Van Der Merwe - Engelbrecht’s PSO Clustering on a 2-Dimensional Dataset. Red square indicates swarm global best.
3.3.1 Trajectory Analysis

Consider an \( \text{dim} \)-dimensional K-classes clustering problem. For each particle, the objective function is as follows.

\[
f(x) = \frac{1}{K} \sum_{x \in x} \sum_{y \in C_z} \frac{1}{|C_z|} d(y, z),
\]

\[
= \frac{1}{K} \sum_{i=1}^{K} \sum_{y \in C_i} \frac{1}{|C_i|} ||y - z||^2,
\]

\[
= \frac{1}{K} \sum_{i=1}^{K} \sum_{y \in C_i} \sum_{j=1}^{\text{dim}} \frac{(y_j - z_{ij})^2}{|C_i|}.
\]

(3.40) \hspace{1cm} (3.41) \hspace{1cm} (3.42)

Taking the derivative of this equation with respect to \( z \), we can guarantee that \( f(x^*) = \arg \min \limits_{x} f(x) \) for the current cluster assignment when

\[
z_i^* = \frac{\sum_{y \in C_i} y}{|C_i|},
\]

(3.43)

where \( x^* = \{z_1^*, \ldots, z_K^*\} \). This formula is apparently the \( k \)-means update rule, \( (\forall i), z_i \leftarrow \text{mean}(C_i) \). The likelihood function is maximized for each \( z_i \) when each \( z \) goes to the mean of each cluster in each dimension consecutively given the cluster assignment. However, the particles in PSO clustering are not aware of this information. Continuing, we can rewrite Equation 3.43 as follows,

\[
z_i^* = z_i + \frac{\delta_i}{\sum_{y \in C_i} y - z_i},
\]

(3.44)

\[
\{z_1^*, \ldots, z_K^*\} = \{z_1 + \delta_1, \ldots, z_K + \delta_K\}
\]

(3.45)

\[
x^* = x(t) + \Delta,
\]

(3.46)

where \( \Delta = \text{vectorize}\{\delta_1, \ldots, \delta_K\} \). Substituting to Equation 3.44 to Equation 3.42 we have,

\[
f(x^*) = \frac{1}{K} \sum_{i=1}^{K} \sum_{y \in C_i} \sum_{j=1}^{\text{dim}} \frac{(y_j - (z_{ij} + \delta_{ij}))^2}{|C_i|}.
\]

(3.47)

Meanwhile the position of a particle at \( t + 1 \) will be updated as follows,

\[
x(t + 1) = x(t) + v(t + 1),
\]

(3.48)

\[
\{z_1(t + 1), \ldots, z_K(t + 1)\} = \{z_1 + v_1, \ldots, z_K + v_K\}
\]

(3.49)
The similarity between the two vectors, \( v = \text{vectorize}\{v_1, \ldots, v_K\} \) and \( \Delta = \text{vectorize}\{\delta_1, \ldots, \delta_K\} \) can be calculated,

\[
\cos(\Delta, v) = \frac{\langle \Delta, v \rangle}{|\Delta||v|}. \tag{3.50}
\]

The above equation is a sign matching problem: As long as every element in both vectors have the same sign, we can ensure that the angle between the two vectors is at most 90° such that \( \cos(\Delta, v) > 0 \). Any particle whose trajectory satisfies this condition is guaranteed to minimize \( f(x) \) and obtaining a better personal best.

The probability of any particle finding a better position along the vector of maximum likelihood would then be equivalent to the probability of having an angle lower than 90°, \( p(\cos(\Delta, v) > 0) \), which can be satisfied when \( \langle \Delta, v \rangle > 0 \). For each particle, this probability can be calculated simply as the joint probability of each pair of elements in \( \Delta \) and \( v \),

\[
p(\langle \Delta, v \rangle > 0) \cong \prod_{i=1}^{K} \prod_{j=1}^{\text{dim}} p(\delta_i v_{ij} > 0), \tag{3.51}
\]

which approaches 0 at an exponential rate given large \( K \) or \( \text{dim} \). Figure 3.3 gives an illustration of this phenomenon.

![Figure 3.3: Trajectory of the Van Der Merwe - Engelbrecht PSO clustering vs K-means. \( \angle(v(t+1), \Delta) \rightarrow \pi/2 \) as \( K, \text{dim} \rightarrow \infty \). \( K = \) number of clusters, \( \text{dim} = \) dimension of the clustering problem.](image)
### 3.3.2 Analogy Using Game Theory

Let us assume an all-knowing oracle appears to the player at the current time $t$. The oracle ensures the player that the velocity $v^*$ leads to the maximum likelihood estimate given the current cluster assignment. The player disregards the oracle, and proceed with the velocity vector given by the swarm. Such situation is illustrated as follows.

**Oracle:** Let $z^*_i \leftarrow \text{mean}(C_i)$, then $z^*_i = z_i + v^*_i$. The oracle gives the player $v^*_i$.

**Player (particle):** disregards the oracle and proceed with $\hat{z}_i = z_i + v_i$.

The cosine angle between $v_i$ and $v^*_i$ is

$$
cos(v_i, v^*_i) = \frac{\langle v_i, v^*_i \rangle}{|v_i||v^*_i|}.
$$

(3.52)

The probability of the vector given by the swarm to align with the vector given by the oracle with at least 90 degree angle is then,

$$
p(cos(v_i, v^*_i) > 0) = \prod_{d=1}^{\text{dim}} p(v_{id}v^*_{id} > 0),
$$

(3.53)

which converges to 0 at an exponential rate as the dimensionality of the clustering problem approaches infinity given that $p(v_{id}v^*_{id} > 0) < 1$.

Since a particle in the swarm assumes an oscillatory trajectory around its local best particle coordinate, the vector of the swarm is independent of that given by the oracle. Such characteristic would then give $p(v_{id}v^*_{id} > 0) < 1$ by definition.

### 3.3.3 Empirical Validation

A comparison between a randomly seeded PSO clustering and its deterministic predecessor on non-overlapping artificial gaussian datasets can be seen in Table 3.1. The dataset is generated
from five multivariate Gaussian with arbitrary dimensions as follows,

\[
\begin{align*}
\mu_1 &= \begin{pmatrix} 0 \\ 0 \\ \vdots \end{pmatrix}, \\
\Sigma_1 &= \begin{pmatrix} 5 & 0.1 & 5 & 0.1 & \ldots \\ 0.1 & 5 & 0.1 & 5 & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \\
\mu_2 &= \begin{pmatrix} 0 \\ 15 \\ \vdots \end{pmatrix}, \\
\Sigma_2 &= \begin{pmatrix} 15 & 0.5 & 15 & 0.5 & \ldots \\ 0.5 & 15 & 0.5 & 15 & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \\
\mu_3 &= \begin{pmatrix} -3 \\ 10 \\ \vdots \end{pmatrix}, \\
\Sigma_3 &= \begin{pmatrix} 1.6 & 0.5 & 1.6 & 0.5 & \ldots \\ 0.5 & 2.8 & 0.5 & 2.8 & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \\
\mu_4 &= \begin{pmatrix} 6 \\ 5 \\ \vdots \end{pmatrix}, \\
\Sigma_4 &= \begin{pmatrix} 6 & 2.4 & -0.5 & 2.4 & -0.5 & \ldots \\ -0.5 & 2.7 & -0.5 & 2.7 & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}, \\
\mu_5 &= \begin{pmatrix} 16 \\ 5 \\ \vdots \end{pmatrix}, \\
\Sigma_5 &= \begin{pmatrix} 1.4 & -0.5 & 1.4 & -0.5 & \ldots \\ -0.5 & 10.1 & -0.5 & 10.1 & \ldots \\ \vdots & \vdots & \vdots & \vdots & \ddots \end{pmatrix}.
\end{align*}
\]

(3.54)

The PSO was executed using the parameters described in Van Der Merwe and Engelbrecht’s paper [83]. The number of particles is set to 30. Each algorithm were executed 100 times. One-tailed paired t-test were utilized to provide comparison on the total distortion after optimization against k-means. The distance was set to squared euclidean. The results can be seen in Table 3.1. A scatter plot comparing the performance of the algorithm with k-means and RCE++ can be seen in Figure 3.4.

We can see that while PSO may exhibit comparable or better performance than k-means in clustering problems of lower dimensions / fewer clusters, it can be seen that the increase in the number of clusters and dimensionality of the clustering problem significantly degrades its overall performance. This result is to be expected, as has been theoretically proven in Section 3.3.

### Table 3.1: Performance comparison between randomly seeded PSO clustering and k-means++

<table>
<thead>
<tr>
<th>Dim</th>
<th>K</th>
<th>PSO clustering</th>
<th>k-means++</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td># func. eval</td>
<td>total distortion</td>
<td># func. eval</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>12000</td>
<td>8.1 ± 5.2</td>
<td>2.4 ± 3.0</td>
</tr>
<tr>
<td>7</td>
<td>3</td>
<td>12000</td>
<td>24.8 ± 17.8</td>
<td>1.9 ± 2.3</td>
</tr>
<tr>
<td>15</td>
<td>8</td>
<td>12000</td>
<td>226.9 ± 12.2</td>
<td>5.3 ± 5.3</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>12000</td>
<td>408.4 ± 15.2</td>
<td>6 ± 4</td>
</tr>
</tbody>
</table>
Figure 3.4: The Performance of PSO Clustering compared to $k$-means and RCE$^{r+}$. Distance: Squared Euclidean. PSO parameters: # particles = 30, maximum # function evaluations = 12000. RCE$^{r+}$ parameters: # particles = 5, maximum # function evaluations = 100, substitution probability = 0.05, particle reset threshold = 15. $dim = \{2, \ldots, 200\}$, $k = 5$.

Figure 3.5 shows the trajectory of the particles on an 8-dimensional problem. The trajectory of the particles on the first two dimension are shown. This experiment validates both the theoretical and empirical proof of trajectory suboptimality of Van Der Merwe - Engelbrecht’s PSO Clustering.

3.4 Summary

This chapter focuses on the general analysis on Particle Swarm Optimization (PSO) algorithm and PSO clustering. Several contributions has been made summarized as follows.

Lemma 3.1.1 reveals that the particle swarm optimization can be generally modeled as a second order linear system. Particularly, we discover that Jiang et al.’s stability boundary [81] is incorrectly derived.

In Section 3.3, significant issue in Van Der Merwe - Engelbrecht’s proposition [83] is observed. Both theoretical and empirical validation reveal that unless at least one of the particles is pre-initialized near to the optimum, the probability of the swarm to converge to the maximum likelihood coordinates degrades exponentially as the number of classes or dimensions of the clustering problem increase.
Figure 3.5: Trajectory of Van Der Merwe - Engelbrecht’s PSO Clustering on an 8-Dimensional Dataset (4 times duplication of the two dimensions). Red square indicates swarm global best. The swarm converges to a severely suboptimal position.
Chapter 4

The Particle Swarm Clustering

Cohen and de Castro proposes an alternate view to clustering using particle swarm [75]. The proposal defines a rather unique perspective on the particle-data interaction within a swarm compared to Van Der Merwe - Engelbrecht’s PSO Clustering. This chapter is dedicated to give an in depth discourse on the proposition.

The chapter is organized as follows. Section 4.1 defines the terminologies used in the Particle Swarm Clustering (PSC) family. Section 4.2 summarizes the algorithmic frameworks. Section 4.3 analyzes both computational and memory complexity of the PSC family. Section 4.4 provides an in depth discourse on the PSC particle stability and behavior. Section 4.5 presents the comparative empirical experiments against competing algorithms using a dataset openly available from the UCI machine-learning repository [84]. Finally Section 4.6 summarizes the contribution of this chapter.

4.1 Definitions

Definition 4.1.1 (Swarm). A swarm $\Theta$ represents a candidate partition of a dataset $Y \in \mathbb{R}^{d_{in}}$. The swarm consists of particles $\{\theta_1, \ldots, \theta_K\}$ and social memory $\{g_1, \ldots, g_N\} \in \mathbb{R}^{d_{in}}$ as follows,

$$\Theta = \{\theta_1, \ldots, \theta_K; g_1, \ldots, g_N\}. \quad (4.1)$$

$N = |Y|$ denotes the number of observations in $Y$. The number of particles, $K = |C|$, specifies the number of desired voronoi regions $C = \{C_1, \ldots, C_K\}$. 
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Definition 4.1.2 (Particle). A particle $\theta$ consists of a position vector $x \in \mathbb{R}^{dim}$, a velocity vector $v \in \mathbb{R}^{dim}$ and cognitive memory $\{p_1, \ldots, p_N\} \in \mathbb{R}^{dim}$ as follows,

$$\theta = \{x, v; p_1, \ldots, p_N\}. \quad (4.2)$$

Each particle governs a voronoi region $C_x$, with voronoi cell $x$. Each data in $C_x$ is crisply associated with the closest corresponding cell in the Euclidean space.

Definition 4.1.3 (Position). The position of a particle $x$ denotes its literal location in the Euclidean space. $x$ represents a potential prototype vector describing the location of a voronoi cell. The position of each particle is updated similarly to the standard PSO rule as follows,

$$x(t + 1) = x(t) + v(t + 1), \quad (4.3)$$

where $v$ denotes the velocity vector of the corresponding particle.

Definition 4.1.4 (Cognitive Memory). Each particle $\theta$ stores a cognitive memory $P = \{p_1, \ldots, p_N\} \in \mathbb{R}^{dim}$. The cognitive memory stores the closest position of the corresponding particle in relation to each data vector in the dataset $Y = \{y_1, \ldots, y_N\}$. For each particle, the cognitive memory is stored in a $\dim \times N$ matrix. Notice that as each particle is required to store such matrix, the $P$ matrix of the swarm is a three-dimensional matrix with size of $\dim \times N \times K$. The cognitive memory update rule is as follows,

$$p_{ij} = \begin{cases} x & \text{if } d(x, y_j) < d(p_j, y_j) \\ p_j & \text{otherwise} \end{cases}, \quad (4.4)$$

where $j$ denotes the index of data vectors, $d(\cdot, \cdot)$ denotes the distance between two vectors according to a pre-specified distance function.

Definition 4.1.5 (Social Memory). The swarm $\Theta$ stores the social memory $G = \{g_1, \ldots, g_N\}$ which represents the position of the particle that has been closest to each data vector in the dataset $Y = \{y_1, \ldots, y_N\}$. The social memory can be expressed in a $\dim \times N$ matrix format. The social memory update rule is as follows,

$$g_{ij} = \begin{cases} p_{ij} & \text{if } d(p_{ij}, y_j) < d(g_j, y_j) \\ g_j & \text{otherwise} \end{cases}, \quad (4.5)$$

where $i$ denotes the index of particles, $j$ denotes the index of data vectors.
Definition 4.1.6 (Winning Particle). A winning particle $\theta_{\text{win}}$ is the particle which constituted voronoi region contains the most data compared to that of the rest of the particles in the swarm,

$$\theta_{\text{win}} = \arg \max_\theta |C_\theta|.$$ (4.6)

Definition 4.1.7 (Velocity). The velocity vector $v$ of a particle describes its movement trajectory in the Euclidean space. The velocity vector in Cohen - De Castro’s PSC is updated based on the interaction of the current particle $\theta_i$ with respect to the data vector $y_j$ as follows,

$$v_{ij}(t+1) = \begin{cases} 
\omega v_{ij}(t) + \alpha \varphi_{so} \odot so_{ij}(t) + \beta \varphi_{sc} \odot sc_{ij}(t) + \gamma \varphi_{co} \odot co_{ij}(t) & \text{if } C_i \neq \emptyset \\
\omega v_{ij}(t) + \varphi \odot (x_{\text{win}} - x_i) & \text{otherwise}
\end{cases}, \quad (4.7)$$

where each $\varphi \in \{0, 1\} \in \mathbb{R}^{\dim}$ denotes a uniform random vector, $\odot$ denotes Hadamard product, $so \in \mathbb{R}^{\dim}$ denotes the self-organizing vector, $sc \in \mathbb{R}^{\dim}$ denotes the social vector, $co \in \mathbb{R}^{\dim}$ denotes the cognitive vector, and $x_{\text{win}}$ denotes the position of the winning particle $\theta_{\text{win}}$. $\alpha, \beta, \text{and } \gamma$ are three user-specified constants which specifies the degree of magnitude of each term.

The velocity is upper and lower bounded by a maximum velocity bound, which is set to a percentage $\eta\%$ of the search space $\Omega$, similarly to the general PSO to avoid swarm explosion as follows,

$$v(t) = \max(\min(v(t), v_{\text{max}}), -v_{\text{max}}), \quad (4.8)$$

$$v_{\text{max}} = \eta\% \cdot \Omega. \quad (4.9)$$

As described compactly in Equation 4.7, it can be observed that the method for updating the velocity of a particle depends on two possible scenarios:

1. More than one data vector is closest to $x_i$ such that the voronoi region constituted by $x_i$ is not empty ($C_i \neq \emptyset$). In this scenario, the particle will experience a force of attraction due to the data in $C_i$.

2. There are no data vector which associated to $x_i$ such that such that the voronoi region constituted by $x_i$ is empty ($C_i = \emptyset$). In this scenario, the particle will experience a force of attraction due to the winning particle $\theta_{\text{win}}$. 

Definition 4.1.8 (Self-Organizing Vector). The self-organizing vector \( \mathbf{so}_{ij} \) describes the attraction vector imposed to a particle \( \mathbf{x}_i \) due to the data \( \mathbf{y}_j \) as follows,

\[
\mathbf{so}_{ij} = \begin{cases} 
\mathbf{y}_j - \mathbf{x}_i & \text{if } \mathbf{y}_j \in C_i \\
0 & \text{otherwise}
\end{cases}.
\] (4.10)

Definition 4.1.9 (Social Vector). The social vector \( \mathbf{sc}_{ij} \) describes the attraction vector imposed to a particle \( \mathbf{x}_i \) due to the social memory \( \mathbf{g}_j \) associated with the data \( \mathbf{y}_j \) as follows,

\[
\mathbf{sc}_{ij} = \begin{cases} 
\mathbf{g}_j - \mathbf{x}_i & \text{if } \mathbf{y}_j \in C_i \\
0 & \text{otherwise}
\end{cases}.
\] (4.11)

Definition 4.1.10 (Cognitive Vector). The self-organizing vector \( \mathbf{co}_{ij} \) describes the attraction vector imposed to a particle \( \mathbf{x}_i \) due to the cognitive memory \( \mathbf{p}_{ij} \) of the corresponding particle \( \mathbf{x}_i \) associated with the data \( \mathbf{y}_j \) as follows,

\[
\mathbf{co}_{ij} = \begin{cases} 
\mathbf{p}_{ij} - \mathbf{x}_i & \text{if } \mathbf{y}_j \in C_i \\
0 & \text{otherwise}
\end{cases}.
\] (4.12)

4.2 Algorithmic Framework

4.2.1 Cohen - de Castro’s Particle Swarm Clustering

Cohen and de Castro’s original formulation is up to the extent described in Algorithm 4.15 [75]. The PSC does not compute any specific objective function or any indicator of cluster validity. While on one hand this formulation saves PSC a significant amount of computational burden associated to investigating the correctness of a particle movement, on the other hand such formulation generalizes the PSC to \( k \)-means when seen at a higher level.

4.2.2 Szabo’s Modified PSC (mPSC)

The modified Particle Swarm Clustering (mPSC) was proposed by Szabo et al. in 2010 [74] in an attempt to reduce its computational complexity. The proposal suggests removing the inertia weight and velocity bound, effectively redefines the update rule (Algorithm 4.15 line 14) of the
Algorithm 4.15 Cohen - de Castro’s Particle Swarm Clustering (PSC)

Input: A set of data points $Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{dim}$, Number of clusters $K$, search space $\Omega = [x_{min} = \lfloor Y \rfloor, x_{max} = \lceil Y \rceil]$, constants $\alpha, \beta, \gamma$, velocity clamp $[v_{min}, v_{max}]$.

Output: centroid vectors $X = \{x_1, \ldots, x_K\}$.

1: for all $\theta = \{x, v; p_1, \ldots, p_N\}$
2: $x \leftarrow \text{rand}(\Omega)$
3: $v \leftarrow \{0\}$
4: end for
5: while $t < t_{max}$
6: for all $y \in Y$
7: $I = \text{arg min}_x d(y, x)$
8: if $d(x_I, y) < d(p_{I,y}, y)$
9: $p_{I,y} \leftarrow x_I$
10: end if
11: $g_y \leftarrow p_{I,y}$
12: end if
13: $v_I(t+1) \leftarrow \omega(t) v_I(t) + \alpha \varphi_{so} \circ (y - x_I) + \beta \varphi_{sc} \circ (g_y - x_I) + \gamma \varphi_{co} \circ (p_{I,y} - x_I)$
14: $[v_I(t+1)] = \max\{\min(v_I(t+1), v_{max}), -v_{max}\}$
15: $x_I(t+1) \leftarrow x_I(t) + [v_I(t+1)]$
16: end for
17: for all $C_{\theta} = \emptyset$
18: $v_{\theta}(t+1) \leftarrow \omega(t) v_{\theta}(t) + \varphi (x_{win} - x_{\theta})$
19: $[v_{\theta}(t+1)] = \max\{\min(v_{\theta}(t+1), v_{max}), -v_{max}\}$
20: $x_{\theta}(t+1) \leftarrow x_{\theta}(t) + [v_{\theta}(t+1)]$
21: end for
22: end while
23: return $X = \{x_1, \ldots, x_K\}$

original PSC as follows,

$$\Delta x_{ij}(t+1) = \begin{cases} \alpha \varphi_{so} \circ s_{ij}(t) + \beta \varphi_{sc} \circ sc_{ij}(t) + \gamma \varphi_{co} \circ co_{ij}(t) & \text{if } C_i \neq \emptyset, \\ \varphi \circ (x_{win} - x) & \text{otherwise} \end{cases}, \quad (4.13)$$

$$x_{ij}(t+1) = x_{ij}(t) + \Delta x_{ij}(t+1). \quad (4.14)$$

Similarly to PSC, the mPSC remains true to the core principle of PSC where it does not incorporate any objective function to measure cluster quality. In fact the main difference of mPSC compared to its predecessor is the fact that the inertia weight is zeroed for all iterations $\omega = 0$, effectively detaching the velocity integrator from the transfer function.

The mPSC also generalizes to $k$-means when seen at a higher level. The algorithmic pseudocode of mPSC is shown in Algorithm 4.16. From the pseudocode, it is easily seen that overall complexity of the algorithm resembles that of the PSC, however the mPSC is slightly leaner due to the removal of a few min and max operand in Algorithm 4.15 lines 16 and 20.
Algorithm 4.16 Szabo’s Modified Particle Swarm Clustering (mPSC)

**Input:** A set of data points \( Y = \{ y_1, \ldots, y_N \} \in \mathbb{R}^{d_{\text{size}}}, \) Number of clusters \( K, \) search space \( \Omega = [x_{\text{min}} = [Y], x_{\text{max}} = [Y]], \) constants \( \alpha, \beta, \gamma. \)

**Output:** Centroid vectors \( X = \{ x_1, \ldots, x_K \}. \)

1. for all \( \theta = \{ x, v; p_1, \ldots, p_N \} \)
2. \( x \leftarrow \text{rand}(\Omega) \)
3. \( v \leftarrow \{ 0 \} \)
4. end for
5. while \( t < t_{\text{max}} \)
6. for all \( y \in Y \)
7. \( I = \arg \min_x d(y, x) \)
8. if \( d(x_I, y) < d(p_{I,y}, y) \)
9. \( p_{I,y} \leftarrow x_I \)
10. end if
11. \( g_y \leftarrow p_{I,y} \)
12. end if
13. \( \Delta x_I(t + 1) \leftarrow \alpha \varphi_{\text{so}} \circ (y - x_I) + \beta \varphi_{\text{sc}} \circ (g_y - x_I) + \gamma \varphi_{\text{co}} \circ (p_{I,y} - x_I) \)
14. \( x_I(t + 1) \leftarrow x_I(t) + \Delta x_I(t + 1) \)
15. end for
16. for all \( C_\theta = \emptyset \)
17. \( \Delta x_\theta(t + 1) \leftarrow \varphi \circ (x_{\text{win}} - x_\theta) \)
18. \( x_\theta(t + 1) \leftarrow x_\theta(t) + \Delta x_\theta(t + 1) \)
19. end for
20. end while
21. return \( X = \{ x_1, \ldots, x_K \} \)

### 4.2.3 Szabo’s Fuzzy PSC (FPSC)

The Fuzzy PSC is simply a PSC with fuzzy membership instead of crisp membership. The fuzzification is done based on the distance between a data and its respective center using Dunn’s fuzzy c-means principle as formulated in Equation 2.49. The rest of the concepts are similarly defined as Cohen - de Castro’s PSC.

### 4.3 Complexity Analysis

#### 4.3.1 Computational Complexity

The general computational complexity of the algorithms from the PSC family can be analyzed as follows. On each iteration of PSC computes of the distance between each data vector relative to each particle, and performing position updates for each data vector, imposing a total complexity of \( O(\delta + \kappa) \) on each iteration.
\textbf{Algorithm 4.17 Szabo's Fuzzy Particle Swarm Clustering (FPSC)}

\textbf{Input:} A set of data points $Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^\text{dim}$, Number of clusters $K$, fuzzification parameter $\alpha$, search space $\Omega = [x_{\text{min}}, x_{\text{max}}] = [\mathbb{Y}]$, constant $\delta$, and updating the cluster membership of each data vector relative to each particle position vector.

\textbf{Output:} Centroid vectors $X = \{x_1, \ldots, x_K\}$.

1: for all $\theta = \{x, v,p_1, \ldots, p_N\}$
2: \hspace{1em} $x \leftarrow \text{rand}(\Omega)$
3: \hspace{1em} $v \leftarrow \{0\}$
4: end for
5: $(\forall x, y), u(x, y) = \frac{-d(x,y)\alpha}{\sum_{i=1}^{K} d(x,y)\alpha}$
6: while $t < t_{\text{max}}$
7: \hspace{1em} for all $y \in Y$
8: \hspace{2em} $I = \arg \max_u u(x, y)$
9: \hspace{2em} if $u(x_t, y) > u(p_{t,y}, y)$
10: \hspace{3em} $p_{t,y} \leftarrow x_t$
11: \hspace{2em} if $u(p_{t,y}, y) > u(g_y, y)$
12: \hspace{3em} $g_y \leftarrow p_{t,y}$
13: \hspace{2em} end if
14: \hspace{1em} end if
15: \hspace{1em} $v_t(t+1) \leftarrow \omega(t)v_t(t) + \alpha \varphi_{\text{so}} \circ (y - x_t) + \beta \varphi_{\text{co}} \circ (g_y - x_t) + \gamma \varphi_{\text{co}} \circ (p_{t,y} - x_t)$
16: \hspace{1em} $[v_t(t+1)] = \max(\min_\text{social}(v_t(t+1), v_{\text{max}}), -v_{\text{max}})$
17: \hspace{1em} $x_t(t+1) \leftarrow x_t(t) + [v_t(t+1)]$
18: \hspace{1em} $(\forall x), u(x, y) = \frac{-d(x,y)\alpha}{\sum_{i=1}^{K} d(x,y)\alpha}$
19: end for
20: for all $C_\theta = \emptyset$
21: \hspace{1em} $v_0(t+1) \leftarrow \omega(t)v_0(t) + \varphi (x_{\text{win}} - x_0)$
22: \hspace{1em} $[v_0(t+1)] = \max(\min(v_0(t+1), v_{\text{max}}), -v_{\text{max}})$
23: \hspace{1em} $x_0(t+1) \leftarrow x_0(t) + [v_0(t+1)]$
24: \hspace{1em} $(\forall x), u(x, y) = \frac{-d(x,y)\alpha}{\sum_{i=1}^{K} d(x,y)\alpha}$
25: end for
26: if $\sum_{i=1}^{N} \sum_{j=1}^{m} \sum_{i=1}^{K} \sum_{j=1}^{m} u_{ij} ||y_j - x_i||^2$ does not improve
27: \hspace{1em} break;
28: end if
29: end while
30: return $X = \{x_1, \ldots, x_K\}$

$\delta$ denotes the total cost of calculating the distance function (including communication overhead) and updating the cluster membership of each data vector relative to each particle position vector.

$\kappa$ denotes the cost of updating the position of each particle (consisting of random number generation, position update, and memory matrices update). As a general overview, on each iteration the PSC needs to generate $3 \times N \times \text{dim}$ random numbers, and also perform $N$ position updates in the $\text{dim}$-dimensional space.
The worst case complexity of the PSC algorithm variants for an iteration are,

\[
\delta_{\text{PSC}} = \delta_{m\text{PSC}} = \delta_{\text{FPSC}} = O(NK \text{dim} D),
\]

where \( D \) denotes the cost of calculating the distance between two vectors, and \( \text{FPSC} \) is the cost of calculating floating point powers and divisions for a fractional number. The overall complexity of the algorithm is then

\[
O(T(\delta + \kappa)) = T \times \left\{ \begin{array}{ll}
\mathcal{O}(NK \text{dim} D) + \mathcal{O}(\log_2 3N \text{dim}) + \cdots \\
\mathcal{O}(18N \text{dim} + NK + 4N) & \text{if PSC} \\
\mathcal{O}(15N \text{dim} + NK + 4N) & \text{if } m\text{PSC} \\
\mathcal{O}(18N \text{dim} + NK + 4N + NK F) & \text{if FPSC}
\end{array} \right.,
\]

where \( T \) denotes the number of iterations.

### 4.3.1.1 Computational Complexity of \( \delta \)

The total cost of calling the distance and membership update function is specified by \( \delta \). Na"ively, the theoretical worst case computational complexity for the \textit{delta} calculation is

\[
\delta_{\text{PSC}} = \delta_{m\text{PSC}} = \delta_{\text{FPSC}} = O(NK \text{dim} D),
\]

where \( D \) denotes the cost of calculating the distance between two vectors. Optimizing \( \delta \) for PSC is difficult due to the serial dependency between position update and distance calculation. This particular ‘for each data vector’ loop in the PSC formulation creates a significant bottleneck to the overall performance of the algorithm that restricts its scalability.

Programmatically, minimizing the usage of this for loop can be done elegantly using batch matrix operation for all observations and particles and making use of vectorization and parallel processing.
There exists algorithmic variants (e.g. Coppersmith–Winograd algorithm [160], Williams algorithm [161]) for efficient calculation of matrix multiplication (e.g. two \( n \times n \) matrices in \( \mathcal{O}(n^{2.373}) \) time) [160, 161]. However implementing this approach in PSC would require major alteration in its algorithmic architecture [4, 71, 73]. In its original formulation, each time a data vector is presented to the PSC swarm, one of the particle has to move as a consequence, and the pre-calculated distance matrix has to be naïvely recalculated as it would be obsolete each time a movement is made.

To empirically observe the effect of \( \delta \), we compare two scenarios as follows. The first scenario calls the distance matrix calculation function using the PSC paradigm: naïve for loop over all data vectors. The second scenario uses a pre-optimized batch matrix computation. For this particular simulation, Matlab is proper framework due to the fact that it is a specifically optimized framework for matrix operations. The simulations use a file `distmat.m`, a fully vectorized distance matrix calculation function which takes three inputs: the first observation matrix; the centroid matrix; and an index for specifying the distance function to be used (e.g. 2 = “squared Euclidean distance”).

**Scenario I: Naïve For Loop.** The first scenario calls `distmat.m` using the PSC paradigm: naïve for loop over all data vectors. For each dimension and volume, the iteration is repeated 100 times to extract the central tendency of the time complexity for the particular dimension/volume. The Matlab code is as follows.

```matlab
for j = 1:size(y,2) % loop over all data vectors
  % invoke call to the squared euclidean distance function
  distmat(y(:,j),x,2);
end
```

**Scenario II: Matrix Operation.** The second scenario executes the function `distmat.m` function using pre-optimized batch matrix operations. For each dimension and volume, the iteration is repeated 100 times to extract the central tendency for the particular dimension/volume. The Matlab code is as follows.

```matlab
% Calculate the pairwise distance between y and x
distmat(y,x,2);
```

The resulting mesh plot of the time matrices with increasing number of voronoi regions \( k = \{2, 4, 8, 16, 32, 64\} \) can be seen in Figure 4.1. The machine used in this simulation is a laptop computer with Intel Core i5 M520 @ 2.4 Ghz, 4 GB of RAM, running Windows 7.
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(a) Time complexity of the distance computation using for loop.

(b) Time complexity of the distance computation optimized using matrix operation.

Figure 4.1: Time complexity of the distance computation $\delta$.

As shown in Figure 4.1a, the inevitable usage of for loops poses a significant bottleneck that restricts the PSC to scale to larger datasets, both in term of volume and dimension. It can be seen that with $K = 64$, $\text{dim} = 400$, and $N = 1000$, a PSC iteration requires 0.26 seconds on average on the simulation machine.

distmat.m has been designed to utilize proper usage of efficient matrix operations and vectorization, hence minimizing the use of unnecessary for loops. It can be seen in Figure 4.1b that with $K = 64$, $\text{dim} = 400$, and $N = 1000$, a batch matrix computation requires 0.011 seconds on average using the machine, which is 23.6364 times quicker than an iteration of the PSC using the same parameters (0.26 seconds).

4.3.1.2 Computational Complexity of $\kappa$

The computational complexity of particle update $\kappa$ is the second contributor to the PSC complexity. The main contributing factors can be summarized as follows:

1. The complexity of the random number generation which requires at most $3 \times (N + K - 1) \times \text{dim}$ pseudorandom floats or $\mathcal{O}(\log_2(3(N + K - 1)\text{dim}))$ each iteration using Mersenne Twister pseudorandom number generator [162];

2. The complexity of velocity and position update which involves $7 \times (N + K - 1) \times \text{dim}$ multiplications for PSC (or $6 \times (N + K - 1) \times \text{dim}$ for mPSC), $5 \times (N + K - 1) \times \text{dim}$ additions, $2 \times (N + K - 1) \times \text{dim}$ logical operations for velocity clamp, and $2 \times (N + K - 1) \times \text{dim}$ assignments totaling up to $\mathcal{O}(16(N + K - 1)\text{dim})$ (or $\mathcal{O}(13(N + K - 1)\text{dim})$ for mPSC) each iteration;
3. The complexity of choosing the winning particle $O(NK)$ for each data and updating the memory matrix which involves at most $2 \times N$ logical operations and $2 \times N + 2 \times N \times \text{dim}$ assignments, yielding an overall complexity of $(O(NK + 4N + 2N\text{dim}))$ each iteration, and;

4. Specifically for FPSC, fuzzification of the pairwise distances which poses an additional $O((N+K-1)K)$ complexity per iteration.

For most clustering problems it is usually safe to assume the number of cluster $K$ to be less than the number of data $N$ such that $N+K-1 \approx N$. Incorporating this simplification, the theoretical worst case complexities of the algorithms of the PSC family can then be summarized as follows,

$$\kappa_{PSC} = O\left(16N\text{dim} + \log_2 3N\text{dim} + N(K + 4N + 2N\text{dim})\right),$$

(4.21)

$$\kappa_{mPSC} = O\left(13N\text{dim} + \log_2 3N\text{dim} + N(K + 4N + 2N\text{dim})\right),$$

(4.22)

$$\kappa_{FPSC} = O\left(16N\text{dim} + \log_2 3N\text{dim} + N(K + 4N + 2N\text{dim} + NK\tilde{\delta})\right),$$

(4.23)

where $\tilde{\delta}$ is the cost of calculating floating point powers and divisions for a fractional number which can be rather expensive.

In order to empirically validate the theoretical computational complexity we coded a simulation testbench to investigate the time complexity of the PSC, mPSC and FPSC update mechanisms as described in Algorithm 4.15, Algorithm 4.16, and Algorithm 4.17, respectively.

The machine used in this simulation is a laptop computer with Intel Core i5 M520 @ 2.4 Ghz, 4 GB of RAM, running Windows 7. The overall result of the simulation for $k = \{2, 4, 8, 16, 32, 64\}$ can be seen in Figure 4.2.

As can be seen particularly in Figure 4.2, the mPSC, shown in Figure 4.2b, is the leanest among the PSC variants (0.24 seconds per iteration at $N = 1000$, $\text{dim} = 400$). FPSC exhibits the highest computational complexity (0.33 seconds per iteration at $N = 1000$, $\text{dim} = 400$), shown in Figure 4.2c. The update complexity of PSC, shown in Figure 4.2a, sits in the middle of the two (0.28 seconds per iteration at $N = 1000$, $\text{dim} = 400$). Unlike $\delta$, we see that $\kappa$ is minimally affected by the number of voronoi regions, $K$. This observation is consistent with the theoretical analysis in Equation 4.21, Equation 4.22, and Equation 4.23.
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4.3.2 Memory Complexity

The breakdown of the memory complexity of the PSC algorithm families and other clustering algorithms can be seen in Table 4.1. The estimated total memory complexity is computed by summing all the applicable complexities for the particular algorithm. An experiment is carried in Matlab to observe the memory requirement of each algorithm during runtime. The results are presented in Figure 4.3.

As can be seen in Figure 4.3 and Table 4.1, the algorithms of the PSC families are considerably expensive in terms of memory complexity. Our benchmark test revealed that in order to cluster 1000 observations of 1000 dimensional double precision data, the PSC families require as much as 2GB memory; whereas \( k \)-means, fuzzy \( c \)-means, and RCE\(^{++} \) 2014 require memory allocation of lower than 15MB. This relatively high memory requirement is a significant scalability bottleneck when dealing with larger, higher dimensional datasets.
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(a) PSC.  
(b) mPSC.  
(c) FPSC.  
(d) $k$-means.  
(e) Fuzzy $c$-means.  
(f) RCE$^{++}$ (2014).

Figure 4.3: Memory complexity of various algorithms when clustering double precision floating point numbers. The runtime test is carried using Matlab. It can be easily observed that the PSC families are quite expensive in terms of its memory requirements.
### Table 4.1: Memory complexity of the PSC families vs other clustering algorithms

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( Y )</td>
<td>( O(N\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The data vectors: ( Y = { y_1, \ldots, y_N } \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( X )</td>
<td>( O(K\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The particle position vectors: ( X = { x_1, \ldots, x_K } \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( V )</td>
<td>( O(K\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The particle velocity vectors: ( V = { v_1, \ldots, v_K } \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( v_{\text{max}} )</td>
<td>( O(\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The maximum velocity vector: ( v_{\text{max}} \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( U )</td>
<td>( O(N) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The crisp label vector or binary indicator matrix: ( U = { u_1, \ldots, u_N } \in \mathbb{R}^1 )</td>
</tr>
<tr>
<td>( X_{\text{best}} )</td>
<td>( O(K\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The best position matrix: ( X_{\text{best}} = { x_1, \ldots, x_K }_{\text{best}} \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( f(C_{X_{\text{best}}}, Y) )</td>
<td>( O(1) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The quality of the voronoi tessellation imposed by ( X_{\text{best}} )</td>
</tr>
<tr>
<td>( G )</td>
<td>( O(N\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The swarm social memory vector for each data: ( G = { g_1, \ldots, g_N } \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( d(g_j, y_j) )</td>
<td>( O(N) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The distance between the vectors in the social memory relative to its corresponding data vector, ( d(p_i, y_j) \in \mathbb{R}^1 )</td>
</tr>
<tr>
<td>( P_{{1, \ldots, K}} )</td>
<td>( O(NK\text{dim}) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The cognitive memory for each particle, for each data: ( P_i = { p_{i,1}, \ldots, p_{i,N} } \in \mathbb{R}^{\text{dim}} )</td>
</tr>
<tr>
<td>( d(p_{i,j}, y_j) )</td>
<td>( O(NK) )</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>For each particle, the relative distance between the cognitive memory vector and its corresponding data vector, ( d(p_{i,j}, y_j) \in \mathbb{R}^1 )</td>
</tr>
</tbody>
</table>

### 4.4 Trajectory Analysis

#### 4.4.1 Stability and Convergence

**Theorem 4.1** (PSC’s resemblance to k-means). *Under the condition where \( \alpha, \beta, \gamma, \) and \( \omega \) obeys the stability constraints,*

\[
0 \leq \omega < 1, \text{ and } 0 < \alpha + \beta + \gamma < \frac{2 + 2\omega}{|C_x|}, \tag{4.24}
\]
each particle would converge to

\[ x(t \to \infty) = \frac{1}{|C_x|} \sum_{y \in C_x} \alpha y + \beta p_{xy}(t \to \infty) + \gamma g_{y}(t \to \infty) \frac{\alpha + \beta + \gamma}{\alpha + \beta + \gamma}. \]  
(4.25)

As a result, a monotonic decrease in the distortion function is guaranteed if and only if \( \alpha \) is non-zero regardless of zero values in \( \beta \) and \( \gamma \), effectively reducing the PSC to \( k \)-means,

\[ x(t \to \infty) = \frac{1}{|C_x|} \sum_{y \in C_x} y, \]  
(4.26)

which implies the sensitivity of PSC to initialization, similarly with that of \( k \)-means.

**Proof:** Seen from a specific dimension, the PSC velocity update rule for the particle \( \theta \) due to the data vector \( y \in C_x \) is as follows,

\[
v(t+1) = \omega v(t) + \alpha \varphi_{so}(y - x(t)) + \beta \varphi_{sc}(g - x(t)) + \gamma \varphi_{co}(p - x(t)),
\]

\[ = \omega v(t) - (\alpha \varphi_{so} + \beta \varphi_{sc} + \gamma \varphi_{co})x(t) + \alpha \varphi_{so}y + \beta \varphi_{sc}g(t) + \gamma \varphi_{co}p(t). \]

\[ x(t+1) = x(t) + v(t+1), \]

\[ = \omega v(t) + (1 - (\alpha \varphi_{so} + \beta \varphi_{sc} + \gamma \varphi_{co}))x(t) + \alpha \varphi_{so}y + \beta \varphi_{sc}g(t) + \gamma \varphi_{co}p(t). \]

(4.27)

The uniform random variables \( \varphi_\circ \in \{0, 1\} \) can be represented by its supremum \( \sup(\varphi_\circ) = 1 \). Let \( X(t) = [x(t), v(t)]^T \) and \( U(t) = [y, p(t), g(t)]^T \), the PSC can expressed in an explicit discrete time-invariant state space format,

\[
\begin{bmatrix}
E[x(t+1)] \\
E[v(t+1)]
\end{bmatrix} = \begin{bmatrix} 1 - (\alpha + \beta + \gamma) & \omega \\ -(\alpha + \beta + \gamma) & \omega \end{bmatrix} \begin{bmatrix} x(t) \\
v(t) \end{bmatrix} + \begin{bmatrix} \alpha & \beta & \gamma \\ \alpha & \beta & \gamma \end{bmatrix} \begin{bmatrix} y \\
p(t) \\
g(t) \end{bmatrix}
\]

(4.28)

\[ Y(t) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} x(t) \\
v(t) \end{bmatrix}. \]

(4.29)

The transfer function is consequently,

\[ H(z) = \frac{1}{z^2 + (\alpha + \beta + \gamma - \omega - 1)z + \omega} \begin{bmatrix} \alpha z & \beta z & \gamma z \end{bmatrix}, \]

(4.30)
Which is the same second order system in Lemma 3.1.1. Using the same approach we have a guaranteed convergence due to the data \( y \in C_x \) when

\[
0 \leq \omega < 1, \text{ and } 0 < \alpha + \beta + \gamma < 2 + 2\omega. \tag{4.31}
\]

With the same spirit as Equation 3.37, without loss of generality, the inputs to the system (self-organizing, cognitive and social positions) can be represented as three step functions with gains of \( Y, P \) and \( G \). Assuming stability, applying final value theorem to the PSC transfer function yields,

\[
\lim_{t \to \infty} x(t) = \lim_{z \to 1} \left\{ (z - 1) H(z) U(z) \right\},
\]

\[
= \frac{\alpha Y + \beta P + \gamma G}{\alpha + \beta + \gamma}, \tag{4.32}
\]

which holds for all \( y \in C_x \), such that,

\[
\lim_{t \to \infty} x_{i1}(t) = \frac{\alpha y_1 + \beta p_{i1}(t \to \infty) + \gamma g_1(t \to \infty)}{\alpha + \beta + \gamma},
\]

\[
\lim_{t \to \infty} x_{i2}(t) = \frac{\alpha y_2 + \beta p_{i2}(t \to \infty) + \gamma g_2(t \to \infty)}{\alpha + \beta + \gamma},
\]

\[
\vdots
\]

\[
\lim_{t \to \infty} x_{ij}(t) = \frac{\alpha y_j + \beta p_{ij}(t \to \infty) + \gamma g_j(t \to \infty)}{\alpha + \beta + \gamma}. \tag{4.33}
\]

where \( x_{ij} \) denotes the expected position of the \( i \)-th particle due to the \( j \)-th data vector. The resultant vector is therefore

\[
\lim_{t \to \infty} x_i(t) = \lim_{t \to \infty} \sum_{j=1}^{\left| C_{x_i} \right|} x_{ij}(t),
\]

\[
= \sum_{j=1}^{\left| C_x \right|} \frac{\alpha y_j + \beta p_{ij}(t \to \infty) + \gamma g_j(t \to \infty)}{\alpha + \beta + \gamma}. \tag{4.34}
\]

This characteristic is problematic since it implies that \((\forall i), x_i\) or can be described simply as \( x \in X \) will continue to bounce towards each \( y \in C_x \) in a cyclical pattern unless the relative effect of each term — self-organizing; social; and cognitive — is made sufficiently small such that the resultant vector approximates the maximum likelihood estimate: the coordinate of the voronoi cell.

This constraint obtained from the resultant consequently imposes an important criterion to enable each particle to converge. One way to achieve such condition is by scaling \( \alpha, \beta \) and \( \gamma \) proportionally to the cardinality of the corresponding voronoi region \( \left| C_x \right| \): the number of data vectors in the cluster.
This proposition makes intuitive sense when the outer loop (for all \( y \in Y \)) is treated as a function of a continuous time system. Each of this loop constitutes an iteration where the velocity of a particle \( x \) is updated \(|C_x|\) times: a proportion of the volume of the total data \(|C_x| = \eta|Y|\). According to control theory, this discretization phenomenon can be treated as the system being sampled with the sampling frequency \( f_s = |C_x| \) as follows,

\[
H(z) = T \mathcal{H}_{C_x}(z),
T = \frac{1}{f_s}, f_s = |C_x|,
(4.35)
\]

Consequently, the effect of the poles to the discrete transfer function \( \mathcal{H}_{C_x}(z) \) is obviously magnified linearly by a gain of \(|C_x|\). Hence incorporating \(|C_x|\) to the feasible convergence bounds yields the proper scaling as follows

\[
0 \leq \omega < 1, \quad \text{and} \quad 0 < \tilde{\alpha} + \tilde{\beta} + \tilde{\gamma} < \frac{2 + 2\omega}{|C_x|}.
(4.37)
\]

The resultant using this updated bounds reflects convergence towards the center of \( C_x \),

\[
x(t \to \infty) = \sum_{y \in C_x} \tilde{\alpha} y + \tilde{\beta} p_{xy}(t \to \infty) + \tilde{\gamma} g_y(t \to \infty),
(4.38)
\]

\[
= \frac{1}{|C_x|} \sum_{y \in C_x} \tilde{\alpha} y + \tilde{\beta} p_{xy}(t \to \infty) + \tilde{\gamma} g_y(t \to \infty),
\]

\[
= \frac{1}{|C_x|} \sum_{y \in C_x} \alpha y + \beta p_{xy}(t \to \infty) + \gamma g_y(t \to \infty),
\]

\[
= \frac{1}{|C_x|} \sum_{y \in C_x} (y - x(t)),
\]

\[
(4.39)
\]

The convergence of this equation depends on whether the value of \( \alpha \) is zero/nonzero.

**Case 1: \( \alpha > 0 \)**

Note that that \((\forall y), \{p_{xy}(0), g_y(0)\}\) are initialized as \(x(0)\) which is the very first particle that the data sees as it assigns itself to \( C_x \). Notice that on every iteration the value of the self-organizing vector is

\[
s_{xy}(t) = \frac{\alpha}{|C_x|} \sum_{y \in C_x} (y - x(t)),
(4.40)
\]

which guarantees a consistent decrease in distortion with respect to the cluster center such that,

\[
0 < d \left( x(t+1), \frac{1}{|C_x|} \sum_{y \in C_x} y \right) < d \left( x(t), \frac{1}{|C_x|} \sum_{y \in C_x} y \right) < \ldots < d \left( x(0), \frac{1}{|C_x|} \sum_{y \in C_x} y \right).
(4.41)
\]
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Note that the swarm will store $x(t)$ into both memories when a decrease in distortion on an observation $y$ is detected. Consequently both memories will then closely follow $x(t)$ such that $p_{xy}(t) \rightarrow x(t)$ and $g_y(t) \rightarrow x(t)$. Under the stability bounds in Equation 4.39 it is easy to see that both the memories for all $y$ tend to converge to its corresponding cluster center,

$$\left( y \in \mathbb{C}_x \right), p_{xy}(t \rightarrow \infty) = g_y(t \rightarrow \infty) \rightarrow \frac{1}{|\mathbb{C}_x|} \sum_{y \in \mathbb{C}_x} y. \quad (4.42)$$

Under this condition, Equation 4.39 converges to

$$x(t \rightarrow \infty) = \frac{1}{|\mathbb{C}_x|}(\alpha + \beta + \gamma) \left( \sum_{y \in \mathbb{C}_x} \alpha y + \sum_{y \in \mathbb{C}_x} \beta y + \sum_{y \in \mathbb{C}_x} \gamma y \right). \quad (4.43)$$

$$= \frac{1}{|\mathbb{C}_x|} \sum_{y \in \mathbb{C}_x} y, \quad (4.44)$$

which is the $k$-means update formula.

Based on this analysis, $\beta$ and $\gamma$ can be ignored as the values of $\text{cc}_{xy}$ and $\text{sc}_y$ converges to $0$ on each iteration. The PSC update equation can consequently be simplified to incorporate only the self-organizing term. Notice that by keeping $\alpha$ and nullifying both $\beta$ and $\gamma$, the PSC generalizes to the $k$-means with momentum and stochastic learning rate,

$$v(t+1) = \sum_{y \in \mathbb{C}_x(t)} \omega v(t) + \alpha \varphi_{so}(y - \bar{x}(t)), \quad (4.45)$$

$$= \sum_{y \in \mathbb{C}_x(t)} \frac{\omega y(t)}{|\mathbb{C}_x(t)|} + \frac{\omega y(t)}{|\mathbb{C}_x(t)|} \left( y - \bar{x}(t) \right), \quad (4.46)$$

$$x(t+1) = \sum_{y \in \mathbb{C}_x(t)} \bar{x}(t) + \tilde{v}(t+1), \quad (4.47)$$

$$= x(t) + \frac{1}{|\mathbb{C}_x(t)|} \sum_{y \in \mathbb{C}_x(t)} \omega v(t) + \alpha \varphi_{so}(y - x(t)). \quad \blacksquare \quad (4.48)$$

**Case 1: $\alpha = 0$**

When $\alpha = 0$, a problematic condition emerges. Without the self-organizing vector and zero initial velocity (e.g. $\alpha = 0$ and $v(0) = 0$), particles will only be attracted to its starting position and assume zero velocity throughout. When $\alpha = 0$ and $v(0) \neq 0$, the trajectory of the particle is
determined by its momentum or residual velocity. This obvious case is seen as follows,

\[ v(t+1) = \omega(t)v(t) + \alpha \varphi_{sc}(y - x(t)) + \beta \varphi_{co}(p_{xy}(t) - x(t)) + \gamma \varphi_{sc}(g_{y}(t) - x(t)) \]

\[ = \omega(t)v(t) + \beta \varphi_{co}(p_{xy}(t) - x(t)) + \gamma \varphi_{sc}(g_{y}(t) - x(t)) \]  \hspace{1cm} (4.49)

In case of \( v(0) \neq 0 \) and \( \alpha = 0 \), each particle is expected to oscillate around \( x(0) \) with exponentially decreasing velocity, until it finally stagnates as the residual velocity depletes. The personal and global best will be updated if and only if the angle between the velocity vector \( v(t) \) and \( p_{xy}(t) - y \) is less than 90 degrees. From this observation we show that the value for \( \beta \) and \( \gamma \) are ineffective if \( \alpha = 0 \).

The PSC guarantees convergence as long as \( \alpha \) is nonzero and inside the convergence bounds as described in Equation 4.37. The resultant vector of the PSC movement generalizes to a vector of maximum likelihood estimate for each \( y \in C_x \) when seen at a higher level. An interesting observation is that zero values in \( \beta \) and \( \gamma \) has negligible effect in term of convergence. Hence Theorem 4.1 suggests:

1. \( \beta \) and \( \gamma \) are redundant, and
2. PSC as sensitive to initialization as \( k \)-means.

In 2010, Szabo et al. performed an empirical analysis with regards to the effect of \( \alpha, \beta, \) and \( \gamma \) to the trajectory of PSC particles where they observed this particular convergence phenomenon [85]. Based on the experiments presented in their manuscript, Szabo et al. suggested that “there were no much gain obtained with the PSC when compared with a standard self-organizing clustering methods”—i.e. when \( \alpha \) is held constant, \( \beta = \gamma = 0 \). However, the reason behind the phenomenon were not explained. Theorem 4.1 therefore provide the theoretical proof necessary to complete their analysis [85].

### 4.4.2 Particle Behavior

We generate a two dimensional artificial dataset using the equation of a circle: 

\[ y_1(\theta) = r_1 \cos(\theta) + c_1 \]  
\[ y_2(\theta) = r_2 \sin(\theta) + c_2 \]

Three non-overlapping circles are generated by varying \( r \) and \( c \), representing three clusters. The behavior of each particle on this dataset under various parameter
settings is shown in Figure 4.4. The consequence of Theorem 4.1 can be directly observed in this figure. It can be observed that when $\alpha$ is zero, the values of $\beta$ and $\gamma$ have no effect. This is obvious particularly in Figure 4.4c and Figure 4.4d where all particles stay stationary in its initial position. Specifying $\alpha$, $\beta$, and $\gamma$ from the stability bound in Equation 4.31 results in a cyclical movement as expected. Specifying $\alpha$, $\beta$, and $\gamma$ based on the stability bound specified in Equation 4.37, each particle finally converges to the center of each cluster.

Another experiment were done using the five Gaussian dataset where the algorithm was executed using parameters specified by the stability bounds in Figure 4.5, with $\alpha > 0$ and a randomized $\beta$ and $\gamma$ (inside the stability bounds). After numerous trials the trajectory of the particles on this dataset were as shown in Figure 4.5 which clearly shows the PSC’s sensitivity to initialization.

All PSC families, including the original Cohen - de Castro’s PSC [75], Szabo’s mPSC [74], and Szabo’s FPSC [70], share the behavior depicted in Figure 4.4 and Figure 4.5. Based on their this observation, we propose that the three algorithms, although proposed under varying names and time frames, are conceptual duplicates of the original PSC.

4.5 Performance Analysis

The performance of the algorithms of the PSC families were evaluated against Fisher’s Iris dataset [163], Wine dataset, and Spam Emails dataset, all of which are openly available from the UCI machine-learning repository [84]. The machine used in this simulation is a laptop computer with Intel Core i5 M520 @ 2.4 Ghz, 4 GB of RAM, running Windows 7. All simulations were done in MATLAB 7.10.0 (R2010a).

The performance were investigated using two internal cluster validation indices: the Generalized Dunn Index $V_{GDN}$ and Simplified Silhouette Criterion $V_{SSWC}$; and two external cluster validation indices: Purity $V_P$ and Normalized Mutual Information $V_{NMI}$. A detailed explanation on the cluster validation indices are provided in Section 2.4.

The competing algorithms were the $k$-means++, Fuzzy $c$-means, and RCE$^{++}$ (2014) [55]. All algorithms were fairly selected as they are all based on the voronoi tessellation principles. The parameters for the PSC families were set as follows: $\alpha = \beta = \gamma = K/|Y|$, $\text{iter}_{\text{max}} = 200$. Each experiment was repeated 300 times.
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(a) $\alpha = 1, \beta = 0, \gamma = 0, \omega = 0.5$, Cyclical trajectory, does not converge.

(b) $\alpha = 1, \beta = 0.5, \gamma = 0.5, \omega = 0.5$, Cyclical trajectory, does not converge.

(c) $\alpha = 0, \beta = 1, \gamma = 1, \omega = 0.5$, stationary, does not converge.

(d) $\alpha = 0.01, \beta = 0, \gamma = 1, \omega = 0.5$, $v(0) = 0$ oscillates around initial position, does not converge.

(e) $\alpha = 0.01, \beta = 0, \gamma = 0, \omega = 0.5$, $\{\alpha, \beta, \gamma\} < \frac{2 + 2\omega}{|C_x|}$, converges according to the maximum likelihood (k-means) trajectory. Sensitive to initial position.

(f) $\alpha = 0.01, \beta = 0, \gamma = 0.005, \omega = 0.5$, $\{\alpha, \beta, \gamma\} < \frac{2 + 2\omega}{|C_x|}$, converges according to the maximum likelihood (k-means) trajectory. Sensitive to initial position.

Figure 4.4: Trajectory of the PSC/mPSC/FPSC particles on an artificial dataset.

(A) Optimal (desired) (B) Suboptimal 1 (C) Suboptimal 2

(D) Suboptimal 3 (E) Suboptimal 4 (F) Suboptimal 5

Figure 4.5: Trajectory of the PSC/mPSC/FPSC particles on the five Gaussian dataset with numerous random seeding shows PSC’s sensitivity to initialization.
4.5.1 Fisher - Iris Dataset

4.5.1.1 General Overview

The Fisher-Iris dataset [163] contains 150 instances of iris flowers collected in Hawaii. The dataset consists of 50 samples from each of three species of Iris (Iris setosa, Iris virginica and Iris versicolor). Four features were measured including sepal length, sepal width, petal length, and petal width.

The $p$-value matrix for testing the hypothesis of no correlation between features/classes can be seen in Table 4.2. The distribution of the features can be seen in the plot matrix in Figure 4.6. It can be seen from these information that even though the features are highly correlated with one another, each feature encodes additional information that would assist with the species identification task. For example, at least one of the petal information (either length or width) needs to be retained to enable reliable segmentation of Iris virginica and Iris versicolor.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Setosa</th>
<th>Virginica</th>
<th>Versicolor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sepal Length</td>
<td>0.18</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Sepal Width</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Petal Length</td>
<td>&lt;0.01</td>
<td>&lt;0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Petal Width</td>
<td>&lt;0.01</td>
<td>0.15</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>

4.5.1.2 Choosing the Distance Quantifier

Botanists characterize the species of iris flowers by looking at the morphological characteristics of their sepals and petals [163]. The intraspecies variability with regards to the size of the petals and sepals are linearly proportionate to the flower’s overall size. This variability is captured accordingly in Fisher’s Iris dataset [163], where the flowers in each species can be seen probabilistically distributed in an elongated multivariate Gaussian mixture.

In the scatter plot matrix in Figure 4.6, it can be observed that Iris Setosa is linearly separable to the two others in the euclidean space; while the remaining two slightly overlaps. What makes the Iris dataset problematic is the fact that the data are distributed in rotated hyper-ellipsoids. Globular metrics (e.g. Euclidean, Chebyshev, Manhattan, etc.) are therefore unsuitable for this data. As the intraclass correlation is considerably high, the dataset can be clustered easily using Pearson’s correlation. However, correlation distances only specifies the relationship between
features but not the extent to which they scale. As it is important to note that the size of a flower has to be normally distributed for each species of Iris, using Pearson’s correlation as the clustering metric would lead to a somewhat flawed assumption (e.g. sepals and petals of an iris flower do not grow to $\infty$ centimeters, neither would their lengths be negative).

Mahalanobis distance allows a clustering algorithm to cluster and consecutively learn the sample within-cluster covariance matrix. As the intraspecies relationship between sepals and petals follows the multivariate normal distribution, the Mahalanobis distance family may be chosen as the appropriate metric for this particular clustering problem. We utilized the Squared Mahalanobis Distance for this experiment due to its convenient quadratic loss property.

### 4.5.1.3 Cluster Validity Analysis

A successful clustering scenario using the Mahalanobis distance can be seen in Figure 4.7.

The result of various clustering algorithms on this particular dataset using the distance quantifier is shown in Table 4.3. The significance of each algorithm is benchmarked against $k$-means using Wilcoxon rank sum test for testing equal median. For this dataset, the fuzzification parameter is set to 1.4 for both FCM and FPSC.
Figure 4.7: A Successful Clustering of the Fisher-Iris dataset ($\mathcal{Q}_r = 0.97$, algorithm: RCE$^+ r^+$). Fuzzification parameter $m = 2$. 
Table 4.3: Performance of the PSC families relative to other clustering algorithms on Fisher-Iris dataset (distance quantifier: Squared Mahalanobis Distance). Bold font denotes statistically significant results: black font indicates higher median; red font indicates lower median.

<table>
<thead>
<tr>
<th></th>
<th>(\mathcal{V}_{SWC})</th>
<th>(\mathcal{V}_{GDN})</th>
<th>(\mathcal{V}_{Purity})</th>
<th>(\mathcal{V}_{NMI})</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(\mu) median (Q_1) (Q_3) (p)</td>
<td>(\mu) median (Q_1) (Q_3) (p)</td>
<td>(\mu) median (Q_1) (Q_3) (p)</td>
<td>(\mu) median (Q_1) (Q_3) (p)</td>
</tr>
<tr>
<td>(k)-means++</td>
<td>0.46 0.47 0.46 0.53</td>
<td>0.57 0.52 0.36 0.72</td>
<td>0.85 0.87 0.85 0.89</td>
<td>0.72 0.72 0.69 0.74</td>
</tr>
<tr>
<td>fuzzy (c)-means</td>
<td>0.48 0.49 0.36 0.57</td>
<td>0.59 0.57 0.24 0.81</td>
<td>0.81 0.87 0.80 0.89</td>
<td>0.72 0.74 0.70 0.75</td>
</tr>
<tr>
<td>PSC</td>
<td>0.74 0.75 0.74 0.75 &lt;0.01</td>
<td>0.43 0.44 0.42 0.50 &lt;0.01</td>
<td>0.64 0.62 0.61 0.63 &lt;0.01</td>
<td>0.62 0.62 0.61 0.63 &lt;0.01</td>
</tr>
<tr>
<td>mPSC</td>
<td>0.75 0.75 0.74 0.76 &lt;0.01</td>
<td>0.52 0.51 0.46 0.60 0.59</td>
<td>0.64 0.62 0.59 0.66 &lt;0.01</td>
<td>0.62 0.62 0.61 0.63 &lt;0.01</td>
</tr>
<tr>
<td>FPSC</td>
<td>0.74 0.75 0.73 0.75 &lt;0.01</td>
<td>0.44 0.44 0.42 0.47 &lt;0.01</td>
<td>0.95 0.96 0.95 0.96 &lt;0.01</td>
<td>0.84 0.85 0.83 0.87 &lt;0.01</td>
</tr>
<tr>
<td>RCE(^{r+})</td>
<td>0.78 0.79 0.77 0.80 &lt;0.01</td>
<td>1.74 1.81 1.57 1.98 &lt;0.01</td>
<td>1.74 1.81 1.57 1.98 &lt;0.01</td>
<td>1.74 1.81 1.57 1.98 &lt;0.01</td>
</tr>
</tbody>
</table>

The results from Table 4.3 shows that on the Fisher-Iris dataset, only RCE\(^{r+}\) achieved higher median in all performance aspects when compared with \(k\)-means. PSC, mPSC, and FPSC performed poorly on this dataset, further investigation revealed that the algorithm frequently assigned the two overlapping classes as a single cluster. Although this grouping is somewhat acceptable in clustering point of view (denoted by the higher \(\mathcal{V}_{SSWC}\)), in terms of the external validity measures this phenomenon were considered as a degradation in performance. The highest median was achieved by RCE\(^{r+}\) with 0.96 purity. Further insights on the RCE\(^{r+}\) will be covered in the next chapter.

In terms of time and memory complexity, the PSC families were considerably more expensive in comparison to \(k\)-means, fuzzy \(c\)-means and RCE\(^{r+}\). The PSC families required around 1800ms and 38 Kilobytes of memory on average on this dataset. RCE\(^{r+}\) required 361ms and 14.7 Kilobytes of memory. The lowest complexity was achieved by both \(k\)-means and fuzzy \(c\)-means with 5ms and 13 Kilobytes of memory.
4.5.2 Wine Dataset

4.5.2.1 General Overview

The wine dataset summarizes the results of a chemical analysis of wines grown in the same region in Italy, derived from three different cultivars. The analysis determined the quantities of 13 constituents found in each of the three types of wines. This dataset is convex, relatively well behaved and linearly separable, which makes it suitable for testing the repeatability of a clustering algorithm. This dataset and its description can be downloaded from [84].

The wine dataset contains 178 wines with 13 features as listed in Table 4.4. Table 4.4 presents the P-value Matrix for testing the hypothesis of no correlation. From this table it is easy to observe that many of the features are redundant. The scatter plot matrix showing only 6 of the 13 features can be seen in Figure 4.8.

Figure 4.8: Six features out of the 13 from the wine dataset.

Figure 4.8 shows that the wines from the first, second, and third cultivars can be clustered using only 6 of the available features. Even though the best practice would be to select only the features that are not redundant, for this experiment we used all 13 features to investigate the robustness of each clustering algorithm when dealing with redundant information.
Table 4.4: Wine Features: P-value Matrix for testing the hypothesis of no correlation against the alternative that there is a non-zero correlation.

|            | Alcohol | Malic Acid | Ash | Alcalinity of Ash | Magnesium | Total Phenols | Flavanoids | Nonflavanoid phenols | Proanthocyanins | Color intensity | Hue | OD280/OD315 | Proline | Cultivar A | Cultivar B | Cultivar C |
|------------|---------|------------|-----|-------------------|-----------|---------------|------------|----------------------|----------------|----------------|-----|------------|---------|           |           |           |
| 1. Alcohol | 0.21    | <0.01      | <0.01 | <0.01             | <0.01     | 0.04          | 0.07       | <0.01               | 0.34           | 0.34          | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 2. Malic Acid | 0.03    | <0.01      | 0.47 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 3. Ash     | <0.01   | <0.01      | 0.09 | 0.13              | 0.01      | 0.90          | <0.01      | 0.32                | 0.96           | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.04     |
| 4. Alcalinity of Ash | 0.27 | <0.01 | <0.01 | <0.01             | <0.01     | 0.80          | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.02     |
| 5. Magnesium | <0.01  | <0.01      | <0.01 | <0.01             | <0.01     | 0.46          | 0.38       | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.81     |
| 6. Total Phenols | <0.01 | <0.01 | <0.01 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 7. Flavanoids | <0.01  | <0.01      | 0.02 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 8. Nonflavanoid phenols | <0.01 | 0.06 | <0.01 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | 0.88          | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 9. Proanthocyanins | 0.74 | <0.01 | <0.01 | <0.01             | <0.01     | 0.46          | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 10. Color intensity | <0.01 | <0.01 | <0.01 | <0.01             | <0.01     | 0.06          | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 11. Hue | <0.01 | <0.01 | <0.01 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 12. OD280/OD315 | <0.01 | <0.01 | <0.01 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
| 13. Proline | <0.01 | <0.01 | <0.01 | <0.01             | <0.01     | <0.01         | <0.01      | <0.01               | <0.01         | <0.01         | <0.01| <0.01      | <0.01   | <0.01      | <0.01     |
4.5.2.2 Choosing the Distance Quantifier

The scatter plot matrix in Figure 4.8 shows that, due to the correlated features, the wines are distributed in a combination between globular and rotated multivariate Gaussians. This phenomenon can be observed in scatter plot between proline and color intensity; alcohol and flavanoids; flavanoids and proline.

We selected the Jensen-Shannon (JS) distance (square root of the Jensen-Shannon Divergence) as the distance quantifier to cope with these redundancies. The features are first converted into cumulative probability distribution by fitting the beta distribution on each normalized feature.

The cumulative distribution calculates the area under the beta curve which is particularly useful for this dataset because it directly quantifies the cumulative probability $p(x_i < x_{ij} | \theta_\beta)$ — $i$ denotes the feature index and $j$ denotes the observation index. In terms of magnesium content, for example, it can be conveniently translated as the probability of getting a type of wine with lower magnesium concentration than the wine at hand, given that we know the distribution of magnesium over all wines in the dataset.

4.5.2.3 Cluster Validity Analysis

A successful clustering scenario using the JS distance can be seen in Figure 4.9.

The result of various clustering algorithms on this particular dataset using the distance quantifier is shown in Table 4.5. The significance of each algorithm is benchmarked against $k$-means using Wilcoxon rank sum test for testing equal median. For this dataset, the fuzzification parameter is set to 1.4 for both FCM and FPSC.

The results from Table 4.5 shows that on the Wine dataset, only $\text{RCE}^{r+}$ achieved a statistically significant higher median on both internal cluster validity indices ($\mathcal{V}_{SSWC}$ and $\mathcal{V}_{GDN}$) compared to $k$-means. All other algorithms, including Fuzzy $c$-means, PSC, mPSC, and FPSC, achieved lower $\mathcal{V}_{SSWC}$ on this dataset. With regards to $\mathcal{V}_P$ Although there is no significant difference in terms of median between $\text{RCE}^{r+}$ and $k$-means, the purity average ($\mu(\mathcal{V}_P)$) of $\text{RCE}^{r+}$ is closer to the median compared to that of $k$-means, which implies that $k$-means has a slightly skewed distribution due to its heavier left tail. Nevertheless, all algorithms achieved a satisfactory median purity up to as high as 0.97 on this dataset through a completely unsupervised process. The result shows that the appropriateness of use of the cumulative probability and $\beta$-distribution fitting scheme together with the Jensen-Shannon distance.
Figure 4.9: A Successful Clustering of the Wine dataset using Jensen-Shannon distance ($\Psi_P = 0.97$, algorithm: RCE$^e$). Values are expressed in terms of cumulative probability. Fuzzification parameter $m = 2$. 
Table 4.5: Performance of the PSC families relative to other clustering algorithms on Wine dataset (distance quantifier: Jensen-Shannon distance). Bold font denotes statistically significant results: black font indicates higher median; red font indicates lower median.

<table>
<thead>
<tr>
<th></th>
<th>( V_{SSWC} )</th>
<th></th>
<th>( V_{GDN} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \mu )</td>
<td>median</td>
<td>( Q_1 )</td>
</tr>
<tr>
<td>( k )-means++</td>
<td>0.454</td>
<td>0.457</td>
<td>0.457</td>
</tr>
<tr>
<td>fuzzy c-means</td>
<td>0.339</td>
<td>0.363</td>
<td>0.363</td>
</tr>
<tr>
<td>PSC</td>
<td>0.446</td>
<td>0.448</td>
<td>0.440</td>
</tr>
<tr>
<td>mPSC</td>
<td>0.425</td>
<td>0.439</td>
<td>0.429</td>
</tr>
<tr>
<td>FPSC</td>
<td>0.442</td>
<td>0.446</td>
<td>0.437</td>
</tr>
<tr>
<td>RCE(^+)</td>
<td>0.459</td>
<td>0.458</td>
<td>0.457</td>
</tr>
</tbody>
</table>

In terms of time and memory complexity, the PSC families were considerably more expensive in comparison to \( k \)-means, fuzzy c-means and RCE\(^+\). The PSC families required up to 5700 ms and 103 Kilobytes of memory on average on this dataset. RCE\(^+\) required 556.88 ms and 33.8 Kilobytes of memory. The lowest complexity was achieved by both \( k \)-means and fuzzy c-means with 15ms and 19.5 Kilobytes of memory.

### 4.5.3 Spam E-mail Dataset

#### 4.5.3.1 General Overview

The spam email dataset is originally donated by George Forman from Hewlett-Packard for the development of a reliable spam filtering. The dataset is available online from the UCI machine learning dataset [84]. The dataset contains 57 features which are extracted from 4601 emails (2788 spam emails, and 1813 non-spam emails). The features can be summarized in Table 4.6. The task
in this dataset is straightforward, which is to classify spam and non-spam emails based on the available features.

**Table 4.6:** Spam dataset feature overview, as reported in the original dataset

<table>
<thead>
<tr>
<th>Feature type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>48 continuous real [0,100] attributes of type word_freq_WORD</td>
<td>percentage of words in the e-mail that match WORD, i.e. $100 \times \frac{\text{number of times the WORD appears in the e-mail}}{\text{total number of words in e-mail}}$. A ‘word’ in this case is any string of alphanumeric characters bounded by non-alphanumeric characters or end-of-string.</td>
</tr>
<tr>
<td>6 continuous real [0,100] attributes of type char_freq_CHAR</td>
<td>percentage of characters in the e-mail that match CHAR, i.e. $100 \times \frac{\text{number of CHAR occurrences}}{\text{total characters in e-mail}}$.</td>
</tr>
<tr>
<td>1 continuous real [1,...] attribute of type capital_run_length_average</td>
<td>average length of uninterrupted sequences of capital letters</td>
</tr>
<tr>
<td>1 continuous integer [1,...] attribute of type capital_run_length_longest</td>
<td>length of longest uninterrupted sequence of capital letters</td>
</tr>
<tr>
<td>1 continuous integer [1,...] attribute of type capital_run_length_total</td>
<td>sum of length of uninterrupted sequences of capital letters</td>
</tr>
</tbody>
</table>

It is important to understand that this dataset is normally used for supervised learning. In this experiment we are interested on whether this classification problem can be solved using an unsupervised process. The performance will therefore depend on the landscape or distribution of the data, the appropriateness of the distance measure and the efficiency of the clustering algorithm.

This dataset is relatively bigger than iris and wine dataset, with an approximate size of 2 megabytes. From the performance of PSC families on the past datasets, it is to be expected that the PSC families would perform very slowly on this dataset due to their high complexities.

**4.5.3.2 Choosing the Distance Quantifier**

In a situation where one is required to filter meaningful emails from spams, it is natural to see “frequency of a word” as a probabilistic measure instead of a number because one does not simply count how many spam keywords are there in an email and compare their repetitions against any predefined threshold. The natural way is rather to investigate whether certain “keywords” appear or even dominate the content of the email. The emails whose observable patterns share similar characteristics to those marked as spam are then more likely to be assigned in the spam group. Based on this analysis we believe that the Symmetrical Kullback Leibler (KL) divergence with the column-normalized feature (e.g. each column sums to 1) may be an appropriate distance quantifier for this dataset. The column-normalization is essential to convert the feature vector into a probability mass function (PMF) where $p_X(x) : X \rightarrow [0, 1, 2, \ldots, 57]$. 
Similarly to the wine-dataset, the features in the spam dataset needs to be converted into cumulative distribution function (CDF) by fitting the beta distribution on each feature. However, the data needs to be preprocessed prior to the conversion. The details are as follows.

The features in this dataset are excessively leptokurtic, which is to be expected because contextually the probability of “absence of a word” has to be higher than “repetition of a word” due to the following. Consider two specific words, say “meeting” and “3d”, where “meeting” has been used in an example email conversation. Let us further assume that the word “3d” is out of context. On one hand, the word “meeting” will naturally repeat during the course of the conversation to preserve contextual coherence. On the other hand, the word “3d” is nonexistent, simply because it is out of the context of the conversation. Based on this analysis we apply logarithmic transformation (e.g. $\log(1 + x)$) to each feature such that higher frequency repetitions are assigned fairer weights compared to absence. These log-transformed features are then scaled from 0 to 1 and fitted with the beta distribution.

4.5.3.3 Cluster Validity Analysis

A successful clustering scenario using the Symmetrical KL-divergence can be seen in Figure 4.10. The result of various clustering algorithms on this particular dataset using the distance quantifier is shown in Table 4.5. The significance of each algorithm is benchmarked against $k$-means using Wilcoxon rank sum test for testing equal median. For this dataset, the fuzzification parameter is set to 1.4 for both FCM and FPSC.

The results from Table 4.5 shows that on the this dataset, only $RCE^{r+}$ achieved higher median in all cluster validity indices compared to $k$-means. Nevertheless, all algorithms achieved a satisfactory purity up to as high as 0.88 on this dataset through a completely unsupervised process which shows that the task can be elegantly tackled with the appropriate use of cluster analysis.

In terms of time and memory complexity, $RCE^{r+}$ were slightly more expensive than fuzzy $c$-means (8 seconds, 2.3 MB memory compared to 6.6 seconds 2.2 MB memory). The lowest complexity was achieved by $k$-means with 381ms and 2.1 Megabytes of memory. The PSC families were considerably more expensive, inefficient, yet yield poorer results in comparison to the other algorithms on this dataset. The PSC families required up to 200 seconds at the worst case with as high as 8.5 Megabytes of memory (about 4.25 times the size of the dataset itself).
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(a) Clustered non-spam emails: Individual samples and the learned Probability Mass Function (PMF).

(b) Clustered spam emails: Individual samples and the learned PMF.

Figure 4.10: A Successful Clustering of the Spam dataset using Symmetrical Kulback-Leibler Divergence (\(D_P = 0.901\), algorithm: RCE\(^+\)), thick line in each graph denotes the learned PMF, which is the probabilistic barycenter of the 57-dimensional KL Voronoi region inferred from the data using RCE\(^+\). Values are expressed in terms of column-normalized \(\beta\)-CDF.
### 4.6 Conclusion

This chapter focuses on the analysis of Particle Swarm Clustering variants including PSC, modified PSC (mPSC), and Fuzzy PSC (FPSC). Thorough theoretical investigation and empirical validation has been conducted. Our contributions are summarized as follows.

We have analyzed the theoretical and empirical computational and memory complexity of PSC in Section 4.3 where we unravel a number of important efficiency issues which restricts the algorithm applicability to only smaller datasets. For example, with a 400x1000 data matrix, on each iteration the PSC already suffers from a significant 2000% slow-down compared to \( k \)-means. In order to cluster 1000 observations of 1000 dimensional double precision data into 256 clusters, the algorithm variants require as much as 2GB memory; whereas \( k \)-means, fuzzy \( c \)-means, and Rapid Centroid Estimation (RCE, [55]) require memory allocation of lower than 15MB. Ironically, empirical results on benchmark data from [84] presented in Table 4.3, Table 4.5, and Table 4.7 show that these high complexities do not generally translate into any increase in cluster quality.
We derived the stability criteria and provided a detailed proof of convergence for the PSC algorithm in Theorem 4.1. The proof reveals a problematic cyclical trajectory of the particles using parameter selection outlined in the standard PSO (Lemma 3.1.1). Interestingly this crucial character is discussed neither in the initial manuscript [75] nor its follow ups [70, 74, 85].

When the convergence bounds described in Equation 4.37 are properly satisfied, an even more interesting phenomenon is observed. PSC guarantees convergence as long as the self-organizing constant is nonzero. Furthermore, both social and cognitive parameters have negligible effect to the swarm’s convergence, which implies that these parameters are redundant. The ultimate implication of this theorem is that the PSC generalizes to the $k$-means, retaining all of its performance aspects including the most severe: the curse of initial position. Szabo et al. [85] observed this particular convergence phenomenon in their empirical experiment [85] and suggested that “there were no much gain obtained with the PSC when compared with a standard self-organizing clustering methods” [85]. However, the reason behind the phenomenon were not further explained. Theorem 4.1 provides the theoretical proof necessary to complete their analysis.

Finally, empirical testing suggests that all PSC families, including the original PSC [75], Szabo’s mPSC [74], and Szabo’s FPSC [70], share the exact particle behavior. The three algorithms, although proposed under varying names and time frames, are conceptual duplicates of the original PSC.
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Rapid Centroid Estimation

RAPID CENTROID ESTIMATION (RCE) is a semi-stochastic clustering algorithm that we proposed to address the complexity bottleneck of Cohen - de Castro’s Particle Swarm Clustering (PSC). The RCE was originally proposed as a lightweight simplification of the PSC algorithm [4, 71–73]. RCE retains the quality of PSC with greatly reduced computational complexity and increased stability. This chapter explains the conceptual journey of the RCE since its prior proposal in 2012 [71, 73], the formulation of the paradigms to address its sensitivity to initialization in 2013 [4, 72], and its further simplification in the 2014 proposition [55].

This chapter is organized as follows. Section 5.1 provides a brief recap on the challenges of the PSC discussed previously in Chapter 2. Section 5.2 defines the basic building blocks. Section 5.3 provides the algorithmic fundamentals. Section 5.4 analyzes the complexity of the RCE algorithm both theoretically and empirically. Section 5.5 analyzes the trajectory and behavior of the RCE particle. Section 5.6 proposes some strategies applicable to reduce the likelihood of the RCE particles converging to suboptimum solution. Section 5.7 summarizes the comparative results of the algorithm on some of the datasets available in UCI machine learning dataset repository [84] as reported in our 2012 publication [4]. Finally, Section 5.8 concludes the chapter.

5.1 The PSC and its Challenges

Despite its excruciatingly expensive computational and memory cost, the PSC suffers the exact same limitations of a standard k-means. As has been analyzed in the previous section, these challenges mainly arise due to the inefficient algorithmic construct and lack of theoretical analysis
on the algorithm. This section reviews the major findings and analysis that we have done in the previous chapter which realization leads to the formulation of the RCE [71, 73].

5.1.1 Computational Complexity

The PSC computational complexity arise mainly due to the external loop for each data. The following comparative summary between a simplified pseudocode of PSC (Algorithm 5.18) vs a simplified pseudocode for $k$-means (Algorithm 5.19) should explain the reason behind the PSC computational complexity.

Algorithm 5.18 Cohen - de Castro’s Particle Swarm Clustering (PSC) - simplified

Input: Data points $Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{dim}$, # of clusters $K$, PSC swarm parameters.
Output: Centroid vectors $X = \{x_1, \ldots, x_K\} \in \mathbb{R}^{dim}$.

1: Initialize the swarm
2: repeat
3: for all $y \in Y$
4: Calculate the pairwise distance between $X$ and $y$.
5: Update the Social and Cognitive matrices,
6: Generate random vectors $\varphi_{sc}$, $\varphi_{co}$, and $\varphi_{cs}$,
7: update particle velocity and position.
8: end for
9: Redirect particles with no member towards the winning particle
10: until Convergence or maximum iteration reached
11: return $X = \{x_1, \ldots, x_K\} \in \mathbb{R}^{dim}$

Algorithm 5.19 $k$-means - simplified

Input: Data points $Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{dim}$, # of clusters $K$
Output: Centroid vectors $X = \{x_1, \ldots, x_K\} \in \mathbb{R}^{dim}$.

1: Initialize position
2: repeat
3: Calculate the pairwise distance matrix between $X$ and $Y$.
4: Calculate the crisp membership matrix $U$
5: Update $X$.
6: until Convergence
7: return $X = \{x_1, \ldots, x_K\} \in \mathbb{R}^{dim}$

It can be easily observed that the bottleneck in the PSC algorithm compared to $k$-means resides at line 3: $forall y \in Y$. From the empirical experiments in the previous chapter, we notice that the complexity of line 3 is significant as shown in Figure 5.1. With a 400x1000 data matrix, on each iteration the PSC already suffers from a significant 2000% slow-down compared to $k$-means.

This time complexity bottleneck inevitably translates to the slow convergence of PSC families in general clustering problems. As the iteration continues the cumulative inefficiency of PSC significantly stretches the overall time required for the algorithm to converge. The experiment
regarding this phenomenon has been done in the previous chapter, which results are summarized as follows.

(a) Time complexity of PSC distance computation.

(b) Time complexity of $k$-means distance computation.

Figure 5.1: Time complexity of the distance computation of PSC vs $k$-means: Original Figure can be seen in Figure 4.1.

Table 5.1: Comparison between time complexities (milliseconds) and median purities of various algorithms on the experiments in the previous chapter. The high time complexities of the PSC families do not generally translate into higher quality result.

<table>
<thead>
<tr>
<th></th>
<th>Iris</th>
<th>Wine</th>
<th>Spam Email</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time (ms)</td>
<td>Med $\Omega_P$</td>
<td>Time (ms)</td>
</tr>
<tr>
<td>$k$-means++</td>
<td>5</td>
<td>0.873</td>
<td>16</td>
</tr>
<tr>
<td>fuzzy $c$-means</td>
<td>5</td>
<td>0.873</td>
<td>147</td>
</tr>
<tr>
<td>PSC</td>
<td>1883</td>
<td>0.623</td>
<td>5734</td>
</tr>
<tr>
<td>mPSC</td>
<td>1739</td>
<td>0.643</td>
<td>5174</td>
</tr>
<tr>
<td>FPSC</td>
<td>1857</td>
<td>0.617</td>
<td>3768</td>
</tr>
<tr>
<td>RCE$^{++}$</td>
<td>361</td>
<td>0.957</td>
<td>557</td>
</tr>
</tbody>
</table>

5.1.2 Memory Complexity

The algorithms of the PSC families are considerably expensive in terms of memory complexity. Our benchmark test revealed that in order to cluster 1000 observations of 1000 dimensional double precision data, the PSC families require as much as 2GB memory; whereas $k$-means, fuzzy $c$-means, and RCE$^{++}$ require memory allocation of lower than 15MB. More information can be seen in the experiment in the previous chapter, in particular Figure 4.3 and Table 4.1.

This relatively high memory requirement poses a significant scalability bottleneck when dealing with larger, higher dimensional datasets. We summarize the memory requirement of the PSC
families vs $k$-means fuzzy $c$-means and RCE$^+$ on the Iris, Wine, and Spam email datasets obtained in the previous chapter.

| Table 5.2: Comparison between memory complexities (bytes) and median purities of various algorithms on the experiments in the previous chapter. Similarly to the high time complexity, the high memory complexities of the PSC families do not generally translate into higher quality result. |
|-------------------------------------------------|------------------|----------------|------------------|------------------|------------------|------------------|
| Iris                                           | Wine             | Spam Email     |
|                                                | Memory $\mathcal{V}$ | Med $\mathcal{P}$ | Memory $\mathcal{V}$ | Med $\mathcal{P}$ | Memory $\mathcal{V}$ | Med $\mathcal{P}$ |
| $k$-means++                                    | 12942            | 0.873          | 19559            | 0.972            | 2109149          | 0.885            |
| fuzzy $c$-means                                | 12554            | 0.873          | 24650            | 0.972            | 2219739          | 0.858            |
| PSC                                           | 38073            | 0.623          | 102619           | 0.966            | 8543234          | 0.845            |
| mPSC                                          | 37913            | 0.643          | 103031           | 0.961            | 8541410          | 0.862            |
| FPSC                                          | 38097            | 0.617          | 100986           | 0.972            | 8543250          | 0.866            |
| RCE$^+$                                       | 14753            | 0.957          | 33832            | 0.972            | 2302100          | 0.886            |

Particularly in the spam email dataset, the PSC families requires 8.5 Megabytes memory compared to $k$-means which requires 2.1 Megabytes of memory. The algorithm also performs significantly slower than the other three. We present a complexity map of the benchmarked algorithms on the benchmarked datasets in Figure 5.2. Among the PSC variants, FPSC shows to be the most inefficient. In this Figure we can observe that, despite the complexity, the expensive costs of all the PSC algorithm variants do not generally translates into performance.

5.1.3 Redundancies and Sensitivity to Initialization

In Theorem 4.1 we have proven the convergence of PSC which validates Cohen - de Castro’s proposition on the self-organizing property of the PSC particles [75]. The proof, however, comes with rather intriguing implications.

The PSC monotonically minimizes the average distortion between each particle and data in its voronoi region — similarly to Stuart Lloyd’s $k$-means — by following the path of maximum likelihood which resembles the Expectation Maximization (EM) algorithm. The EM is very sensitive to initialization, however it guarantees convergence to a local minimum.

Theorem 4.1 proposes that the PSC generalizes to the EM algorithm (more specifically, the $k$-means) when the stability constraint in Equation 4.37 is satisfied. Consequently, PSC suffers from the limitations of $k$-means, including the most severe: initialization and suboptimal partitions.

The PSC strongly resembles stochastic $k$-means which learning rate depends solely on the self-organizing term. Furthermore, both social and cognitive terms can be omitted as their values are
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Figure 5.2: Complexity and Purity of the Benchmarked Algorithms.
only effective if and only if the self-organizing term is non-zero. Hence contrast to the claim by Cohen and de Castro [75], we propose that the convergence, and therefore, the performance of PSC is affected only by the self-organizing term, but neither the social nor the cognitive terms. This theoretical proof is in line with the empirical evidence observed by Szabo et al. [85], where they stated that “there were no much gain obtained with the PSC when compared with a standard self-organizing clustering methods” [85]. We encourage readers to refer to Theorem 4.1 for an in depth discussion with regards to this matter.

5.2 Definitions and Redefinitions

As can be seen previously in Algorithm 5.18, the PSC computational complexity arise mainly due to the external loop for each data. In RCE 2012 [71, 73], we propose that the PSC algorithm can be further simplified and even improved while still maintaining its algorithmic integrity. In this new construct, the external loop is made compact as a batch matrix operations as in \(k\)-means. The movement is updated by summing the resultant vector of each term. Although the memory complexity remains the same, the time complexity of each iteration can be significantly reduced [71]. In 2014, the discovery of Theorem 4.1 has unlocked the real potential of RCE, allowing it to process megabyte datasets and engage in consensus swarm clustering setting in quasilinear complexity [55].

In order to properly define the RCE, we first need to equip the abstract construct with the appropriate definitions. One might notice that some of the definitions are redefined from the ones used in PSC, and that the difference may seem very subtle. We would like to emphasize that these subtle differences are important for the proper interpretation of our proposed algorithm. The summary of the (re)definitions includes,

1. A new conceptual interpretation of “swarm” and “particles”, and how they interact with one another;
2. A new “modular” perspective on the swarm memory;
3. A computationally efficient movement update scheme which utilizes the resultant vector for each particles instead of individual vectors for each data;
4. A proposition for synthesizing cluster validity index to the PSC as an objective function for quantifying the quality of a voronoi tessellation, and;
5. A local minimum memory which stores the positions of particles that optimizes the given objective function.
The new definitions are explained in detail as follows.

**Definition 5.2.1 (Swarm).** A swarm $\Theta$ represents a candidate partition of a dataset $\mathbb{Y} \in \mathbb{R}^{dim}$. The swarm consists of particle tuples $p = \{\theta_1, \ldots, \theta_K\}$ and term memory matrices $T_l = \{\psi_{1(l)}, \ldots, \psi_{n(l)}\} \in \mathbb{R}^{dim}$ as follows,

$$\Theta = \{\{\theta_1, \ldots, \theta_K\}, \{\psi_{1(1)}, \ldots, \psi_{n(1)}\}, \ldots, \{\psi_{1(L)}, \ldots, \psi_{n(L)}\}\}$$

\hspace{1cm} (5.1)

$$= \{p, T_1, \ldots, T_L\}$$ \hspace{1cm} (5.2)

$n(l)$ denotes the number of vectors in the memory matrix. The cardinality of each term memory matrix is determined by the number of vectors it stores. For example, the social memory matrix stores $|T_{sc}| = |\mathbb{Y}_\Theta|$ vectors; the cognitive memory matrix stores $|T_{co}| = K \times |\mathbb{Y}_\Theta|$ vectors; the self-organizing memory matrix stores the data vectors $|T_{so}| = |\mathbb{Y}_\Theta|$; while the local minimum matrix stores $|T_{mi}| = K$ particle position vectors.

The number of particles, $K = |\mathbb{C}|$, specifies the number of desired voronoi regions $\mathbb{C} = \{\mathbb{C}_1, \ldots, \mathbb{C}_K\}$.

Note that with this new “modular” definition of the swarm, we can easily add or remove memories as if they were modules by specifying the set of terms $L$. For example, a conservative configuration would be to use all four terms $[4, 71, 73]$:

$$L_{PSC,RCE2012} = \{\text{self organizing, social, cognitive, minimum}\}$$ \hspace{1cm} (5.3)

If one wish to incorporate the proof from Theorem 4.1, we can obtain an approach as follows,

$$L_{RCE2014} = \{\text{self organizing, minimum}\},$$ \hspace{1cm} (5.4)

which has been utilized to our proposal of the Ensemble RCE (ERCE) in [55].

**Definition 5.2.2 (Particle).** The particle matrix $p$ is a 2-tuple matrix storing the position and velocity vector of each particle tuple $\theta_i = \{x_i, v_i\}; (x, v) \in \mathbb{R}^{dim}$ such that,

$$p = \{\{x_1, v_1\}, \ldots, \{x_K, v_K\}\},$$

\hspace{1cm} (5.5)

$$= \{\theta_1, \ldots, \theta_K\},$$

\hspace{1cm} (5.6)

$$= \{X, V\},$$

\hspace{1cm} (5.7)

where each particle $\theta_i$ governs a voronoi region $\mathbb{C}_i$, with voronoi cell $x_i$. Each data in $\mathbb{C}_i$ is crisply associated with the closest corresponding cell in the Euclidean space defined by the distance function.
Notice that there is a contrast to the original scheme where the cognitive memory is replaced with an external matrix indexed by the swarm. Representing the particles as a 2-tuple allows additional flexibility in adding/removing memories or even parallelizing the swarm [4, 55].

**Definition 5.2.3 (Position).** The position of a particle \( \mathbf{x} \in \mathbb{R}^{\text{dim}} \) is similarly defined as in PSC where \( \mathbf{x} \) denotes its literal location in the \( \text{dim} \)-dimensional Euclidean space. \( \mathbf{x} \) represents a potential prototype vector of the voronoi cell. The position of each particle is updated similarly to the standard PSC rule as follows,

\[
\mathbf{x}(t + 1) = \mathbf{x}(t) + \mathbf{v}(t + 1),
\]

where \( \mathbf{v} \) denotes the velocity vector of the corresponding particle.

**Definition 5.2.4 (Self-Organizing Memory).** The self-organizing memory of a swarm is simply a set of observations which are included for the cluster optimization,

\[
\mathbb{T}_\text{so} = \mathbb{Y}_\Theta.
\]

This definition allows the swarm to operate on subsampled/perturbed data. This property is important, especially when the RCE is deployed as parallel cooperative swarm or consensus/ensemble swarm [55].

**Definition 5.2.5 (Cognitive Memory).** Each particle \( \mathbf{p}_i \) is assigned by the swarm a \( \text{dim} \times N \) cognitive memory \( \mathbb{P}_i = \{\mathbf{p}_{i1}, \ldots, \mathbf{p}_{i|\mathbb{Y}_\Theta|}\} \in \mathbb{R}^{\text{dim}} \), where each vector in \( \mathbb{P}_i \) denotes the closest position of the \( i \)-th particle in relation to the \( j \)-th data vector in the self-organizing memory \( \mathbb{Y}_\Theta \). Notice that as each particle is assigned such matrix, the cognitive memory matrix of the swarm \( \mathbb{T}_\text{co} \) can therefore be defined as

\[
\mathbb{T}_\text{co} = \{\mathbb{P}_1, \ldots, \mathbb{P}_K\},
\]

where \( \mathbb{P}_i \) a \( \text{dim} \times N \) matrix storing the cognitive memory of the \( i \)-th particle as accordingly defined. The cardinality of the cognitive memory is therefore \( |\mathbb{T}_\text{co}| = K \times N \).

The cognitive memory is updated as follows,

\[
\mathbf{p}_j = \begin{cases} 
\mathbf{x} & \text{if } d(\mathbf{x}, \mathbf{y}_j) < d(\mathbf{p}_j, \mathbf{y}_j) \\
\mathbf{p}_j & \text{otherwise}
\end{cases},
\]

where \( j \) denotes the index of data vectors, \( d(\cdot, \cdot) \) denotes the distance between two vectors according to a pre-specified distance function.

**Definition 5.2.6 (Social Memory).** The swarm \( \Theta \) stores the social memory \( \mathbb{G} = \{\mathbf{g}_1, \ldots, \mathbf{g}_{|\mathbb{Y}_\Theta|}\} \in \mathbb{R}^{\text{dim}} \) where each vector in \( \mathbb{G} \) denotes the position of the particle that has been closest to the
corresponding data vector in the self organizing memory $Y_Θ$. The social memory matrix of the swarm $T_{sc}$ is defined as

$$T_{sc} = \{G\}. \quad (5.12)$$

The social memory is updated when a position with closer distance is discovered as follows,

$$g_j = \begin{cases} p_{ij} & \text{if } d(p_{ij}, y_j) < d(g_j, y_j) \\ g_j & \text{otherwise} \end{cases}, \quad (5.13)$$

where $i$ denotes the index of particles, $j$ denotes the index of data vectors.

**Definition 5.2.7 (Objective Function).** The RCE minimizes a user defined objective function, $f(X, C)$. Any internal or external cluster validity index, or any linear/product combination of multiple objective functions can be used as a possible function.

For the sake of simplicity, a generic objective function can be defined as, but not restricted to, the average distortion which is implemented as follows,

$$f_{\text{average distortion}}(X, C) = \frac{1}{K} \sum_{j=1}^{K} \sum_{i=1}^{N} u_{ij} d(y_j, x_i). \quad (5.14)$$

**Definition 5.2.8 (Local Minimum).** RCE stores the local minimum coordinates which is a matrix of positions of non-empty particles that minimize $f(X, C)$.

The minimum matrix returned by RCE is simply,

$$\forall t, X^{M} = \arg \min_X f(X, \forall C_X(t) \not\in \emptyset), \quad (5.15)$$

which is a set of all non-empty particles in $X$ that minimizes the objective function over all iterations.

**Definition 5.2.9 (Winning Particle).** A winning particle $θ_{win}$ is the particle which constituted voronoi region contains the most data compared to that of the rest of the particles in the swarm,

$$θ_{win} = \arg \max_θ |C_θ|. \quad (5.16)$$

**Definition 5.2.10 (Resultant Vector).** In the simplified PSC and RCE 2012 [4], the resultant vector $Ψ(x_i) \in \mathbb{R}^{dim}$ describes the trajectory vector experienced by the $i^{th}$ particle due to the $j^{th}$ attractor as specified by the $t^{th}$ term $ψ_j(t)$ in the voronoi region due to $x_i$. The formulation is as
follows,
\[
\Psi_{PSC}(x_i) = \sum_l \lambda(l) \left( \frac{\sum_{j=1}^N u_{ij}(l) \varphi_j(l) \circ (\psi_j(l) - x_i)}{\sum_{j=1}^N u_{ij}(l)} \right),
\]
(5.17)

where \(N\) denotes the number of observations, \(l\) denotes the set of term functions e.g \(l = \{\text{so, sc, co, ...}\}\), \(\varphi \in \{0, 1\}\) denotes a uniform random vector in \(\mathbb{R}^{\text{dim}}\), \(u_{ij}(l) \in [0, 1]\) denotes the crisp membership of the \(j^{\text{th}}\) attractor to \(x_i\) due to the \(l^{\text{th}}\) term, while \(\lambda(l)\) denotes the corresponding coefficient for the \(l^{\text{th}}\) term.

The resultant vector is therefore the sum of the average attraction vectors imposed by each term in the corresponding voronoi region.

**Analysis:** There are two problems associated with Equation 5.17: The first problem is concerned with computational complexity; The second is concerned with the consequence of Kolmogorov’s strong law of large number (SLLN).

The first problem is apparent from the fact that generating a pseudo-random number using algorithms such as Mersenne Twister [162] — \(O(p^2)\) — requires a fragment of time proportional to the number of periods \(p = \log_2(N \text{ dim})\), where \(N\) and \(\text{dim}\) denote the volume and dimension of the dataset, respectively. Moreover this formulation would require an additional memory allocation at least as large as \(\sum_\Theta\) to store the matrix of uniform random numbers. Obviously as the dimensionality and volume grow, generating pseudo-random numbers for Equation 5.17 would easily become a computational and memory bottleneck.

**Lemma 5.2.1** (Implications of Kolmogorov’s SLLN on \(\Psi_{PSC}\)). Given a sufficiently large dataset with \(N \to \infty\), Equation 5.17 converges to
\[
\lim_{N \to \infty} \Psi_{PSC}(x_i) \to \sum_l 0.5\lambda(l) \left( E\left[\psi(l)|X = x_i\right] - x_i \right).
\]
(5.18)

**Proof:** As a consequence of Kolmogorov’s SLLN, the uniform random number \(\varphi \in \{0, 1\}\) converges almost surely to its expected value \(E[\varphi] = 0.5\),
\[
\lim_{N \to \infty} \frac{\sum_{j=1}^N \varphi_j}{N} \to E[\varphi] = 0.5.
\]
(5.19)
Consequently, as $N \to \infty$,

$$E \left[ \varphi(l) | \bm{X} = \bm{x}_i \right] = E \left[ \varphi(l) \right] \text{ over } N \to \infty \text{ trials } \to 0.5. \quad (5.20)$$

Consequently Equation 5.17 converges to

$$\lim_{N \to \infty} \Psi_{PSC}(\bm{x}_i) \to \sum_l 0.5\lambda(l) \left( E \left[ \psi(l) | \bm{X} = \bm{x}_i \right] - \bm{x}_i \right). \quad (5.21)$$

**Definition 5.2.11 (Simplified Resultant Vector).** The implication of Lemma 5.2.1 is severe due to the dilution of $\varphi$ in larger clustering problems. Hence in order to conserve the stochastic character of Equation 5.17, we propose the following reformulation to the resultant vector computation for RCE,

$$\Psi_{RCE}(\bm{x}_i) = \sum_l \lambda(l) \varphi(l) \circ \left( E \left[ \psi(l) | \bm{X} = \bm{x}_i \right] - \bm{x}_i \right), \quad (5.22)$$

which notations are similarly defined as Equation 5.17. The update equation is now made leaner and insensitive to $|Y_{\Theta}|$.

**Definition 5.2.12 (Velocity).** The velocity vector $\bm{v}$ of a particle describes its movement trajectory in the Euclidean space. The velocity vector in the simplified version of PSC is updated based on the interaction of the current particle $\theta_i$ with respect to the resultant vector $\Psi_{PSC \text{ or } RCE}(\bm{x}_i(t))$ determined by the voronoi tessellation induced by $\bm{X}$ as follows,

$$\bm{v}_i(t+1) = \begin{cases} 
\omega\bm{v}_i(t) + \Psi_{PSC \text{ or } RCE}(\bm{x}_i(t)) & \text{if } C_i \neq \emptyset \\
\omega\bm{v}_i(t) + \varphi \circ (\bm{x}_{\text{win}} - \bm{x}_i) & \text{otherwise} 
\end{cases}, \quad (5.23)$$

where $\bm{x}_{\text{win}}$ denotes the position of the winning particle $\theta_{\text{win}}$. The velocity is upper and lower bounded by a maximum velocity bound, which is set to a percentage $\eta\%$ of the search space $\Omega$,

$$\bm{v}(t) = \max(\min(\bm{v}(t), \bm{v}_{\text{max}}), -\bm{v}_{\text{max}}), \quad (5.24)$$

$$\bm{v}_{\text{max}} = \eta\% \cdot \Omega. \quad (5.25)$$

**Definition 5.2.13 (Self-Organizing Vector).** The self-organizing vector $\text{so}_{ij}$ describes the attraction imposed to a particle $\bm{x}_i$ due to the data $\bm{y}_j$ as follows,

$$\text{so}_{ij} = \begin{cases} 
\bm{y}_j - \bm{x}_i & \text{if } \bm{y}_j \in C_i \\
0 & \text{otherwise} 
\end{cases}. \quad (5.26)$$
Definition 5.2.14 (Social Vector). The social vector \( \mathbf{sc}_{ij} \) describes the attraction imposed to a particle \( x_i \) due to the social memory \( g_j \) associated with the data \( y_j \) as follows,

\[
\mathbf{sc}_{ij} = \begin{cases} 
  g_j - x_i & \text{if } y_j \in C_i \\
  0 & \text{otherwise}
\end{cases} \tag{5.27}
\]

Definition 5.2.15 (Cognitive Vector). The self-organizing vector \( \mathbf{co}_{ij} \) describes the attraction imposed to a particle \( x_i \) due to the cognitive memory \( p_{ij} \) of the corresponding particle \( x_i \) associated with the data \( y_j \) as follows,

\[
\mathbf{co}_{ij} = \begin{cases} 
  p_{ij} - x_i & \text{if } y_j \in C_i \\
  0 & \text{otherwise}
\end{cases} \tag{5.28}
\]

Definition 5.2.16 (Minimum Vector). The minimum vector describes the attraction imposed on \( X \) due to \( X^M \) as follows,

\[
\mathbf{mi}_{ij} = \begin{cases} 
  x^M_j - x_i & \text{if } x_i \in x^M_j \\
  0 & \text{otherwise}
\end{cases} \tag{5.29}
\]

where \( x^M_j \) denotes the local minimum vector which is closest to \( x_i \).

5.3 Algorithmic Fundamentals

Using the new definitions we can represent the PSC using batch matrix operation as seen in Algorithm 5.20. This new construct allows the compacting of the outer for all \( y \in Y \) loop by operating on the memory matrix using Equation 5.17. The RCE proposition in 2012–2013 uses the similar construct with the addition of the local minimum term as can be seen in Algorithm 5.21.

Equation 5.22 was proposed to address Lemma 5.2.1 in RCE 2014. The social and cognitive terms were omitted in accordance to Theorem 4.1, significantly lowering the overall cost of the algorithm. The pseudocode can be seen in Algorithm 5.22.

5.4 Complexity Analysis

5.4.1 Computational Complexity

The general computational complexity of the RCE family can be summarized in Table 5.3.
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Algorithm 5.20 Representing PSC using batch matrix operation

Input: Data points \( Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{\text{dim}} \), # of clusters \( K \), \( \lambda_{(so)}, \lambda_{(co)}, \lambda_{(sc)}, \lambda_{(mi)} \).

Output: Centroid vectors \( X = \{x_1, \ldots, x_K\} \in \mathbb{R}^{\text{dim}} \).

1: Initialize the swarm.
2: \textbf{repeat}
3: Calculate the pairwise distance between \( X \) and \( Y \),
4: Update the Social and Cognitive matrices,
5: Generate \( \text{dim} \times N \) random matrices: \( \Phi_{\text{so}}[\text{dim} \times N] \), \( \Phi_{\text{sc}}[\text{dim} \times N] \), and \( \Phi_{\text{co}}[\text{dim} \times N] \),
6: \( V \leftarrow V + PSC(x_1, \ldots, K) \); \( L = \{\text{so, sc, co}\} \),
7: \( X \leftarrow X + V \),
8: Redirect particles with no member towards the winning particle.
9: \textbf{until} Convergence or maximum iteration reached
10: \textbf{return} \( X = \{x_1, \ldots, x_K\} \in \mathbb{R}^{\text{dim}} \).

Algorithm 5.21 Proposed RCE 2012 basic algorithmic construct

Input: Data points \( Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{\text{dim}} \), # of clusters \( K \), \( \lambda_{(so)}, \lambda_{(co)}, \lambda_{(sc)}, \lambda_{(mi)} \).

Output: Locally optimum centroid vectors \( X^M = \{x_1, \ldots, x_K\} \in \mathbb{R}^{\text{dim}} \).

1: Initialize the swarm.
2: \textbf{repeat}
3: Calculate the pairwise distance between \( X \) and \( Y \),
4: Update the Social and Cognitive matrices,
5: Store the \textit{minimum matrix} \( X^M \) which minimizes \( f(X, Y) \) (Cluster Validity),
6: Generate random vectors \( \varphi_{\text{so}}, \varphi_{\text{sc}}, \varphi_{\text{co}}, \text{ and } \varphi_{\text{mi}} \in \mathbb{R}^{\text{dim}} \),
7: \( V \leftarrow V + RCE(x_1, \ldots, K) \); \( L = \{\text{so, sc, co, mi}\} \),
8: \( X \leftarrow X + V \),
9: Redirect particles with no member towards the winning particle.
10: \textbf{until} Convergence or maximum iteration reached
11: \textbf{return} \( X^M = \{x_1, \ldots, x_K\} \in \mathbb{R}^{\text{dim}} \).

Algorithm 5.22 Proposed RCE 2014 basic algorithmic construct

Input: Data points \( Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{\text{dim}} \), # of clusters \( K \), \( \lambda_{(so)}, \lambda_{(mi)} \).

Output: Locally optimum centroid vectors \( X^M = \{x_1, \ldots, x_K\} \in \mathbb{R}^{\text{dim}} \).

1: Initialize the swarm.
2: \( Y_{\Theta} = \text{randsample}(Y, \eta\%) \).
3: \textbf{repeat}
4: Calculate the pairwise distance between \( X \) and \( Y_{\Theta} \),
5: Store the \textit{minimum matrix} \( X^M \) which minimizes \( f(X, Y_{\Theta}) \) (Cluster Validity),
6: Generate random vectors \( \varphi_{\text{so}}, \text{ and } \varphi_{\text{mi}} \in \mathbb{R}^{\text{dim}} \),
7: \( V \leftarrow V + RCE(x_1, \ldots, K) \); \( L = \{\text{so, mi}\} \),
8: \( X \leftarrow X + V \),
9: Redirect particles with no member towards the winning particle.
10: \textbf{until} Convergence or maximum iteration reached
11: \textbf{return} \( X^M = \{x_1, \ldots, x_K\} \in \mathbb{R}^{\text{dim}} \).
### Table 5.3: Worst case computational complexity of the RCE families vs PSC

<table>
<thead>
<tr>
<th>Task</th>
<th>PSC</th>
<th>RCE 2012</th>
<th>RCE2014</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pairwise distance</td>
<td>$O(NK\text{dim})_{\text{for loop}}$</td>
<td>$O(NK\text{dim} + K^2\text{dim})_{\text{matrix}}$</td>
<td></td>
</tr>
<tr>
<td>comments</td>
<td>On each iteration, the PSC uses a serial for loop to calculate $d(y,X)$, for $y \in Y$.</td>
<td>On each iteration, the RCE utilizes fully vectorized matrix computation to calculate the $K \times N$ distance matrix $D(Y,X)$ and the $K \times K$ distance matrix $D(X^M, X)$.</td>
<td></td>
</tr>
<tr>
<td>$\Phi$ or $\varphi$ generation</td>
<td>$O(\log_2(3(N + K)\text{dim}))$</td>
<td>$O(\log_2((3N + K^2 + K)\text{dim}))$</td>
<td>$O(\log_2(2K\text{dim}))$</td>
</tr>
<tr>
<td>comments</td>
<td>Each iteration the PSC needs to generate a $3 \times N \times \text{dim}$ matrix of random numbers for {so,sc,co}, and an additional $K \times \text{dim}$ matrix considering the worst case scenario where there are $K - 1 \approx K$ particles with empty voronoi regions.</td>
<td>Each iteration RCE 2012 needs to generate at most three matrices of random numbers: a $3 \times N \times \text{dim}$ matrix for {so,sc,co}; a $K \times K \times \text{dim}$ matrix for {mi}, and; a $K \times \text{dim}$ matrix for $K - 1 \approx K$ particles with empty voronoi regions.</td>
<td>Each iteration RCE 2014 needs to generate at most two $\text{dim}$-dimensional vectors of random numbers for each particle: two vectors for {so, mi} if its voronoi region is nonempty; and one vector only if its voronoi region is empty.</td>
</tr>
<tr>
<td>$\textbf{V}$ and $\textbf{X}$ update</td>
<td>$O(16(N + K)\text{dim})$</td>
<td>$O(3N\text{dim} + K\text{dim})$</td>
<td>$O(N\text{dim} + K\text{dim})$</td>
</tr>
<tr>
<td>comments</td>
<td>The PSC needs to update the position of each particle on each encounter with a data point and when the voronoi region is empty. The update is done serially inside a for loop. The cost of a position update is approximately $O(16\text{dim})$ based on the number of floating point operations.</td>
<td>The RCE 2012 update scheme requires at most $3 \times N \times \text{dim}$ floating point operations for calculating the resultant vector for {so,sc,co}, and; $K \times \text{dim}$ floating point operations to calculate the resultant vector for {mi}.</td>
<td>The RCE 2014 update scheme requires at most $N \times \text{dim}$ floating point operations for calculating the resultant vector for {so}, and; $K \times \text{dim}$ floating point operations to calculate the resultant vector for {mi}.</td>
</tr>
<tr>
<td>memory update</td>
<td>$O(NK + 4N + 2N\text{dim})$</td>
<td>$O(NK + 4N + 2N\text{dim} + K + K\text{dim})$</td>
<td>$O(K + K\text{dim})$</td>
</tr>
<tr>
<td>comments</td>
<td>On each iteration, the computational complexity for updating the memory matrices $G$ and $P$</td>
<td>On each iteration, the computational complexity for updating the memory matrices $G$, $P$, and $X^M$</td>
<td>On each iteration, the computational complexity for updating the local minumum matrix $X^M$.</td>
</tr>
</tbody>
</table>

#### 5.4.2 Memory Complexity

The memory complexity of the PSC and RCE depends on the term that it uses. The complete breakdown of the memory complexities has been listed in Table 4.1 in the previous chapter. An empirical observation of the memory allocation of each algorithm during runtime has been previously presented in Figure 4.3. The aforementioned Table and Figure are again reproduced in Table 5.4 and Figure 5.3 for the sake of clarity.

As can be seen in Figure 5.3 and Table 5.4, the algorithms of the PSC families are considerably expensive in terms of memory complexity. Our benchmark test revealed that in order to cluster 1000 observations of 1000 dimensional double precision data, the PSC families and RCE 2012 require as much as 2GB memory; whereas $k$-means, fuzzy $c$-means, and RCE$^+$ 2014 require memory allocation of lower than 15MB. This relatively high memory requirement can be a significant scalability bottleneck when dealing with larger, higher dimensional datasets.
Table 5.4: Memory complexity of the RCE, PSC, and other clustering algorithms

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Y</td>
<td>$\mathcal{O}(N\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The data vectors: $Y = {y_1, \ldots, y_N} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>X</td>
<td>$\mathcal{O}(K\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The particle position vectors: $X = {x_1, \ldots, x_K} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>V</td>
<td>$\mathcal{O}(K\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The particle velocity vectors: $V = {v_1, \ldots, v_K} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>$v_{\text{max}}$</td>
<td>$\mathcal{O}(\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The maximum velocity vector: $v_{\text{max}} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>U</td>
<td>$\mathcal{O}(N)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The crisp label vector or binary indicator matrix: $U = {u_1, \ldots, u_N} \in \mathbb{R}^1$</td>
</tr>
<tr>
<td>$X_{\text{best}}$</td>
<td>$\mathcal{O}(K\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The best position matrix: $X_{\text{best}} = {x_1, \ldots, x_K}_{\text{best}} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>$f(C_{X_{\text{best}}}, Y)$</td>
<td>$\mathcal{O}(1)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The quality of the voronoi tessellation imposed by $X_{\text{best}}$</td>
</tr>
<tr>
<td>G</td>
<td>$\mathcal{O}(N\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The swarm social memory vector for each data: $G = {g_1, \ldots, g_N} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>$d(g_j, y_j {v_i, y_j})$</td>
<td>$\mathcal{O}(N)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The distance between the vectors in the social memory relative to its corresponding data vector, $d(p_i, y_j) \in \mathbb{R}^1$</td>
</tr>
<tr>
<td>$P_{{1, \ldots, K}}$</td>
<td>$\mathcal{O}(NK\text{dim})$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>The cognitive memory for each particle, for each data: $P_i = {p_{i1}, \ldots, p_{iN}} \in \mathbb{R}^{\text{dim}}$</td>
</tr>
<tr>
<td>$d(p_{ij}, y_j {v_i, y_j})$</td>
<td>$\mathcal{O}(NK)$</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>For each particle, the relative distance between the cognitive memory vector and its corresponding data vector, $d(p_{ij}, y_j) \in \mathbb{R}^1$</td>
</tr>
</tbody>
</table>

5.4.3 Empirical Experiment

A three classes 80-dimensional Gaussian distributed data of equal variance and varying volumes were generated in order to benchmark the memory and computational cost of each algorithm. The algorithmic complexities are presented as bar graphs in Figure 5.4 for ease of interpretation.

The experimental results confirms the theoretical complexity analyses done in the previous subsections. As expected, the simplification scheme for the PSC leads to increased time efficiency at the expense of memory complexity. We validated that RCE 2014 achieved the lowest complexity in
both time and space where its overall memory and computational complexity sit closely to those of $k$-means and fuzzy $c$-means. Contrary to the belief where higher cost tends to reflect higher quality, the relatively low cost of RCE 2014 translates to an increase in repeatability and clustering quality as shown previously in Figure 5.2.
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5.5 Trajectory Analysis

5.5.1 Stability and Convergence

Theorem 5.1 (RCE’s resemblance to k-means). Under the condition where $\sum_{t} \lambda_{(t)}$ obeys the stability constraints,

$$0 \leq \omega < 1, \text{ and } 0 < \sum_{t} \lambda_{(t)} < 2 + 2\omega,$$

(5.30)

each particle would converge to

$$E[x(t \to \infty)] = \frac{\sum_{t} \lambda_{(t)} E[\psi_{(t)} | X = x(t \to \infty)]}{\sum_{t} \lambda_{(t)}}.$$

(5.31)

A monotonic decrease in the distortion function is guaranteed when the self organizing term is enabled. The RCE generalizes to k-means or fuzzy c-means when the algorithm uses only the self organizing term.
Proof: The overall position update equation of RCE, seen from a specific particle and dimension, can be summarized as follows,

\[ v(t+1) = \omega v(t) + \Psi(x(t)) \]  
\[ = \omega v(t) + \varphi \sum_l \lambda_l \left( E[\psi(l)|X = x(t)] - x(t) \right), \]  
\[ = -\varphi \sum_l \lambda_l x(t) + \omega v(t) + \varphi \sum_l \lambda_l E[\psi(l)|X = x(t)], \]  
\[ x(t+1) = x(t) + v(t+1), \]  
\[ = \left(1 - \varphi \sum_l \lambda_l \right) x(t) + \omega v(t) + \varphi \sum_l \lambda_l E[\psi(l)|X = x(t)]. \]

Based on the analysis in Lemma 3.1.1 we represent \( \varphi \) using the supremum of the set such that \( \sup(\varphi) = 1 \). Let \( \mathbf{X} = [x(t), v(t)]^T \) and \( \mathbf{U}(t) = [E[\psi(1)|X = x(t)], E[\psi(2)|X = x(t)], \ldots]^T \), using the supremum we can express the above equation in an explicit time-invariant state space format,

\[
\begin{bmatrix}
x(t+1) \\
v(t+1)
\end{bmatrix} = \begin{bmatrix}
1 - \sum_l \lambda_l & \omega \\
-\sum_l \lambda_l & \omega
\end{bmatrix}
\begin{bmatrix}
x(t) \\
v(t)
\end{bmatrix} + \begin{bmatrix}
E[\psi(1)|X = x(t)] \\
E[\psi(2)|X = x(t)] \\
\vdots
\end{bmatrix}
= \begin{bmatrix}
\lambda(1) & \lambda(2) & \cdots \\
\lambda(1) & \lambda(2) & \cdots
\end{bmatrix}
\begin{bmatrix}
E[\psi(1)|X = x(t)] \\
E[\psi(2)|X = x(t)] \\
\vdots
\end{bmatrix}
\]  
\[ \mathbf{Y}(t) = \begin{bmatrix} \mathbf{C} \\ 1 & 0 \end{bmatrix} \begin{bmatrix}
x(t) \\
v(t)
\end{bmatrix}. \]

The transfer function is consequently,

\[ H(z) = \frac{1}{z^2 + (\sum_l \lambda(l) - \omega - 1) z + \omega} \left[ \lambda(1)z \quad \lambda(2)z \quad \cdots \right]. \]

Using the approach in Lemma 3.1.1, we have a guaranteed convergence when

\[ 0 \leq \omega < 1, \text{ and } 0 < \sum_l \lambda(l) < 2 + 2\omega. \]

Applying the final value theorem [158] to the RCE transfer function, we obtain convergence towards the arithmetic center of the expected values conditional on the convergence position \( x(t \to \infty) \),

\[ x(t \to \infty) = \lim_{z \to 1} \{ (z - 1)H(z)U(z) \}, \]  
\[ = \frac{\sum_l \lambda(l) E[\psi(l)|X = x(t \to \infty)]}{\sum_l \lambda(l)} \]
\[ \square \]
It then follows naturally that the RCE generalizes to the $k$-means / fuzzy $c$-means simply by enabling only the self-organizing term $L = \{so\}$ and setting $\lambda_{(so)} < 2 + 2\omega$ as follows,

$$x(t \to \infty) = \lambda_{(so)}E \left[ \psi_{(so)} | X = x(t \to \infty) \right] / \lambda_{(so)} \quad (5.43)$$

$$= E \left[ Y | X = x(t \to \infty) \right], \quad k\text{-means} \quad (5.44)$$

$$= \frac{1}{|C_x|} \sum_{y \in C_x} y, \quad \text{fuzzy } c\text{-means / EM-GMM} \quad (5.45)$$

$$= \frac{\sum_{j} u_{ij} y_j}{\sum_{j} u_{ij}}, \quad (5.46)$$

which therefore guarantees the convergence of RCE to a local minimum given a specified initial position $x(t = 0)$.

With the same spirit, we can then compute the guaranteed point of convergence for RCE 2014. Enabling both self-organizing and minimum term $L = \{so, mi\}$ and setting $\lambda_{(so)} + \lambda_{(mi)} < 2 + 2\omega$ gives,

$$x(t \to \infty) = \frac{\lambda_{(so)}E \left[ Y | X = x(t \to \infty) \right] + \lambda_{(mi)}E \left[ X^M | X = x(t \to \infty) \right]}{\lambda_{(so)} + \lambda_{(mi)}}, \quad (5.47)$$

which is the weighted arithmetic center between the local minimum and the maximum likelihood (self-organizing) coordinates at convergence.

**An illustration based on Game Theory:** This behavior can be illustrated and simplified by borrowing the concepts from Game Theory as follows. Let us assume an all-knowing oracle appears to the player at the current time $t$. The oracle ensures the player that the trajectory $\Psi_{(so)}(x_i)$ leads to the maximum likelihood estimate given the current cluster assignment. The player listens to the oracle, and proceed with a velocity vector imparted from the knowledge of both the oracle $\Psi_{(so)}$ and the swarm $\Psi_{(mi)}$ weighted by $\lambda_{(so)}$ and $\lambda_{(mi)}$. Such situation is illustrated as follows.

**Oracle:** Let $z_{i}^* \leftarrow \text{mean}(C_i)$, then $z_{i}^* = x_{i} + \Psi_{i}^*$ where $\Psi_{i}^* = \Psi_{(so)}(x_i)$. The oracle gives the player $\Psi^*(x_i)$.

**Player (particle):** Listens to the oracle and proceed with $\dot{x}_{i} = x_{i} + \Psi_{i}^\dagger$, where $\Psi_{i}^\dagger = \omega \dot{v}_{i} + \Psi_{(so)}(x_i) + \Psi_{(mi)}(x_i)$, an accumulative augmented knowledge from both the oracle and the swarm. The player’s movement trajectory can be decomposed into three additive vectors: $\omega \dot{v}_{i}, \Psi_{(so)}$ and $\Psi_{(mi)}$. The cosine angle between each vector with the oracle’s (self-organizing) vector $\Psi_{i}^\dagger = \Psi_{(so)}$
are

\[
\cos(\omega v_i, \Psi^*_i) = \frac{\langle \omega v_i, \Psi_{(so)} \rangle}{|\omega v_i||\Psi_{(so)}|}, \tag{5.48}
\]

\[
\cos(\Psi_{(so)}, \Psi^*_i) = \frac{\langle \Psi_{(so)}, \Psi_{(so)} \rangle}{|\Psi_{(so)}||\Psi_{(so)}|} = 1, \tag{5.49}
\]

\[
\cos(\Psi_{(mi)}, \Psi^*_i) = \frac{\langle \Psi_{(mi)}, \Psi_{(so)} \rangle}{|\Psi_{(mi)}||\Psi_{(so)}|}, \tag{5.50}
\]

where obviously one of the components is guaranteed to perfectly align with $\Psi^*_i$. The local minimum vector will be aligned with the self-organizing vector if the path to the swarm’s local minimum is also the self-organizing vector. If the minimum vector is not aligned with the self-organizing vector, then there is a possibility for the swarm to instead traverse the path of the local minimum.

### 5.5.2 Particle Behavior

We observe the trajectory using the same datasets as the PSC: namely the three circle dataset, and; the five Gaussian dataset. The results can be seen in Figure 5.5 and Figure 5.6. Its trajectory resembles the PSC using the updated stability bounds in Equation 4.37. Notice that higher value in the self-organizing coefficient results in numerous overshoots, thus more abrupt particle movements. From these results one can easily observe that the RCE is also dependent on initial position as proven in Theorem 5.1.

### 5.6 Coping with Local Optima

At a glance, the particle behavior of the RCE resembles the $k$-means or fuzzy $c$-means. However, the RCE benefit from the minimum term and the exploratory capability by overshooshing the maximum likelihood vector. The RCE is therefore not fully stochastic, because its movement trajectory is directly “suggested” by the maximum likelihood vector. We can afford to do this because clustering is different from normal optimization where the first derivative of the likelihood function is known.

We acknowledge that there are numerous local optima and that there is one unique global optimum which can be quantified using the appropriate objective function. Accordingly, we realize that settling at any “equilibrium” would increase the risk of suboptimal convergence. Therefore, we propose strategies including substitution, particle reset, and multi-swarm to gracefully break these equilibriums.
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Figure 5.5: Trajectory of the RCE 2014 particles using various parameters.

(A) $\lambda_{(so)} = 1, \lambda_{(mi)} = 1, \omega = 1.$  
(B) $\lambda_{(so)} = 2.5, \lambda_{(mi)} = 1, \omega = 1.$  
(C) $\lambda_{(so)} = 1, \lambda_{(mi)} = 2.5, \omega = 1.$

(D) $\lambda_{(so)} = 0, \lambda_{(mi)} = 3.5, \omega = 1,$ does not converge.  
(E) $\lambda_{(so)} = 3.5, \lambda_{(mi)} = 0, \omega = 1.$  
(F) $\lambda_{(so)} = 0.5, \lambda_{(mi)} = 0.5, \omega = 1.$

Figure 5.6: Trajectory of the RCE 2014 particles on the five Gaussian dataset with numerous random seeding shows RCE’s sensitivity to initialization.
5.6.1 Substitution

The purpose of the Substitution strategy is to force particles in a search space to reach alternate equilibrium positions by introducing position instability. After each position update episode for a particle, apply

$$x_i(t+1) = \begin{cases} x_{i\text{win}}(t+1) + N(0,\sigma) & \text{if } \varphi < \varepsilon \\ x_i(t+1) & \text{otherwise} \end{cases}$$

$$\Delta x_i(t+1) = \begin{cases} 0 & \text{if } \varphi < \varepsilon \\ \Delta x_i(t+1) & \text{otherwise} \end{cases},$$

where $\varphi$ is a uniform random number $0 \leq \varphi \leq 1 \in \mathbb{R}$, $x_{i\text{win}}$ is the position of the winning particle, and $N(0,\sigma)$ is a Gaussian random vector with mean $\mu = 0$ and standard deviation $\sigma$ of each dimension of the data being clustered. $\varepsilon$ denotes the substitution probability parameter. Larger $\varepsilon$ increases the frequency. Optimal $\varepsilon$ values lie between $0.01 \leq \varepsilon \leq 0.05$ [4].

The substitution strategy can be viewed analogous to the mutation operator in the Genetic Algorithm (GA), where the mutative gene is taken from the coordinate of the winning particle. $\varepsilon$ quantifies the mutation probability, e.g. $\varepsilon = 0.05$ denotes that for each iteration, each particles have 5% chance of entering the substitution mode, or in the context of GA – mutate.

The superscript plus (+) (e.g. RCE$^+$) denotes an RCE with Substitution strategy.

5.6.2 Particle Reset

The Particle Reset strategy is triggered when fitness of the local minimum $f(X^M(t),y)$ does not improve after a number of iterations. Stagnation can be detected using a stagnation counter $\delta$ which is updated as follows:

$$\delta(t+1) = \begin{cases} \delta(t) + 1 & \text{if } f(x(t),y) \geq f(X^M(t),y) \\ 0 & \text{if } f(x(t),y) < f(X^M(t),y) \end{cases}.$$ 

(5.52)

When $\delta(t+1) > \delta_{\text{max}}$ this strategy reinitializes all particles in a subswarm without resetting the local minimum position matrix $X^M(t)$. Values being reinitialized are only $x_i(t)$ and $\Delta x_i(t)$. Swarm convergence is detected when $f(X^M(t),y)$ does not improve even after many resets.

The superscript r (e.g. RCE$^r$) denotes an RCE with Particle Reset strategy.
Using both the substitution and particle reset strategies allows the particles to continuously search for a global minimum regardless of numerous suboptimal convergence. The two strategies therefore reduce the likelihood of getting trapped inside local optima. RCE\textsuperscript{r+} is therefore less sensitive to initialization and is almost guaranteed to find the natural global optimum clustering solution given enough iterations. The particle trajectory of RCE\textsuperscript{r+} on the five Gaussian dataset can be seen in Figure 5.7.

Figure 5.7: Trajectory of the RCE\textsuperscript{r+} 2014 particles on the five Gaussian dataset with numerous random seeding using both substitution and particle reset strategies reflects relative robustness and insensitivity to initialization. $\lambda_{(m)} = 1.5, \lambda_{(m_i)} = 1.5, \omega = 1, t_{\text{max}} = 30, \varepsilon = 0.05, \delta_{\text{max}} = 15$. 
5.6.3 Swarm RCE: The Multi-Swarm Paradigm

A limitation inherited from PSC is that the number of particles in a swarm is fixed according to the desired number of clusters. To overcome this limitation, a strategy is proposed that is intended to handle increases in swarm size, without increasing the number of clusters [72]. A subswarm, $\Theta$, consists of $K$ particles, each corresponding to a cluster centroid prototype.

A Swarm$\{n_m\}$ RCE consists of $n_m$ RCE subswarms working in parallel. For example, Swarm$\{3\}$ RCE indicates a centroid optimization using 3 RCE subswarms, while Swarm$\{5\}$ RCE indicates a centroid optimization using 5 RCE subswarms.

Each RCE subswarm RCE$\{n\}$ stores a best position matrix $X^n_M(t)$. The swarm strategy communicates each $X^n_M(t)$ such that the potentially optimal positions are informed to the subswarms.

On the start of every iteration, each subswarm contributes by sharing its minimum matrix $X^n_M(t)$ such that

$$X^n_M(t) = \{ [X^1_M], [X^2_M], \ldots, [X^{n_m}_M] \} \quad (5.53)$$

The matrix $X^M$ has $K \times n_m$ columns denoting the number of centroid vectors stored in $X^M$. When using the Swarm strategy, the $\Psi_{(mi)}$ uses $X^M$ instead of the individual $X^n_M$.

The pseudocode for Swarm$\{n_m\}$ RCE$^+$ can be seen in Algorithm 5.23.

Algorithm 5.23  Swarm$\{n_m\}$ RCE$^+$ 2014

Input: Data points $Y = \{y_1, \ldots, y_M\} \in \mathbb{R}^{dim}$, # of clusters $K$, # of swarms $n_m$, $\lambda_{(so)}$, $\lambda_{(mi)}$, maximum stagnation $\delta_{max}$, substitution rate $\varepsilon$.

Output: The swarm global optimum $X^M$ and the corresponding cluster validity $f(X^M, Y)$.

1: Initialize swarm $\Theta_1, \ldots, \Theta_{n_m}$.
2: $(\forall \Theta \in S), \ Y_\Theta = \text{randsample}(Y, \eta\%)$.
3: repeat
4: for $S = \{\Theta_1, \ldots, \Theta_{n_m}\}$$
5: Update the swarm $\Theta$ [Algorithm 5.22 lines 4–9].
6: Apply substitution at rate of $\varepsilon$
7: if $f(X_\Theta, Y_\Theta)$ does not improve after $\delta_{max}$ iterations
8: Apply particle reset,
9: Reset stagnation counter $\delta$
10: end if
11: end for
12: until Convergence ($f(X^M, Y_\Theta)$ does not improve after $n_{max}$ resets) or maximum iteration reached
13: return $X^M = \{ [X^1_M], [X^2_M], \ldots, [X^{n_m}_M] \} \in \mathbb{R}^{dim}$ and $f(X^M, Y) = \{ f(X^1_M, Y), \ldots, f(X^{n_m}_M, Y) \} \in \mathbb{R}^{dim}$.

The particle trajectory of Swarm$\{6\}$ RCE$^+$ on five Gaussian dataset can be seen in Figure 5.8. In this figure, it can be seen that in just 30 iterations the swarm has already explored a considerable amount of optimum. The multi-swarm strategy alleviates RCE’s sensitivity to initialization.
Figure 5.8: Trajectory of the swarm(6) RCE$^+$ 2014 particles recorded after 30 iterations on the five Gaussian dataset with numerous random seeding using both substitution and particle reset strategies shows Swarm(6) RCE$^+$ robustness and insensitivity to initialization. $\lambda_{(\omega)} = 1.5, \lambda_{(mi)} = 1.5, \omega = 1, n_m = 6, t_{max} = 30, \varepsilon = 0.05, \delta_{max} = 15$.

5.7 Experimental Results

The comparative results of the algorithm on some of the datasets available in UCI machine learning dataset repository [84] according to our 2012 publication [4] can be seen in Table 5.5. Note that the RCE algorithms used in this table are based on RCE 2012 [4, 71–73], prior to the 2014 simplification [55].

The results given in Table 5.5 indicate that the performance of the RCE 2012 algorithms was superior to that of the predecessors. It can be seen that when using both Substitution and Particle
176

Table 5.5: Performance against UCI Machine Learning datasets [84] as reported in [4].
Dataset

Algorithm
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Performance Metric

K-means

PSC

mPSC

RCE 2012

r+

RCE

2012

Swarm{5} RCE

r+

2012

Iris (Correlation)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.16 ± 0.03
78.6% ± 16.8%
5.4e-3 ± 0.8e-3
5.1 ± 2.58
0.78 ± 0.19
2.7e4 ± 1.1e4

0.31 ± 0.106
79.9% ± 11.6%
6.87 ± 8.51
5.01 ± 2.37
0.76 ± 0.15
2.3e4 ± 1.2e4

0.32 ± 0.090
88.6% ± 10.7%
6.39 ± 8.39
5.69 ± 1.89
0.82 ± 0.13
2.8e4 ± 0.9e4

0.16 ± 0.173
91.9% ± 8%
0.19 ± 0.136
4.55 ± 2.36
0.75 ± 0.16
2.3e4 ± 1.2e4

0.16 ± 0.173
94.61% ± 4.9%
0.32 ± 0.130
6.44 ± 0.41
0.87 ± 0.04
3.2e4 ± 0.1e4

0.15 ± 0.02
95.8% ± 0.66%
2.13 ± 0.93
6.54 ± 0.218
0.88 ± 0.02
3.3e4 ± 0.03e4

Glass (Correlation)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.91 ± 0.112
48.0% ± 6.25%
5.6e-3 ± 2.2e-3
0.3 ± 0.25
0.2 ± 0.08
1.9e3 ± 1.2e3

0.626 ± 0.184
47.7% ± 5.1%
9.3 ± 8.03
0.39 ± 0.32
0.5 ± 0.09
3.3e3 ± 1.5e3

0.584 ± 0.154
46.2% ± 5.9%
7.84 ± 7.55
0.41 ± 0.27
0.5 ± 0.11
3.5e3 ± 1.3e3

0.679 ± 0.164
49.1% ± 5.7%
0.3 ± 0.098
0.45 ± 0.56
0.48 ± 0.19
1.6e3 ± 0.6e3

0.75 ± 0.15
50.3% ± 4.9%
0.25 ± 0.08
0.45 ± 0.31
0.32 ± 0.12
2.7e3 ± 1.0e3

0.797 ± 0.110
51.5% ± 4.8%
1.65 ± 0.32
0.47 ± 0.29
0.31 ± 0.1
3.0e3 ± 1.2e3

Wine (Correlation)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.61 ± 0.03
66.7% ± 7.16%
6.2e-3 ± 2.1e-3
3.36 ± 0.009
0.316 ± 0.03
4.2e3 ± 0.01e3

0.1806 ± 0.05
79.38% ± 13.8%
4.4 ± 6.13
2.25 ± 0.74
0.314 ± 0.03
2.65e3 ± 1.5e3

0.189 ± 0.06
82.7% ± 14.1%
3.54 ± 5.14
2.46 ± 0.84
0.291 ± 0.05
2.4e3 ± 1.2e3

0.18 ± 0.027
90.6% ± 8.7%
0.27 ± 0.11
2.47 ± 1.14
0.306 ± 0.04
2.8e3 ± 1.7e3

0.18 ± 0.026
95.2% ± 0.87%
0.35 ± 0.09
3.32 ± 0.143
0.322 ± 0.02
4.15e3 ± 0.3e3

0.18 ± 0.015
95.31% ± 0.53%
2.19 ± 0.53
3.38 ± 0.06
0.322 ± 0.01
4.21e3 ± 0.09e3

Breast Cancer (Euclidean)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.17 ± 0.0
95.7% ± 0.0%
5.7e-3 ± 0.7e-3
1.75 ± 0.00
0.834 ± 0.00
1040 ± 0.00

0.16 ± 0.014
96% ± 0.5%
1.2 ± 4.66
1.76 ± 0.01
0.832 ± 0.012
1039 ± 0.99

0.17 ± 0.012
95.6% ± 0.5%
5.46 ± 15.16
1.76 ± 0.004
0.821 ± 0.006
1035 ± 1.55

0.17 ± 0.011
95.5% ± 0.5%
0.19 ± 0.157
1.78 ± 0.08
0.76 ± 0.13
946 ± 117

0.166 ± 0.016
96% ± 0.7%
1.003 ± 0.225
1.734 ± 0.08
0.857 ± 0.015
1036 ± 3.9

0.17 ± 0.013
96% ± 0.5%
2.59 ± 0.32
1.734 ± 0.007
0.861 ± 0.006
1038 ± 2.11

Diabetes (Correlation)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.50 ± 0.0
66.02% ± 0.0%
8.1e-3 ± 1.3e-3
2.5 ± 0.001
0.03 ± 0.003
530.4 ± 5.6

0.58 ± 0.087
68.5% ± 1.97%
13.15 ± 14.44
2.5 ± 0.003
0.04 ± 0.04
429.3 ± 89

0.54 ± 0.106
67.6% ± 5.7%
11.76 ± 18.43
2.4 ± 0.07
0.03 ± 0.04
403.6 ± 84.86

0.584 ± 0.058
68.1% ± 2.5%
0.59 ± 0.07
2.5 ± 0.03
0.027 ± 0.037
389.3 ± 22

0.61 ± 0.02
68.5% ± 2.3%
0.44 ± 0.13
2.5 ± 0.009
0.029 ± 0.008
526.7 ± 20.9

0.59 ± 0.03
71.3% ± 1.5%
2.48 ± 0.48
2.5 ± 0.9
0.0273 ± 0.003
533.3 ± 4.8

Optical Digits (Euclidean)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.57 ± 0.05
72.06% ± 8.2%
0.39 ± 0.2
0.80 ± 0.12
0.63 ± 0.06
509.5 ± 17.6

0.61 ± 0.12
58.8% ± 17.5%
886 ± 229
0.68 ± 0.26
0.54 ± 0.15
486.1 ± 36.1

0.68 ± 0.06
70.3% ± 4.7%
575 ± 190
0.69 ± 0.18
0.59 ± 0.04
468.1 ± 25.8

0.69 ± 0.06
65.2% ± 9.8%
17.9 ± 12.1
0.73 ± 0.097
0.56 ± 0.06
464.6 ± 28.3

0.67 ± 0.05
72.2% ± 6.1%
29.5 ± 8.6
0.70 ± 0.07
0.62 ± 0.04
490.7 ± 14.7

0.61 ± 0.04
75.1% ± 3.7%
86.7 ± 14.3
0.73 ± 0.09
0.65 ± 0.03
510.2 ± 9.8

Musk – version 1 & 2 (Euclidean)

Classiﬁcation Entropy
Purity
Time required (s)
Dunn Index
Adj. Rand Index
CH Index

0.61 ± 0.04
58.9% ± 9.3%
0.3 ± 0.11
1.25 ± 0.13
0.017 ± 0.07
2.6e3 ± 198

0.63 ± 0.05
56.05% ± 11.3%
149.4 ± 3.18
1.18 ± 0.16
0.038 ± 0.05
2.4e3 ± 305

0.63 ± 0.0
53.58% ± 0.0%
530 ± 128.6
1.17 ± 0.5
-0.03 ± 0.00
2.5e3 ± 1.1

0.6 ± 0.05
62.45% ± 10.5%
10.75 ± 15.9
1.3 ± 0.152
0.046 ± 0.07
2.6e3 ± 251

0.6 ± 0.04
63.15% ± 9.9%
32.8 ± 15.4
1.31 ± 0.136
0.048 ± 0.07
2.7e3 ± 196

0.59 ± 0.04
64.78% ± 9.7%
137.15 ± 29.5
0.332 ± 0.132
0.061 ± 0.07
2.73e3 ± 190


Reset strategies, RCE $r^+$ 2012 produces solutions with levels of purity and repeatability that are, in most cases, substantially greater than those of the other algorithms. It is also seen that performance is further improved with the Swarm strategy. In all datasets, Swarm\{5\} RCE $r^+$ 2012 achieves the highest purity centroid locations. PSC and mPSC also show relatively good performance for all benchmark datasets, however the time taken by PSC and mPSC to achieve those results was in most cases several orders of magnitude larger. Table 5.6 shows that the new algorithms are significantly faster than the predecessors. For the breast cancer dataset, the time taken per iteration of RCE $r^+$ 2012, and Swarm\{5\} RCE $r^+$ 2012 compared to PSC are 139.67 and 27.5 times faster, respectively.

Table 5.6: Percentage improvement in time taken per iteration relative to PSC

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Algorithm</th>
<th>Improvement %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mPSC</td>
<td>RCE 2013</td>
</tr>
<tr>
<td>Iris</td>
<td>2.6%</td>
<td>5978.3%</td>
</tr>
<tr>
<td>Glass</td>
<td>3.7%</td>
<td>2779.4%</td>
</tr>
<tr>
<td>Wine</td>
<td>4.3%</td>
<td>4963.5%</td>
</tr>
<tr>
<td>Breast Cancer</td>
<td>4.78%</td>
<td>14311.7%</td>
</tr>
<tr>
<td>Diabetes</td>
<td>5.1%</td>
<td>9915.5%</td>
</tr>
<tr>
<td>Optical Digits</td>
<td>3.5%</td>
<td>2734.3%</td>
</tr>
<tr>
<td>Musk</td>
<td>7.5%</td>
<td>1332.2%</td>
</tr>
</tbody>
</table>

$^a$ improvement $\% = \left( \frac{t_{PSC \text{ iter}}}{t_{\text{algorithm iter}}} - 1 \right) \times 100\%$

In order to analyze the experimental results regarding the time complexity of each algorithm, a statistical significance test using one-way ANOVA is performed based on the experimental result collected from centroid optimization of the optical digits and musk molecules datasets using the null hypothesis, $H_0$: there is no difference between iteration time of algorithm A and algorithm B. The tests were done using the MATLAB statistics toolbox.

Similarly, the resulting CH cluster validity indices for each algorithm on each dataset were analyzed using the null hypothesis, $H_0$: there is no difference between the resulting CH indices of algorithm A and algorithm B.

In all cases, $H_0$ is rejected when the p-value is $\leq 0.05$. The p-values from the ANOVA tests on the iteration time of optical digits and musk molecules datasets are shown in Figure 5.9. The p-values from the ANOVA tests on the resulting CH cluster validity indices on all benchmark datasets are shown in Figure 5.10. The box-plots are shown in Figure 5.12.

The p-values in Figure 5.9 indicate that the differences in iteration times between all of the pairs of algorithms, except between RCE and RCE $r^+$, are statistically significant.
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Figure 5.9: P-values to three decimal places based on the iteration times given in Table 5.5. Grey boxes indicate $p \leq 0.05$. I. K-means; II. PSC; III. mPSC; IV. RCE 2012; V. RCE$^{r+}$ 2012; VI. Swarm{5}RCE$^{r+}$ 2012.

Figure 5.11 shows box-plots comparisons for purity (P) from Table 5.5. Figure 5.11 shows that the RCE$^{r+}$ variants are able to achieve results that are more consistent than the results of K-means, PSC, mPSC, and RCE 2012, with Swarm{5} RCE$^{r+}$ 2012 being most consistent.

Figure 5.12 shows box-plot comparisons for CH indices that are given in Table 5.5. Both Table 5.5 and Figure 5.12 show that the RCE$^{r+}$ 2012 variants produce clusters that have CH indices that are, on average, higher than those of K-means, PSC, mPSC, and RCE 2012 on the iris, wine, diabetes, optical digits, and musk molecules datasets. Observing the ANOVA results of the CH indices on the iris, wine, diabetes, and optical digits datasets (Figures 5.10a, 5.10c, 5.10e, and 5.10f), the clusters produced by PSC, mPSC and RCE 2012 are not significantly different from one another. In addition, RCE$^{r+}$ 2012 and Swarm{5}RCE$^{r+}$ 2012 produce clusters that are not significantly different from each other for the glass, wine, diabetes and musk molecules datasets (Figures 5.10b, 5.10c, 5.10e, and 5.10g).

Figure 5.13 shows box-plot comparisons for time required for optimization that are given in Table 5.5. In terms of optimization time, Table 5.5 and Figure 5.13 show that k-means is still the computationally lightest algorithm, followed by RCE 2012 and RCE$^{r+}$ 2012. Swarm{5} RCE$^{r+}$ 2012 has a longer optimization time than the other RCE variants. PSC and mPSC exhibit the longest optimization times.

5.8 Conclusion

Rapid Centroid Estimation (RCE) [4] is a light-weight semi-stochastic clustering algorithm which is inspired by Eberhart and Kennedy’s Particle Swarm Optimization (PSO) [77] and Cohen and
de Castro Particle Swarm Clustering (PSC) [75]. We introduced the algorithm in 2012 [71, 73] as a lightweight simplification to the PSC algorithm [75]. RCE shares similarly to its deterministic predecessor (k-means algorithm) that it clusters data using the voronoi cells principle. Due to its semi-stochastic nature, the RCE is almost guaranteed to discover the natural local optimum solution given the correct number of clusters, parameters, and sufficient number iterations are supplied.

In Definition 5.2.10, we propose a simplified update rule for PSC derived based on the proof in Theorem 4.1. By calculating only the resultant vector, the time complexity for each position update can be reduced up to as low as that of the k-means. Concurrently, this new redefinitions reveals two problems associated with the PSC original formulation: The first problem is concerned with computational complexity of random number generation; The second is concerned with the dilution of randomness as a consequence of Kolmogorov’s strong law of large number. This discovery leads to the proposition of Definition 5.2.11 (Simplified Resultant Vector) — the latter is used in RCE — which addresses these issues.

In Theorem 5.1, we prove that the RCE in its fundamental form inherits the consequence of Theorem 4.1 including the curse of initial position. Conceding this fact, we propose strategies including substitution, particle reset, and multi-swarm in order to alleviate the severity of the curse. Especially when the RCE is operated as a multi-swarm, each of the RCE subswarm can be assigned partial random sampled data which greatly reduces computational burden and increases swarm diversity. These characteristics are particularly desirable when the swarm are to be aggregated using consensus/ensemble clustering.
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Figure 5.10: P-values to three decimal places based on the resulting CH indices on all benchmark datasets given in Table 5.5. Grey boxes indicate $p \leq 0.05$. I. K-means; II. PSC; III. mPSC; IV. RCE 2012; V. RCE$_r$ 2012; VI. Swarm{5}RCE$_r$ 2012.
Figure 5.11: Box-plots [164, 165] of purity values given in Table 5.5. x-axis indicates algorithms: I. K-means; II. PSC; III. mPSC; IV. RCE 2012; V. RCE$^*$ 2012; VI. Swarm(5)RCE$^*$ 2012.
Figure 5.12: Box-plots [164, 165] of CH indices given in Table 5.5. x-axis indicates algorithms: I. K-means; II. PSC; III. mPSC; IV. RCE 2012; V. RCE$^+$ 2012; VI. Swarm(5)RCE$^+$ 2012.
Figure 5.13: Box-plots [164, 165] of optimization times given in Table 5.5. x-axis indicates algorithms: I. K-means; II. PSC; III. mPSC; IV. RCE 2012; V. RCE$^{++}$ 2012; VI. Swarm(5)RCE$^{++}$ 2012.
Chapter 6

Ensemble Rapid Centroid Estimation

Rapid Centroid Estimation (RCE) has been both theoretically and empirically proven to increase the efficiency of Particle Swarm Optimization (PSO) based clustering algorithms, in particular Cohen - de Castro’s Particle Swarm Clustering (PSC) by providing leaner computational complexity and higher stability [4]. However, due to the voronoi tessellation principle, RCE is suitable only for Gaussian clusters. Moreover, the number of clusters also needs to be pre-specified.

The Ensemble RCE (ERCE) sought to address the above limitations. ERCE modifies the concept of swarm in RCE 2014, such that the algorithm can be used efficiently together with conventional ensemble aggregation techniques including Co-Association Tree (CA-tree) [66], Fuzzy Evidence Accumulation [76], and Weighted Evidence Accumulation [65] which allows it to handle non-convex clusters and estimate the number of clusters in larger datasets with quasilinear complexity in both time and space [55]. Interested readers are encouraged to refer to Section 2.6 for further details regarding the three consensus algorithm. The graphical abstract of the algorithm can be seen in Figure 6.1.

This chapter is organized as follows. Section 6.1 proposes two strategies for improving the diversity of the swarm in an ensemble setting. Section 6.2 provides the guidelines for the application of consensus clustering paradigm to ERCE. Section 6.3 proposes an improvement to ERCE we term the consensus engrams. Section 6.4 provides real world applications of the proposed algorithm on color image segmentation and retinal fundus images. Finally Section 6.5 concludes the chapter.
(a) Various fuzzy representations of the data obtained using ERCE. Each swarm in ERCE produces non-identical voronoi tessellations on the data. The degree of fuzziness for each cluster is then optimized using the tradeoff between cluster entropy and the degree of fuzzified dissimilarity [55].

(b) The compressed co-association matrix obtained using the CA-tree [66] and fuzzy WEAC [65, 76] Hybrid [55].

(c) The optimum cut for the corresponding CA-tree using the highest lifetime criterion [64].

(d) Natural grouping is recovered by performing inverse mapping on the CA-tree [55, 66].

Figure 6.1: The algorithmic flow of ERCE explained using an artificial dataset [55].
6.1 Improving Swarm Diversity

This section focuses mainly on modifying swarm \( n_m \) RCE to a self-evolving “ensemble swarm”. The ERCE equips RCE with the capability to continuously evolve using the concept inspired by Kulis and Jordan’s Dirichlet Process (DP) means algorithm [166]. As the result of consensus clustering highly depends on the overall quality of the ensemble partitions [86], proper determination of the quantization parameter \( k \) is crucial to ensure appropriate compartmentalization of the data. The following subsections touch upon the ideas on how to elegantly automate such tasks.

6.1.1 The Concept of “Charged Particles”

This approach is later abandoned due to the relatively high complexity.

Lourenço et al. propose that the presence of redundant partitions in ensemble clustering aggregation may produce an undesirable bias to the final solution [86]. In order to diversify the particles, The concept of charge is introduced to create a constant chaotic turbulence in the search space, such that the possibility of creating a duplicate partition is minimized.

There are two types of electric charges – positive and negative. Charges of the opposite polarity will attract one another while charges of the same polarity will repel otherwise. ERCE particles can carry either positive or negative charge. The initialization is done at random and each particle remains the same charge until the end of the optimization.

**Definition 6.1.1 (Positive Particles).** Positively charged particles are attracted to their member data such that the self-organizing resultant vector is positive,

\[
\Psi^+_{(so)}(t) = +\Psi_{(so)}(t). \tag{6.1}
\]

**Definition 6.1.2 (Negative Particles).** Negatively charged particles are repelled by their member data such that the self-organizing resultant vector is negative,

\[
\Psi^-_{(so)}(t) = -\Psi_{(so)}(t). \tag{6.2}
\]

Furthermore, negative particles are attracted to their nearby non-empty positive particles,

Although the concept is relatively simple and effective for a number of benchmark datasets [55], there are a number of disadvantages as can be seen in Table 6.1.
Table 6.1: Pros and Cons of the Concept of Charged Particles.

<table>
<thead>
<tr>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charged particles are programmatically easy to implement</td>
<td>The computational and memory complexities are linear to the total number of positive and negative particles,</td>
</tr>
<tr>
<td>Negatively charged particles converge to empty spaces which automatically imposes “cannot link” constraint to the yielded ensemble partitions.</td>
<td>The success rate of the method rather depends on the number of positive particles because they are the ones that actively perform the clustering process.</td>
</tr>
<tr>
<td>The charge of each particle is determined at random during initialization, the quality of the final outcome of the ensemble clustering is rather non-deterministic.</td>
<td>The number of voronoi regions is upper-bounded by $K$, the total number of particles in a subswarm.</td>
</tr>
</tbody>
</table>

6.1.2 Self-Evolution

Merriam-Webster defines self-evolution as the development by inherent quality or power [43]. The self-evolving swarm RCE equips the swarm with the ability to summon additional particles until the user specified average cluster entropy criterion $\xi_\Theta$ is satisfied. The average cluster entropy can be calculated as follows,

$$H_\Theta = H(X^M_\Theta, Y_\Theta) = \frac{1}{K_\Theta} \sum_{j \in Y_\Theta} \sum_{i \in X^M_\Theta} -u_{ij} \log_2 u_{ij} = \frac{1}{K_\Theta} \nu_H(X^M_\Theta, Y_\Theta), \quad (6.3)$$

where $u_{ij}$ denotes the fuzzy membership value of the $j^{th}$ vector in the swarm’s self-organizing memory $Y_\Theta$ with respect to the $i^{th}$ vector in the swarm’s local minimum memory $X^M_\Theta$. $\nu_H$ denotes Bezdek’s Cluster Entropy as described in Equation 2.98 in Section 2.4. Implementing self-evolution is relatively straightforward with the following rule,

$$K_\Theta(t) = \begin{cases} 
K_\Theta(t) + z^+(t) & \text{if } \frac{1}{K_\Theta(t)} \nu_H(X^M_\Theta(t), Y_\Theta) > \xi_\Theta, \\
K_\Theta(t) & \text{otherwise},
\end{cases} \quad (6.4)$$

where $K_\Theta(t)$ denotes the number of particles in the swarm $\Theta$ at the current iteration $t$, $z^+$ denotes an upper-bounded random integer, $z^+ \in \mathbb{Z}^+ = [1, 2, \ldots, z^\max]$, while $\xi_\Theta \in (0, 0.5)$ denotes the prespecified threshold for the average cluster entropy. The desired partition granularity can be specified by varying $\xi_\Theta$ as shown in Figure 6.2. The swarm would automatically adjust $K$ until the entropy criterion is satisfied given $Y_\Theta$ and $\Theta$. When $\xi \to 0$, then theoretically $K_{\infty} \to K_{\text{optimum}}$ for the dataset which is the $K$ that minimizes the average information loss for each cluster [87].

The ensemble partitions using the self-evolution scheme can be seen in Figure 6.3.
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6.2 Ensemble Aggregation

The fuzzy ensemble aggregation operates similarly to a typical consensus clustering process. The ERCE ensemble aggregation method uses the CA-tree which allows it to compress redundant label vectors. Using the compression map obtained from the CA-tree, we proceed with compressing the fuzzy membership matrix. The weight for each ERCE partition is quantified using the appropriate cluster validity indices, with higher weight indicating greater quality. The compressed fuzzy weighted
Algorithm 6.24 ERCE

Input: Data points $Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{d_m}$, # of swarms $n_m$, cluster entropy threshold $\xi = \{\xi_1, \ldots, \xi_{n_m}\}$, $\lambda_{\text{so}}, \lambda_{\text{mi}}$, maximum stagnation $\delta_{\text{max}}$, substitution rate $\varepsilon$.

Output: The swarm global optimum $X^M$ and the corresponding cluster validity $f(X^M, Y)$.

1: Initialize swarm $\Theta_1, \ldots, \Theta_{n_m}$.
2: $(\forall \Theta \in S), Y_\Theta = \text{randsample}(Y, \eta\%)$.
3: repeat
4: for $S = \{\Theta_1, \ldots, \Theta_{n_m}\}$
5: Perform Swarm$\{n_m\}$ RCE$^+$ 2014 update procedures [Algorithm 5.23 lines 5–10],
6: if Average cluster entropy $H_\Theta > \xi_\Theta$
7: $K_\Theta(t) \leftarrow K_\Theta(t) + z_\Theta*(t)$
8: end if
9: end for
10: until Convergence ($f(X^M, Y_\Theta)$ does not improve after $n_{\text{max}}$ resets) or maximum iteration reached
11: return $X^M$ and $f(X^M, Y)$.

Consensus matrix $C_{cfWEAC}$ can be calculated from the compressed fuzzy representation as follows,

$$C_{cfWEAC} = \frac{\sum_{\Theta} w_\Theta U_\Theta^T * U_\Theta}{\sum_{\Theta=1}^{N} w_\Theta}, \quad (6.5)$$

where $U_\Theta$ is the compressed fuzzy membership matrix for the swarm $\Theta$, and $*$ denotes the fuzzy T-norm operator. The consensus partition $U_C$ can be obtained from $C_{cfWEAC}$ and then performing inverse mapping on the CA-tree.

The pseudocode for the ensemble aggregation is listed in Algorithm 6.25. A few results are shown in Figure 6.4. Three of the results presented in this figure are 2 dimensional nonconvex data; The bottom right corner shows a 16 classes 32 dimensional Gaussians. All of which the algorithm managed to recover considerably well.

Algorithm 6.25 Ensemble Aggregation

Input: Fuzzy membership $U_{(1, \ldots, n_m)}$, Crisp membership $U_{(1, \ldots, n_m)}$, Learned covariance matrices $\Sigma$.

Output: The consensus partition $U_C$.

1: $\text{compression map} \leftarrow \text{CA-tree}(U_{(1, \ldots, n_m)}, \text{th})$.
2: $U_{(1, \ldots, n_m)} \leftarrow \text{compress}(U_{(1, \ldots, n_m)}, \text{compression map})$.
3: $w_\Theta \leftarrow \prod_t \mathbb{Q}(x_{\Theta(t)}^M, C_\Theta)$
4: $C_\Theta \leftarrow \frac{\sum_{\Theta} w_{\Theta} U_\Theta^T U_\Theta}{\sum_{\Theta} w_{\Theta}}$.
5: $U_C \leftarrow \text{GraphPartitioning}(C_\Theta, \ldots)$
6: return $U_C \leftarrow \text{decompress}(U_C, \text{compression map})$.

6.2.1 Memory Complexity

To test the memory consumption of various clustering algorithm on a random data (byte precision, volume = 1 Byte – 1 Megabytes, dimension = 2) can be seen in Figure 6.5.
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Figure 6.4: Clustering Non-convex dataset using ERCE with charged particles

Figure 6.5: Memory complexity for clustering 2-dimensional random noise (vol = 1 Byte – 1 Megabytes, \(d = 2\)) using various algorithms. The global settings for all algorithms are as follow: the number of representatives (\(K\)) = 30; the number of trials/swarms (\(n_m\)) = 30.)
It can be seen from Figure 6.5 that the lowest memory requirement for non-ensemble methods is achieved by Hard C-Means (HCM, or \(k\)-means), followed by Fuzzy \(c\)-Means (FCM), PSC, mPSC, RCE (2012), and Swarm RCE (2012). For ensemble methods, ERCE (Using Swarm RCE 2014) achieves the lowest memory complexity, followed by HCM Evidence Accumulation (EAC), Weighted Evidence Accumulation (WEAC), and FCM with Fuzzy Evidence Accumulation (fEAC). The scalability problem of EAC-based methods are clearly shown in the graph.

### 6.2.2 Computational Complexity

A known issue with traditional ensemble algorithms — such as the HCM EAC, HCM WEAC, and FCM fEAC, — is that they do not scale well to larger datasets. The main bottleneck for is the EAC algorithm [66].

Realizing this issue, the ERCE make use of the EAC algorithm efficiently on the representative nodes which are extracted using CA-tree. The computational complexity of ERCE will be explained in the following paragraphs.

During the clustering stage, ERCE computational complexity is \(O(n_m KN)\) for a single iteration, where \(n_m\) denotes the number of swarms, \(K\) denotes the number of particles, and \(N\) denotes the number of data. When compared with that of HCM/k-means, it is simply the HCM complexity multiplied by the number of swarms \(n_m\). The complexity for distance fuzzification is \(O(n_m KN L_m)\), where \(L_m\) is the number function evaluations required for the \(m^{th}\) swarm.

During the ensemble aggregation scheme, the ERCE complexity relies on the complexity of both CA-tree \(O(N)[66]\) and fuzzy WEAC on the compressed nodes (fWEAC) \(O(n_m KN_{th}^2)\), where \(n_m\) denotes the number of swarms, \(K\) denotes the number of particles, and \(N_{th}\) denotes the number of representative nodes at a given threshold, \(N_{th} < N\). For higher threshold the volume of the node representatives will be much smaller than the dataset, \(N_{th} << N\), which in turn makes the fWEAC assume a quasi-linear complexity, \(O(n_m K \log^2(N))\).

The overall complexity of ERCE is therefore,

\[
O\left((n_m KN_{max} + L_m) + \left[N\right] + \left[n_m K \log^2(N)\right]\right),
\]

where \(t_{max}\) denotes the predefined number of iterations.
6.3 Consensus Engrams

When dealing datasets that are too large to fit in memory, constructing a complete consensus matrix, even with the help of CA-tree compression, is either very hard if not impossible to do due to the obscene memory requirement. In this scenario the swarm RCE needs to be operated on partial random sampled chunks similarly to the approach used in mini-batch k-means. We propose that it is more efficient to operate on the subswarms which volumes are relatively much more manageable (since $|X_\theta| = K_\theta$). In order to do so, we serially impose the consensus information from the data and transform it into an affinity value between each consensus nodes.

The concept of node linking shares similarity to the perspective of the Self Organizing Map (SOM) and Hebbian Network [78]. However, contrast to SOM, the internodal linkage in consensus engrams is determined by the “consensus” between subswarms instead of the literal positions of particles in the Euclidean space. This new concept of “closeness” provides a compact representation of clusters as a collection of interconnected nodes, which makes the clustering result robust and much easier to perceive. The efficiency of this approach is demonstrated in practical applications such as data mining and information extraction from images.

6.3.1 Definitions

Definition 6.3.1 (Consensus Nodes). Let us define $P$ as the set of all particles in all subswarms such that

$$P = \bigcup_{\Theta} X_{\Theta}.$$  \hfill (6.7)

$P$ can be clustered into $C$ partitions to obtain $\hat{P} = \{P_1, P_2, \ldots, P_C\}$. The consensus nodes are then simply defined in term of expected values of each partition,

$$Z = \{E[P|P_1], \ldots, E[P|P_C]\}, \hfill (6.8)$$

$$\{z_1, \ldots, z_C\} \in \mathbb{R}^{dim}, \hfill (6.9)$$

which is simply the cluster center of each $P_n$. The consensus nodes can be elegantly obtained using Satuluri and Parthasarathy’s Regularized Markov Clustering [153] described in Algorithm 2.10.

The affinity between each particles $x \in P$ are quantified using the cross-cluster closeness.

Definition 6.3.2 (Cross-cluster Divergence). Let $z \in \mathbb{R}^{dim}$ be defined as a voronoi cell in the voronoi tessellation $Z$, $x \in \mathbb{R}^{dim}$ as a voronoi cell in the voronoi tessellation $X$, and $y \in \mathbb{R}^{dim}$ as a
data vector randomly sampled from a chunk of data $\mathbb{Y}$. The conditional probabilities,

$$p(y|z) = p(z|y, \mathbb{Z}), \quad \text{and}$$

$$p(y|x) = p(x|y, \mathbb{X})$$

are defined as the responsibility values of the observation $y \in \mathbb{Y}$ with respect to the voronoi cells $z \in \mathbb{Z}$ and $x \in \mathbb{X}$, respectively. The marginal probabilities $p(x)$ and $p(z)$ are simply sum of the conditional probabilities over all $y \in \mathbb{Y}$ such that $p(z) = \sum_{y \in \mathbb{Y}} p(z|y, \mathbb{Z}) \leq 1$, and $p(x) = \sum_{y \in \mathbb{Y}} p(x|y, \mathbb{X}) \leq 1$, by definition. The corresponding empirical probability of $y \in \mathbb{Y}$ with respect to $z \in \mathbb{Z}$ and $x \in \mathbb{X}$ are therefore,

$$P(y|z) = \frac{p(y|z)}{p(z)} = \frac{p(z|y, \mathbb{Z})}{p(z)}, \quad \text{and}$$

$$P(y|x) = \frac{p(y|x)}{p(x)} = \frac{p(x|y, \mathbb{X})}{p(x)},$$

where $\sum_{y \in \mathbb{Y}} P(y|z) = 1$ and $\sum_{y \in \mathbb{Y}} P(y|x) = 1$ by definition. The cross-cluster divergence of the voronoi region $\mathbb{Z}$ due to $\mathbb{X}$ given the observations $\mathbb{Y}$ emerges naturally as the KL-divergence between the empirical probabilities,

$$D(\mathbb{Z}, \mathbb{X}|\mathbb{Y}) = KL(P(y|z)||P(y|x)), \quad y \in \mathbb{Y}$$

$$= \sum_{y \in \mathbb{Y}} P(y|z) \log \frac{P(y|z)}{P(y|x)},$$

$$= \sum_{y \in \mathbb{Y}} \frac{p(y|z)}{p(z)} \log \frac{p(x)p(y|z)}{p(z)p(y|x)}$$

**Definition 6.3.3 (Cross-cluster Closeness).** The closeness of the approximation of $\mathbb{C}_z$ using $\mathbb{C}_x$ can be calculated by applying a zero mean Gaussian kernel to the cross-cluster divergence,

$$\phi(z, x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp \left( -\frac{D(\mathbb{Z}, \mathbb{X}|\mathbb{Y})}{2\sigma^2} \right),$$

where $\sigma$ denotes the standard deviation of the Gaussian kernel, describing the penalty factor. Lower $\sigma$ provides stricter emphasis on the closeness between partitions which is often more preferable for preserving sensitivity when dealing with non-convex problems.

For larger datasets, observations are given in smaller chunks to decrease the memory and computational complexity. In this situation $\phi(z, x)$ can be updated iteratively by calculating the
probabilistic union. As observations are mutually exclusive, we can apply addition rule as follows,

\[ \phi(t+1) \leftarrow \phi(t) + \phi(t-1) - \phi(t)\phi(t-1), \]  

(6.18)

where \( \phi_t \) denotes \( \phi(z, x) \) at the \( t \)th iteration.

**Definition 6.3.4 (Consensus Engrams).** In neuropsychology, engrams are means by which memory traces are stored as biophysical or biochemical changes in the brain (and other neural tissues) in response to various external stimuli which leave a lasting trace in the brain [78].

The consensus nodes can be arranged in a fully connected cell assembly, called the consensus engrams. The theory is based on one of Hebb’s theories on cell assembly [78] specifically, “When one cell repeatedly assists in firing another, the axon of the first cell develops synaptic knobs (or enlarges them if they already exist) in contact with the soma of the second cell.”

Donald O. Hebb [78].

The responsibility vector of an observation \( y \) due to the voronoi tessellation \( \Theta = \bigcup_{\theta} \mathcal{C}_\theta \) consisting of \( K_\Theta \) voronoi regions can be expressed as a column vector with \( K_\Theta \) rows,

\[
\mathbf{u}_\Theta(y) = \begin{pmatrix}
u_{x_1} \\ \vdots \\ v_{x_{K_\Theta}}
\end{pmatrix} = \begin{pmatrix}
p(x_1 | y, \Theta) \\ \vdots \\ p(x_{K_\Theta} | y, \Theta)
\end{pmatrix},
\]  

(6.19)

where \( \sum_{\theta} p(x_{\theta} | y, \Theta) = 1 \) by definition. \( \mathbf{u}_z(y) \) can then be similarly defined in the context of the consensus nodes \( Z = \bigcup_z \mathcal{C}_z \),

\[
\mathbf{u}_z(y) = \begin{pmatrix}
u_{z_1} \\ \vdots \\ v_{z_C}
\end{pmatrix} = \begin{pmatrix}
p(z_1 | y, Z) \\ \vdots \\ p(z_C | y, Z)
\end{pmatrix},
\]  

(6.20)

where \( C \) denotes the number of consensus nodes.
Let us define the mapping kernel \( \Pi_{\Theta} \) for a swarm \( \Theta \) as a \( C \times K_{\Theta} \) matrix which linearly maps \( u_{\Theta} \) to \( u_Z \),

\[
\Pi_{\Theta} = \begin{pmatrix}
\pi(z_1, x_1) & \pi(z_1, x_2) & \ldots & \pi(z_1, x_{K_{\Theta}}) \\
\vdots & \vdots & \ddots & \vdots \\
\pi(z_C, x_1) & \pi(z_C, x_2) & \ldots & \pi(z_C, x_{K_{\Theta}})
\end{pmatrix},
\] (6.21)

where

\[
\pi(z_i, x_k) = \frac{\phi(z_i, x_k)}{\sum_{c=1}^{C} \phi(z_c, x_k)},
\] (6.22)

such that each column sums to 1. Note that each subswarm is assigned such kernel in order to map the inputs to the appropriate consensus nodes.

The consensus mapping is the core concept that defines the Consensus Engrams algorithm. The responsibility of the consensus node \( z \in Z \) in the engrams are determined by how the swarm \( S = \{\Theta_1, \ldots, \Theta_{n_m}\} \) maps the information \( y \in Y \) to the corresponding node \( z \). Each data \( y \) that enters into the engrams has to be routed into these mapping kernels in order to calculate \( u_Z(y) \) as follows,

\[
u_Z(y) = \sum_{\Theta \in S} \Pi_{\Theta} u_{\Theta}(y),
\] (6.23)

where \( \Pi_{\Theta_1}, \Pi_{\Theta_2}, \ldots, \Pi_{\Theta_{n_m}} \) are the mapping kernels previously learned in Equation 6.21. The synaptic response of the consensus nodes due to \( y \) is defined as,

\[
R_Z(y) = u_Z(y) \ast u_Z^T(y),
\] (6.25)

where \( \ast \) denotes the fuzzy t-norm operator. The \( R_Z(y) \) matrix is a \( C \times C \) positive definite matrix.

This synaptic response matrix describes the firing pattern of the consensus engrams due to an input vector \( y \). The strength of each response value ranges from \( r = \{0, \frac{1}{C^2}\} \) where higher values indicate stronger link between corresponding node pairs. The consensus engrams are learned by averaging the synaptic responses over as many inputs as possible,

\[
A_Z = \frac{1}{|Y|} \sum_{y \in Y} R_Z(y),
\] (6.26)
The diagonal of the consensus engrams $A_Z$ are discarded,

$$\text{diag}(A_Z) = 0.$$ \hspace{1cm} (6.27)

This matrix can then be interpreted by partitioning it into disjoint subsets using any conventional graph partitioning algorithm. Linkage methods (single/average/ward) or Shi and Malik’s normalized cuts [90] are two of many possibilities.

In the special case where the consensus engrams matrix is to be used together with agglomerative clustering, it is usually more convenient to express $A_Z$ in terms of distance. We recommend the following approach using zero mean Gaussian kernel as follows,

$$D_Z = \text{diag} \left( \sum_{\text{col}} A_Z \right), \text{ (Degree matrix)}$$

$$A_{\text{nor}} = D_Z^{-1/2} A_Z D_Z^{-1/2}$$ \hspace{1cm} (6.28)

$$D_Z = \frac{1}{\sqrt{2\pi \text{ var}(A_{\text{nor}})}} \exp \left( - \frac{A_{\text{nor}}^2 \text{ var}(A_{\text{nor}})}{2 \text{ var}(A_{\text{nor}})} \right),$$

where $\text{var}(A_{\text{nor}})$ is the variance of all the elements in $A_{\text{nor}}$.

An illustration for comparing the result of the conventional Gaussian neighborhood, ERCE with CA-tree, and ERCE with Consensus Engrams approach on the iris flower dataset can be seen in Figure 6.6. All methods correctly discovered three clusters as can be seen in the matrices.

### 6.3.2 Algorithmic Construct

The overall pseudocode can be summarized in Algorithm 6.26. On line 2 one may realize that symmetrizing the cross-cluster affinity matrix is equivalent to computing the symmetrical KL-divergence across cluster pairs.

An illustration of the consensus engrams method used on the BIRCH datasets (1 Million points in $\mathbb{R}^2$) [167] are shown in Figure 6.7. Each subswarm were assigned only 15% of the total data. The number of particles for all subswarms were preset at 120.

### 6.3.3 Complexity Analysis

The consensus engram method is designed to run with the bare minimum memory requirement since obviously all the required parameters in the model including $\phi(P, P)$, mapping kernel $\Pi_{\Theta}$, and
consensus node affinity matrix $A_Z$ depend on neither the volume nor the order of data. In fact, the quality of $A_Z$ only depends on the variety of data presented, which is directly related to the number of loops. The user task is therefore to select just enough data which may be sufficiently representative.

There are four main components that contributes to the complexity of the consensus engrams algorithm: computation of pairwise cross-cluster closeness $\phi(P, P)$; construction of consensus nodes ($R$-$MCL$); calculation of the mapping kernel $\Pi_{\Theta}$; and computation of $A_Z$.

From Equation 6.17 it is easy to observe that the computational complexity of cross-cluster closeness between two clusters depends on the volume of a chunk $N$, the total number of particles in
Algorithm 6.26 Consensus Engrams Construction

Input: Randomly sampled data chunk $Y = \{y_1, \ldots, y_N\} \in \mathbb{R}^{dim}$
Output: Consensus nodes $Z = \{z_1, \ldots, z_C\} \in \mathbb{R}^{dim}$, Affinity matrix between consensus nodes $A_Z$, the consensus mapping kernel $\Pi_\Theta$.

1: $[\Theta_1, \ldots, \Theta_{n_m}; \Sigma_1, \ldots, \Sigma_{n_m}] \leftarrow \text{ERCE}(Y, \eta_\%)$
2: $P \leftarrow \bigcup \Theta X \Theta$
3: $A_P \leftarrow \phi(P, P) + \phi^T(P, P)$.
4: $Z \leftarrow \text{R-MCL}(A_P)$ [Algorithm 2.10, Section 2.5].
5: Calculate the consensus mapping kernel $\Pi_\Theta$ for each subswarm.
6: for all $y \in Y$
7: $A_Z \leftarrow A_Z + R_Z$
8: end for
9: $\text{diag}(A_Z) = 0$ // Discard the diagonal values
10: End of Consensus Engrams construction ——

11: The steps below shows a sample partitioning step using Shi-Malik’s Normalized Cuts [90]. These steps can be customized according to the use case.

12: $D_Z = \text{diag} \left( \sum_{\text{col}} A_Z \right)$ // Calculate the degree matrix
13: $L_{\text{normalized}} = I - D_Z^{-1/2} A_Z D_Z^{-1/2}$ // Calculate the graph Laplacian
14: $[\text{eigenvectors}, \text{eigenvalues}] \leftarrow \text{Lanczos Eigensolver}(L_{\text{normalized}})$
15: $P \leftarrow \text{N-cut}(L_{\text{normalized}})$
16: return $Z$, $A_Z$, $\Pi_\Theta$ and partitioned graph $P$.

Figure 6.7: Finding the natural grouping in the BIRCH [167] datasets using ERCE with consensus engrams. White dots denote particles, while red dots denote consensus nodes. Links were constructed based on cross-cluster divergence.
the swarm \(|\forall\Theta| = |P| = K\). The complexity of calculating \(\phi(P, P)\) is \(\mathcal{O}(NK(K - 1))\) as a result of the calculation of KL-divergence and exponential kernel between cluster pairs. The complexity for calculating \((\forall\Theta)\Pi_\Theta\) is \(\mathcal{O}(NK\kappa)\) due to the calculation of pairwise cross-cluster closeness between the particles \(P\) and the consensus nodes \(Z\). The complexity of \(A_Z\) arises due to the consensus mapping process \(u_Z(y) = \frac{1}{|S|} \sum_{\Theta \in S} \Pi_\Theta u_\Theta(y)\) and the fuzzy t-norm operation \(u_Z(y) \ast u^T_Z(y)\). For each chunk \(Y\) the total computational complexity is therefore,

\[
\mathcal{O}_{\text{Consensus Engrams}} = NK \dim + NK(K - 1) + K\kappa^2 + NK\kappa + N(K\kappa + C^2) \quad (6.29)
\]

where \(K\) denotes the total number of particles in the swarm, \(C\) denotes the number of consensus nodes, and \(\kappa\) denotes the average number of non-zero entries in each column of \(A_P\). The nature of voronoi tessellation guarantees that \(\kappa < \frac{K}{|S|}\), the average number of voronoi regions for each subswarm. The complexity of \(R\text{-MCL}\) is therefore guaranteed to be \(< \frac{K^3}{|S|^2}\).

6.4 Applications

6.4.1 Color Image Segmentation

A practical usage of clustering in computer vision is the task of image segmentation and labeling of connected components. Conventional consensus and spectral clustering approaches would require at least \(\mathcal{O}(N^2)\) complexity with \(N\) denotes the total number of pixels in an image to construct the affinity matrix alone. ERCE + Consensus Engrams allows rapid approximation of connected component from images in linear complexity \(\mathcal{O}(N)\).

The images used in this subsection includes various natural segmentation images from Lotus Hill Institute \([79]\) and Berkeley Segmentation Dataset \([168]\). ERCE was operated using five self-evolving swarms \(\xi = 0.03 - 0.05\), each storing only 20% of the total pixels of the image, randomly sampled. The Consensus Engrams were constructed using 20% of the data. An step-by-step illustrative example of the execution of the algorithm are shown in Figure 6.8 and Figure 6.9. It can be observed in Figure 6.9 that the consensus engrams provides an intuitive overview of the statistical property of the features. The experimental results can be seen in Figure 6.10 and Figure 6.11.

We performed a comparative experiment on images of varying sizes to investigate the time and space complexity of the algorithm. The competing algorithms are strictly consensus/graph-based clustering which includes: ERCE (5 swarms, 20% random sampling, \(\xi = 0.03 - 0.05\)) with CA-tree
and Fuzzy Weighted Evidence Accumulation (fWEAC); 80 runs of $k$-means ($k$ is randomized) with Evidence Accumulation (EAC), and; Normalized Cuts with Gaussian Neighborhood. The machine used in this simulation is a laptop computer with Intel Core i5 M520 @ 2.4 Ghz, 4 GB of RAM, running Windows 7. The experimental results are summarized in Figure 6.12.

Figure 6.8: Color Image Segmentation using ERCE (Consensus Engrams Scheme) on an image from Lotus Hill Institute [79]
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(a) The scatter plot matrix of the two horses images in Figure 6.8.

**Consensus Engrams** — Voronoi Regions are approximate

(b) $x$: saturation; $y$: value.

(c) $x$: $x$-coordinates; $y$: hue.

(d) $x$: value; $y$: $y$-coordinates.

(e) $x$: saturation; $y$: $x$-coordinates.

Figure 6.9: The scatter plots of the two horses images in Figure 6.8 and its consensus engrams overlays. 4 clusters were discovered.
Figure 6.10: Image segmentation results using ERCE and their consensus engrams overlay. The graph clustering results are produced using single linkage.
Figure 6.11: Image segmentation results using ERCE and their consensus engrams overlay — continued. The graph clustering results are produced using single linkage.
Figure 6.12: The CPU time and memory required of various algorithms with respect to the number of pixels in an image.
The results presented in Figure 6.10 and Figure 6.11 are visually close to the proposed ground truths in [168]. The performance in comparison with graph based algorithms are still unavailable at the present moment since the current machine used for the experiment are incapable of processing the pictures using neither normalized cuts nor k-means EAC. Further investigation will be included in our future works.

From Figure 6.12, we can see that ERCE with Consensus Engrams (CE) were the leanest in terms of both memory and computational complexity. Both the proposed algorithm and ERCE + CA-tree + fWEAC achieved linear complexity in both time and space, with ERCE + CE being significantly leaner. k-means EAC exhibited \(O(N^{1.4558})\) and \(O(N^{1.745})\) computational and memory complexity, respectively. The most expensive algorithm was the normalized cuts which exhibited \(O(N^{2.5826})\) and \(O(N^{1.8548})\) computational and memory complexity, respectively.

### 6.4.2 Vessel Extraction from Retinal Fundus Images

Another challenge in biomedical informatics is blood vessel extraction from retinal Fundus image. One of the main clinical objectives for retinal vessel segmentation is the early screening of diabetic retinopathy [80]. Diabetic retinopathy is caused by complications of diabetes, which can eventually lead to blindness if not treated. To date, the fundus photography is the only way to detect the early stage of diabetic retinopathy, the non-proliferative diabetic retinopathy (NPDR) [169].

One of the challenges in retinal fundus imagery is to accurately isolate the blood vessels from the other parts of the retina. However, as retinal fundus images are usually complex and noisy, accurate extraction would require the use of advanced technique in computer vision and machine intelligence. We apply our method on the retinal fundus images from the Digital Retinal Images for Vessel Extraction (DRIVE) dataset [80]. The size of each image is 584 × 565 pixels.

Blood vessels are generally more pronounced in the green channel compared to the other color channels [53]. We perform a morphological closing with a 15 × 15 disc structuring element on the channel, which is large enough to blur the blood vessels and obtaining the overall background of the channel. This background is then subtracted out of the green channel such that the foreground (blood vessels) are isolated in bright pixels. In addition to the inverted green channel, morphologic features for each pixel in the foreground image were extracted [53, 57]. The first feature was ridge features obtained using Zana’s geodesic approach [53]; The second was line features using multiple convolutions of Nguyen’s oriented multiscale line filters with \(L = \{3, 5, 7, 9, 11, 13, 15, 17, 19, 21\}\) [57]. The visualization of the features and segmentation result are presented in Figure 6.14.
Using these three features, pixels corresponding to blood vessels can be distinguished using ERCE + CE. The ERCE swarm is set to self-evolving mode with target cluster entropy $\xi = \{0.1 - 0.3\}$. The swarm size is set to 5 subswarms, each memorizes 10% of the data, randomly sampled. The consensus engrams is also constructed using only 10% of the data. The chosen metric is the squared Euclidean distance. The conversion of distance to membership uses Bezdek’s fuzzification method with the fuzzifier parameter $m = 2$. The consensus engrams $\sigma$ parameter for the cross-cluster closeness calculation is set to 0.3. Shi-Malik’s normalized cuts [90] is chosen as the graph clustering method, forcing 2 clusters using 2-way cut. The final fuzzy value $(u_1, u_2)$ for each pixel $y$ with respect to the first and second consensus nodes ($z_1$ and $z_2$) are then calculated using Equation 6.24 such that,

$$
\begin{pmatrix}
u_1(y) \\
u_2(y) 
\end{pmatrix} = \frac{1}{|S|} \sum_{\Theta \in S} \begin{pmatrix} \pi(z_1, x_1) & \pi(z_1, x_2) & \ldots & \pi(z_1, x_K) \\
\pi(z_2, x_1) & \pi(z_2, x_2) & \ldots & \pi(z_2, x_K) 
\end{pmatrix} \begin{pmatrix} u_{x_1}(y) \\
u_{x_{K}}(y) 
\end{pmatrix}, \quad (6.30)
$$

$$
\pi(z_i, x_k) = \frac{\phi(z_i, x_k)}{\sum_{c=1}^{C} \phi(z_c, x_k)}, \quad (6.31)
$$

where $S$ denotes the ERCE swarm $S = \{\Theta_1, \ldots, \Theta_{nm}\}$ and $\pi(z_i, x_k)$ denotes the column normalized cross-cluster closeness $\phi(z_i, x_k)$ of $z_i$ approximated by $x_k$. $u_{x_i}$ denotes the cluster membership of the $i$th voronoi region in the subswarm $\Theta$, where $(\forall j), \sum_i u_{x_i,j} = 1$ by definition. $u_1$ and $u_2$ denotes the fuzzy membership of the first (vessels) and second (background) cluster, respectively, where $(\forall j), u_{1j} + u_{2j} = 1$.

The cluster corresponding to the blood vessels are naturally identified as the cluster with the least size $I_{vessels} = \arg \min_i |C_i|$ where $|C_i| = \sum_j u_{ij}$, $i$ denotes the cluster index, $j$ denotes the pixel index.

We propose the optimal threshold value for the algorithm is the ratio between the size of the two clusters, $|C_{vessels}|$ and $|C_{background}|$,

$$
th = \frac{|C_{vessels}|}{|C_{background}|} = \frac{\sum_j u_{vessels,j}}{\sum_j u_{background,j}}, \quad (6.32)$$
where \( j \) denotes the pixel index. This formula is derived as follows. Suppose the two clusters \( C = \{V, B\} \) foreground (blood vessels) and background, respectively. The probabilities are therefore,

\[
\begin{align*}
p(V) &= \sum_{y \in Y} p(y|V), \\
p(B) &= \sum_{y \in Y} p(y|B), \\
p(V) &< p(B), \\
p(V, B) &= p(B) - p(V).
\end{align*}
\]

The degree of contamination is simply,

\[
\% \text{ Contamination} = \frac{p(B) - p(V, B)}{p(B)} = \frac{p(V)}{p(B)},
\]

which reminiscent to the signal to noise ratio (SNR) calculation. A descriptive illustration can be seen in Figure 6.13.

The scatter plots showing the features and the consensus engrams overlay are shown in Figure 6.15.

The machine used in this simulation is a laptop computer with Intel Core i5 M520 @ 2.4 Ghz, 4 GB of RAM, running Windows 7. The original data from the DRIVE datasets [80] are presented in Figure 6.16 and Figure 6.17, while the corresponding results are shown in Figure 6.18 and Figure 6.19.

The DRIVE database provides two manually traced gold standard annotations referred to as observer 1 and observer 2. We measure the sensitivity, specificity and accuracy of the proposed
method on each image against the provided observer 1. The average area under the ROC curve against observer 1 is also reported. The local accuracy (where only the vessels and background pixels around the true vessels are considered for accuracy measurement) is also measured using morphological dilation operator with a structuring element of size 3 as proposed by [57]. The correctness of the segmentation were analyzed using Cohen’s Kappa statistics. The kappa value measures the degree of agreement between observer 1 and observer 2 given each segmentation result. The overall statistics of the results are then appended using the reported values in [57] and the DRIVE website. The individual result for each image summarized after 20 extraction trials is presented in Table 6.2. The comparative summary against other methods is summarized in Table 6.3. The resulting ROC graph compared to the other approaches are shown in Figure 6.20.

Table 6.2: Fundus Image Clustering Results Against the Gold Standard (Observer 1) summarized after 20 trials.

<table>
<thead>
<tr>
<th>#</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>#</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>75.3% ± 0.6%</td>
<td>97.8% ± 0.2%</td>
<td>95.8% ± 0.0%</td>
<td>21</td>
<td>75.1% ± 0.1%</td>
<td>98.2% ± 0.0%</td>
<td>96.5% ± 0.0%</td>
</tr>
<tr>
<td>2</td>
<td>77.7% ± 0.2%</td>
<td>98.2% ± 0.0%</td>
<td>96.1% ± 0.0%</td>
<td>22</td>
<td>75.1% ± 0.1%</td>
<td>97.7% ± 0.0%</td>
<td>95.7% ± 0.0%</td>
</tr>
<tr>
<td>3</td>
<td>75.3% ± 0.5%</td>
<td>97.1% ± 0.2%</td>
<td>95.0% ± 0.1%</td>
<td>23</td>
<td>78.3% ± 0.8%</td>
<td>92.9% ± 0.5%</td>
<td>92.4% ± 0.3%</td>
</tr>
<tr>
<td>4</td>
<td>75.2% ± 0.2%</td>
<td>98.1% ± 0.0%</td>
<td>96.1% ± 0.0%</td>
<td>24</td>
<td>75.2% ± 0.2%</td>
<td>97.5% ± 0.0%</td>
<td>95.6% ± 0.0%</td>
</tr>
<tr>
<td>5</td>
<td>75.2% ± 0.2%</td>
<td>97.8% ± 0.0%</td>
<td>95.8% ± 0.0%</td>
<td>25</td>
<td>75.2% ± 0.3%</td>
<td>96.3% ± 0.1%</td>
<td>94.4% ± 0.1%</td>
</tr>
<tr>
<td>6</td>
<td>75.1% ± 0.1%</td>
<td>97.2% ± 0.2%</td>
<td>95.1% ± 0.0%</td>
<td>26</td>
<td>75.1% ± 0.2%</td>
<td>96.9% ± 0.1%</td>
<td>95.1% ± 0.0%</td>
</tr>
<tr>
<td>7</td>
<td>75.2% ± 0.1%</td>
<td>97.1% ± 0.0%</td>
<td>95.2% ± 0.0%</td>
<td>27</td>
<td>75.2% ± 0.2%</td>
<td>97.7% ± 0.0%</td>
<td>95.7% ± 0.0%</td>
</tr>
<tr>
<td>8</td>
<td>75.3% ± 0.3%</td>
<td>97.0% ± 0.1%</td>
<td>95.2% ± 0.0%</td>
<td>28</td>
<td>75.2% ± 0.1%</td>
<td>97.6% ± 0.0%</td>
<td>95.4% ± 0.0%</td>
</tr>
<tr>
<td>9</td>
<td>75.1% ± 0.2%</td>
<td>97.8% ± 0.0%</td>
<td>96.0% ± 0.0%</td>
<td>29</td>
<td>75.1% ± 0.2%</td>
<td>97.7% ± 0.0%</td>
<td>95.9% ± 0.0%</td>
</tr>
<tr>
<td>10</td>
<td>75.1% ± 0.1%</td>
<td>97.7% ± 0.0%</td>
<td>95.9% ± 0.0%</td>
<td>30</td>
<td>75.2% ± 0.2%</td>
<td>97.1% ± 0.0%</td>
<td>95.4% ± 0.0%</td>
</tr>
<tr>
<td>11</td>
<td>75.1% ± 0.2%</td>
<td>96.9% ± 0.1%</td>
<td>95.1% ± 0.0%</td>
<td>31</td>
<td>75.4% ± 0.6%</td>
<td>97.2% ± 0.3%</td>
<td>96.0% ± 0.0%</td>
</tr>
<tr>
<td>12</td>
<td>75.3% ± 0.2%</td>
<td>97.5% ± 0.0%</td>
<td>95.6% ± 0.0%</td>
<td>32</td>
<td>75.1% ± 0.2%</td>
<td>98.1% ± 0.0%</td>
<td>96.3% ± 0.0%</td>
</tr>
<tr>
<td>13</td>
<td>75.1% ± 0.2%</td>
<td>97.2% ± 0.0%</td>
<td>95.1% ± 0.0%</td>
<td>33</td>
<td>75.2% ± 0.2%</td>
<td>98.1% ± 0.0%</td>
<td>96.3% ± 0.0%</td>
</tr>
<tr>
<td>14</td>
<td>75.5% ± 0.9%</td>
<td>97.8% ± 0.2%</td>
<td>96.1% ± 0.1%</td>
<td>34</td>
<td>75.2% ± 0.1%</td>
<td>90.3% ± 0.1%</td>
<td>89.0% ± 0.0%</td>
</tr>
<tr>
<td>15</td>
<td>75.2% ± 0.1%</td>
<td>97.5% ± 0.0%</td>
<td>96.0% ± 0.0%</td>
<td>35</td>
<td>75.2% ± 0.2%</td>
<td>97.7% ± 0.0%</td>
<td>95.7% ± 0.0%</td>
</tr>
<tr>
<td>16</td>
<td>75.2% ± 0.2%</td>
<td>97.2% ± 0.0%</td>
<td>95.3% ± 0.0%</td>
<td>36</td>
<td>75.2% ± 0.2%</td>
<td>97.0% ± 0.0%</td>
<td>94.7% ± 0.0%</td>
</tr>
<tr>
<td>17</td>
<td>75.2% ± 0.9%</td>
<td>96.7% ± 0.8%</td>
<td>95.0% ± 0.2%</td>
<td>37</td>
<td>75.1% ± 0.2%</td>
<td>96.7% ± 0.0%</td>
<td>94.9% ± 0.0%</td>
</tr>
<tr>
<td>18</td>
<td>76.7% ± 3.5%</td>
<td>98.0% ± 0.7%</td>
<td>96.5% ± 0.3%</td>
<td>38</td>
<td>75.2% ± 0.3%</td>
<td>97.0% ± 0.0%</td>
<td>95.1% ± 0.0%</td>
</tr>
<tr>
<td>19</td>
<td>75.1% ± 0.2%</td>
<td>97.5% ± 0.0%</td>
<td>95.9% ± 0.0%</td>
<td>39</td>
<td>75.1% ± 0.3%</td>
<td>97.0% ± 0.0%</td>
<td>95.2% ± 0.0%</td>
</tr>
<tr>
<td>20</td>
<td>75.1% ± 0.2%</td>
<td>97.5% ± 0.0%</td>
<td>95.9% ± 0.0%</td>
<td>40</td>
<td>75.2% ± 0.4%</td>
<td>97.8% ± 0.1%</td>
<td>96.1% ± 0.0%</td>
</tr>
</tbody>
</table>

The statistical summary in Table 6.3 shows that the proposed method is superior in all performance aspects compared to the other methods in the literatures. Using both Zana’s and Nguyen’s feature together with the inverted green channel, ERCE + CE consensus clustering algorithm outperforms even Staal’s supervised approach to vessel segmentation (proposed: 95.58% ± 0.51%; Staal: 94.42% ± 0.65%). We attribute this to the highly accurate feature extraction methods by Zana [53] and Nguyen [57].
Figure 6.14: Feature extraction from a retinal fundus image.
Figure 6.15: Scatter plot of the extracted features with the Consensus Engrams overlay.
Figure 6.16: Fundus Images (1–20) from DRIVE [80] arranged left to right, top to bottom.
Figure 6.17: Fundus Images (21–40) from DRIVE [80] arranged left to right, top to bottom.
Figure 6.18: Fuzzy segmentation results (gray) + detection mask (black) (1–20), arranged left to right, top to bottom.
Figure 6.19: Fuzzy segmentation results (gray) + detection mask (black) (21–40), arranged left to right, top to bottom.
Table 6.3: Fundus Image Clustering Results Summary on the DRIVE database, appended with the results in [52, 57]. Values are expressed in its mean (standard deviation).

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>L.Acc</th>
<th>Kappa</th>
<th>AUC</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed Method (unsupervised)</td>
<td>0.9558 (0.0051)</td>
<td>0.8543</td>
<td>0.7736</td>
<td>0.9522</td>
<td>Total: 30.7 (3.7)</td>
</tr>
<tr>
<td>Feature Extr.: 17.1 (1.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>ERCE+CE: 13.6 (3.3)</td>
</tr>
<tr>
<td>Staal (supervised) [80]</td>
<td>0.9442 (0.0065)</td>
<td>0.7749</td>
<td>0.7345</td>
<td>0.9520</td>
<td>900</td>
</tr>
<tr>
<td>Niemeijer (supervised) [52]</td>
<td>0.9416 (0.0065)</td>
<td>0.7562</td>
<td>0.7145</td>
<td>0.9294</td>
<td>n/a</td>
</tr>
<tr>
<td>Nguyen (unsupervised) [57]</td>
<td>0.9407</td>
<td>0.7883</td>
<td>n/a</td>
<td>n/a</td>
<td>2.5</td>
</tr>
<tr>
<td>Zana (unsupervised) [53]</td>
<td>0.9377 (0.0077)</td>
<td>0.7318</td>
<td>0.6971</td>
<td>0.8984</td>
<td>&lt; 180</td>
</tr>
<tr>
<td>Al-Diri (supervised) [170]</td>
<td>0.9258 (0.0126)</td>
<td>n/a</td>
<td>0.6716</td>
<td>n/a</td>
<td>660 (180)</td>
</tr>
<tr>
<td>Jiang (unsupervised) [171]</td>
<td>0.9212 (0.0076)</td>
<td>0.6915</td>
<td>0.6399</td>
<td>0.9114</td>
<td>n/a</td>
</tr>
<tr>
<td>Martínez-Pérez (unsupervised) [172]</td>
<td>0.9316</td>
<td>0.7670</td>
<td>0.6389</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Chaudhuri (unsupervised) [173]</td>
<td>0.8773 (0.0232)</td>
<td>0.5587</td>
<td>0.3357</td>
<td>0.7878</td>
<td>n/a</td>
</tr>
<tr>
<td>All background</td>
<td>0.8727 (0.0123)</td>
<td>n/a</td>
<td>0</td>
<td>n/a</td>
<td>n/a</td>
</tr>
</tbody>
</table>

Figure 6.20: The ROC curve of the proposed method vs other methods in the literature [80].
Another important characteristic of the algorithm is its relatively lightweight nature. The proposed method requires $30.7 \pm 3.7$ seconds (17.1 seconds were spent for feature extraction) to extract blood vessels from a $584 \times 565$ pixels retinal fundus image, which is significantly faster than Staal’s method which takes 15 minutes for each image on average [80].

It should be noted that the performance of the proposed method depends heavily on the feature extraction method. In this implementation, our approach suffers from limitations in Zana’s [53] and Nguyen’s [57] approaches. Using these features the ERCE+CE still struggles when dealing with noisy images such as image 23 and 34. Future works will include the incorporation of various additional morphological features such as those described by Staal [80].

6.5 Conclusion

Ensemble RCE (ERCE) [55] was proposed in 2014 as an ensemble extension to RCE, improving RCE in terms of memory and computational efficiency, capability to automatically determine the number of clusters, and gracefully handle non-convex datasets in quasilinear complexity. Using the self-evolving cooperative semi-stochastic swarm ERCE constructs the essential building blocks required for large scale consensus clustering using minimal memory and computational resources. Benefiting from the robustness of swarm intelligence, the versatility of voronoi tessellation and the flexibility of graph algorithms, the ERCE is designed to discover natural groupings in both convex and non-convex data. Two strategies are proposed to increase the ERCE swarm diversity including charged particles and self evolution. The complexity of the algorithm has been theoretically and empirically analyzed where we discover that the algorithm has quasilinear complexity in both time and space.

Inspired by Hebb’s theories on cell assembly [78], we arrange the particles in the swarm in a fully connected construction called the consensus engrams. This approach substantially increases the scalability of the swarm to handle data whose total size exceeds the physical random access memory (RAM) limit of the machine. The method is specifically designed to extract statistical structure from incomplete data of large volume and noise content. It is insensitive to neither the volume nor the order of data and the engrams only need to “see” just enough representative data to learn the overall statistical structure. The algorithm has been tested on image processing applications with promising results.

On color image segmentation, ERCE with Consensus Engrams (CE) were the leanest in terms of both memory and computational complexity. Both the proposed algorithm and ERCE + CA-tree
+ fWEAC achieved linear complexity in both time and space, with ERCE + CE being significantly leaner.

On the fundus image segmentation application, our proposed unsupervised image segmentation method is able to achieve the highest classification performance compared to the competing methods, which is up to 95.58% global accuracy, 85.43% local accuracy, and 0.7736 kappa score using the fundus image data from the DRIVE database. The method takes about 30 seconds per image which is significantly faster than the method described in [80] (15 minutes).
Chapter 7

Conclusion

This thesis analyzes in great depth, both theoretically and empirically, the development stages, strengths and limitations of our proposed semi-stochastic swarm clustering algorithm, the Rapid Centroid Estimation (RCE) and its variants [4, 55, 71–73]. This thesis establishes the theoretical foundation of the algorithm, much extending those that have been previously proposed in the published manuscripts. The analyses focus mainly on the stability, convergence, computational and memory complexities as well as the overall effectiveness of the algorithm on practical problems.

As a general purpose clustering algorithm, the practical applications of the proposed algorithm are vast. The application scenarios included in this thesis are meant as investigative medium intended for benchmarking the strengths and limitations of the proposed algorithm against other approaches in the literature.

7.1 Primary Findings

1. Challenges in Particle Swarm Optimization Clustering

The research develops from Section 3.3 where we discover the rationale behind the performance degradation of Van Der Merwe - Engelbrecht’s Particle Swarm Optimization (PSO) Clustering [83] for problems of higher dimension. The efficiency of PSO clustering degrades exponentially for each dimensionality increment as particle vectors become perpendicular to the maximum likelihood vector. The empirical validation in Table 3.1 provides strong statistical evidence on the inferiority of the algorithm to Stuart Lloyd’s $k$-means in problems over 15 dimensions.
2. Challenges in the Particle Swarm Clustering Algorithm

Cohen and de Castro [75] proposes a new concept of particle-data interaction in their Particle Swarm Clustering (PSC) algorithm. We discover significant issues with their proposition regarding stability, movement redundancies, local convergence, as well as its memory and computational complexity. Theorem 4.1 especially shows how the PSC generalizes to the Expectation Maximization (EM) algorithm — more specifically, $k$-means — when the stability constraints in Equation 4.37 are satisfied. This theoretical proof completes the empirical observation by Szabo et al. [85], where they stated that "there were no much gain obtained with the PSC when compared with a standard self-organizing clustering methods" [85].

We also discover that all PSC families, including the original Cohen - de Castro’s PSC [75], Szabo’s Modified memoryless Particle Swarm Clustering (mPSC) [74], and Szabo’s Fuzzy Particle Swarm Clustering (FPSC) [70], share the behavior depicted in Figure 4.4 and Figure 4.5. The three algorithms, although proposed under varying names and time frames, are conceptual duplicates of the original PSC.

3. Rapid Centroid Estimation and its Variants

The RCE and its variants in 2012 (RCE 2012) to alleviate general clustering issues pertaining reliability due to initialization and local convergence [4, 71–73]. Using the openly available benchmark datasets from UC Irvine [84] we investigate the performance of the algorithm against its predecessors. The results, presented in Table 5.5, reveals the superior performance the RCE 2012 variants to that of its predecessors. The levels of reliability and repeatability of RCE variants in most cases are substantially greater than those of the other algorithms. Table 5.6 shows that the new algorithms are significantly faster than the predecessors.

4. Ensemble Rapid Centroid Estimation

The discovery of both Equation 4.37 and Lemma 5.2.1 lead to the simplification scheme in the 2014 proposition which further reduce the complexity of RCE and extends its applicability to larger datasets and access to scalable consensus/ensemble approaches which allow it to cope with arbitrarily shaped clusters and estimate the number of clusters in quasilinear time and space complexity. We refer the improved algorithm with a new name called the Ensemble RCE (ERCE). To our knowledge, to date we are the first multi-swarm based ensemble clustering algorithm that has achieved such low complexity in both time and space.

In this thesis we introduce the self-evolution to the ERCE which is proposed to address the issues in the concept of charged particles [55]. Self evolution allows the RCE to have unlimited number of particles in order to satisfy the cluster entropy requirement. The approach further reduces the memory requirement of ERCE.
5. **Consensus Engrams**

The consensus engrams further simplifies the ERCE to deal with partial data. Instead of dealing with the complete consensus matrix, the consensus engrams encodes the feature statistical properties in the form of relationship between subswarms and particles. The algorithm was applied on image clustering and retinal fundus images with satisfactory result. Based on the empirical experiments, the proposed approach provides significant improvement to ERCE in term of computational and memory efficiency as shown in Figure 6.12. In retinal fundus vessel extraction task, Table 6.3 shows that the algorithm outperforms even Staal’s supervised approach [80] with much lower computational complexity.

### 7.2 Limitations of the research

1. **Sensitivity to feature quality**

RCE variants are limited on performing unsupervised clustering on problems which classes are separable based on the statistical landscape of the feature space. Should the majority of the features contain redundant and irrelevant information, the algorithm would experience a significant performance degradation.

2. **Sensitivity to distance quantifier selection**

The performance of RCE variants are dependent on the selection of quantifier which defines the distance between two feature vectors. The definition of “distance” will need to be pre-specified by the user.

3. **Final result is nondeterministic**

Like other clustering algorithms, the results of RCE varies on each repetitions. The proposed strategies (particle reset, substitution, swarm) decrease the likelihood of the particles getting trapped in a local minimum, hence increasing the likelihood of getting an optimal partition. The chance of returning suboptimal partitions, although minimized, still exist.

4. **Sensitivity to the consensus/ensemble aggregation or graph partitioning method**

The ERCE requires the user to manually specify the graph partitioning algorithm. The user needs to choose between clustering based on close connectivity (e.g. normalized cuts) or arbitrary interconnected shapes (e.g. single linkage), but not both.

5. **Sensitivity to the choice of parameters**
The choice of parameters, especially the width of fuzzifier, number of particles, swarm size, substitution probability, and stagnation threshold (particle reset), are significant parameters that determine the performance of the algorithm. The penalty factor for cross-cluster closeness (consensus engrams) and the variations of the data fed to the engrams would determine whether the synaptic bonds learnt by the engrams can properly represent the statistical structure of the feature space.

In a highly non-convex problems, there need to be enough particle in order to ensure proper extraction of the statistical structure of the data. However, the only parameter that RCE uses to control the growth of the particle is the cluster entropy, which depends on the user-defined width of the fuzzifier.

6. RCE does not perform supervised learning

The RCE belongs to the class of unsupervised clustering algorithm. It is designed to minimize the likelihood function given the data and the assumption of the model. Supervised learning such as Neural Networks and Support Vector Machines belong to the different class of machine learning which are specifically intended for function approximation. For such task, the RCE may not be the right tool.

7.3 Recommendations for Future Work

The RCE algorithm has been under continuous improvement since its proposal in 2012 [71, 73]. Based on the aforementioned limitations, the algorithm is still far from finishing. One of the major goals includes making the RCE parameter free. As the algorithm is designed for parallel processing, a possible future work is the parallelization of RCE for mining very large data. Finally further practical implementations and empirical tests on even larger and more complex data needs to be done.
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