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We study the one-shot zero-error classical capacity of a quantum channel assisted by
quantum no-signalling correlations, and the reverse problem of exact simulation of a pre-
scribed channel by a noiseless classical one. Quantum no-signalling correlations are viewed
as two-input and two-output completely positive and trace preserving maps with linear
constraints enforcing that the device cannot signal. Both problems lead to simple semidef-
inite programmes (SDPs) that depend only the Kraus operator space of the channel. In
particular, we show that the zero-error classical simulation cost is precisely the conditional
min-entropy of the Choi-Jamiołkowski matrix of the given channel. The zero-error classical
capacity is given by a similar-looking but different SDP; the asymptotic zero-error classical
capacity is the regularization of this SDP, and in general we do not know of any simple
form.

Interestingly however, for the class of classical-quantum channels, we show that the
asymptotic capacity is given by a much simpler SDP, which coincides with a semidefi-
nite generalization of the fractional packing number suggested earlier by Aram Harrow.
This finally results in an operational interpretation of the celebrated Lovász ϑ function of
a graph as the zero-error classical capacity of the graph assisted by quantum no-signalling
correlations, the first information theoretic interpretation of the Lovász number.
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I. INTRODUCTION

We choose as the starting point of the present work the fundamental problem of channel sim-
ulation. Roughly speaking, this problem asks when a communication channel N from Alice (A)
to Bob (B) can be used to simulate another channel M, also from A to B? [1] This problem has
many variants according to the resources available to A and B. In particular, the case when A and
B can access unlimited amount of shared entanglement has been completely solved. Let CE(N )
denote the e ntanglement-assisted classical capacity of N [2]. It was shown that, in the asymptotic

setting, to optimally simulate M, we need to apply N at rate CE(M)
CE(N ) [3, 4]. In other words, the

entanglement-assisted classical capacity uniquely determines the properties of the channel in the
simulation process. Furthermore, even with stronger resources such as no-signalling correlations
or feedback, this rate cannot be improved – otherwise we would violate causality, see [3] for a
discussion.

Here we are interested in the zero-error setting [5]. It is well known that the zero-error com-
munication problem is extremely difficult, already for classical channels. Indeed, the single-shot
zero-error classical communication capability of a classical noisy channel equals the independence
number of the (classical) confusability graph induced by the channel, and the latter problem is
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known to be NP-complete. The behaviour of quantum channels in zero-error communication is
even more complex as striking effects such as super-activation are possible [6–9]. The most gen-
eral zero-error simulation problem remains wide open. To overcome this difficulty, many variants
of this problem have been proposed. The most natural way is to introduce some additional re-
sources and see how this changes the capacity. Indeed, extra resources such as classical feedback
[5], entanglement [7, 10, 11], and even a small (constant) amount of forward communication [12],
have been introduced. It has been shown these extra resources can increase the capacity, and gen-
erally simplify the problem. In particular, it was shown that even for classical communication
channel, shared entanglement can strictly increase the asymptotic zero-error classical capacity
[15]. However, determining the entanglement-assisted zero-error classical capacity remains an
open problem even for classical channels. More powerful resources are actually required in or-
der to simplify the problem. Cubitt et al. [12] introduced classical no-signalling correlations into
the zero-error communication for classical channels, and showed that the well-known fractional
packing number of the bipartite graph induced by the channel, gives precisely the zero-error clas-
sical capacity of the channel. Previously, it was known by Shannon that this fractional packing
number corresponds to the zero-error classical capacity of the channel when assisted with a feed-
back link from the receiver to the sender and when the unassisted zero-error classical capacity
is not vanishing [5]. For general background on graph theory see [13], and for “fractional graph
theory” the delightful book [14].

Another major motivation for this work is to further explore the connection between quantum
information theory and the so-called “non-commutative graph theory” suggested in [11]. Such a
connection has been well known in classical information theory. In [5], Shannon realized that the
zero-error capacity of a classical noisy channel only depends on the confusability graph induced
by the channel. He further pointed out that in the presence of classical feedback, the zero-error
capacity is completely determined by the bipartite graph of possible input-output transitions as-
sociated with the channel. Thus it makes sense to talk about the zero-error capacity of a (bipartite)
graph. The notion of non-commutative graph naturally occurs when we use quantum channels
for zero-error communication. For any quantum channel, the non-commutative graph associated
with the channel captures the zero-error communication properties, thus playing a similar role
to confusability graph. Most notably, this notion also makes it possible to introduce a quantum
Lovász ϑ function to upper bound the entanglement-assisted zero-error capacity that has prop-
erties quite similar to its classical analogue [11]. Very recently, it was shown that the zero-error
classical capacity of a quantum channel in the presence of quantum feedback only depends on
the Kraus operator space of the channel [16]. In other words, the Kraus operator space plays a
role that is quite similar to the bipartite graph. Now it becomes clear that any classical channel
induces a bipartite graph as well as a confusability graph, while a quantum channel induces a
non-commutative bipartite graph and a non-commutative graph. The new insight is that we can
simply regard a non-commutative (bipartite) graph as a high-level abstraction of all underlying
quantum channels, and study its information-theoretic properties, not limited to zero-error set-
ting. This leads us to a very general viewpoint: graphs as communication channels. For instance,
we can define the entanglement-assisted classical capacity of a non-commutative bipartite graph
as the minimum of the entanglement-assisted classical capacity of quantum channels that induce
the given Kraus operator space. It was shown that this quantity enjoys a number of interesting
properties including additivity under tensor product and an operational interpretation as a sort of
entanglement-assisted conclusive capacity of the bipartite graph [16]. It remains a great challenge
to find tractable forms of various capacities for non-commutative (bipartite) graphs.

In this paper we consider a more general class of quantum no-signalling correlations described
by two-input and two-output quantum channels with the no-signalling constraints. This kind of
correlations naturally arises in the study of the relativistic causality of quantum operations [17–
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19]; see also the more recent [20]. Distinguishability of these correlations from an information
theoretic viewpoint has also been studied [21]. We provide a number of new properties of these
correlations, and establish several structural theorems of these correlations. Then we generalize
the approach of [12] to study the zero-error classical capacity of a noisy quantum channel as-
sisted by quantum no-signalling correlations, and the reverse problem of perfect simulation. We
show that both problems can be completely solved in the one-shot scenario, revealing some nice
structure:

1. The answers are given by semidefinite programmes (SDPs, cf. [22]);

2. At the same time they generalize the results of Cubitt et al. [12];

3. For the simulation, the question is really how to form a constant channel by a convex com-
bination of the one we want to simulate and an arbitrary other quantum channel, and the
number of bits needed is just − log p, where p is the probability weight of the target channel
in the convex combination (throughout this paper, log denotes the binary logarithm);

4. For assisted communication, there is an analogous problem of convex-combing a certain
channel from B to A which has some kind of orthogonality relation with the given channel
from A to B, with another one to form a constant channel. If the target channel has weight
p, then the number of bits sent is again − log p.

Most interestingly, the solution to the communication problem only depends on the Kraus
operator space of the channel, not directly on the channel itself. For the simulation problem,
the solution is given by the conditional min-entropy [24, 25] of the channel’s Choi-Jamiołkowski
matrix, and is actually additive, thus also gives the asymptotic cost of simulating the channel. If
we are interested in simulating the cheapest channel contained in the Kraus operator space, we
obtain a SDP in terms of the projection of the Choi-Jamiołkowski matrix. Both the capacity and
the simulation SDPs are in general not known to be multiplicative under the tensor product of
channels, thus we do not know the optimal asymptotic simulation cost.

We then focus on the asymptotic zero-error classical capacity and simulation cost assisted with
quantum no-signalling correlations. This requires determining the asymptotic behaviour of a
sequence of SDPs. In general the one-shot solution does not give the asymptotic result, since the
corresponding SDP is not multiplicative with respect to the tensor product of channels. A simple
formula for the asymptotic channel capacity remains unknown. However, for the special cases
of classical-quantum (cq) channels, we find that the zero-error capacity is given by the solution
of a rather simple SDP suggested earlier by Harrow as a natural generalization of the classical
fractional packing number [26], which we call semidefinite packing number. This result has two
interesting corollaries. First, it implies that the zero-error classical capacity of cq-channels assisted
by quantum no-signalling correlations is additive. Second, and more importantly, we show that
for a classical graph G, the celebrated Lovász number ϑ(G) [27], is actually the minimum zero-
error classical capacity of any cq-channel that has the given graph as its confusability graph. In
other words, Lovász’ ϑ function is the zero-error classical capacity of a graph assisted by quantum
no-signalling correlations. To the best of our knowledge, this is the first information theoretic
operational interpretation of the Lovász number since its introduction in 1979. Previously, it was
known that it is an upper bound on the entanglement-assisted zero-error classical capacity of a
graph [11, 29]. It remains unknown whether the use of quantum no-signalling correlations could
be replaced by shared entanglement. The asymptotic simulation cost for Kraus operator spaces
associated with cq-channels is rather simpler, and is actually given by the one-shot simulation
cost.
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Before we proceed to the technical details, it may be helpful to present an overview of our
main results. Let N be a quantum channel from L(A′) to L(B), with a Kraus operator sum

representation N (ρ) =
∑

k EkρE
†
k, where

∑
k E

†
kEk = 11A. Let K = K(N ) = span{Ek} de-

note the Kraus operator space of N . The Choi-Jamiołkowski matrix of N is given by JAB =∑
ij |i〉〈j|A ⊗ N (|i〉〈j|A′ ) = (idA ⊗ N )ΦAA′ , A and A′ are isomorphic Hilbert spaces, and {|i〉} (or

{|j〉}) is orthonormal basis over A (A′), ΦAA′ is the unnormalized maximally entangled state over
A⊗A′. Let PAB denote the projection onto the support of JAB , which is the subspace (11⊗K)|Φ〉.

It is worth noting that many results below can be defined on any matrix subspace K , not
just those corresponding to a quantum channel N . However, we have to make sure that K is
actually corresponding to some quantum channel N . This puts additional constraint on K . More

precisely, supposeK = span{Ek} for some orthonormal basis {Ek} such that TrE†
jEk = δjk. Then

we should be able to find a quantum channel N ′ =
∑

j Fj · F †
j such that Fj =

∑
k ajkEk, for some

invertible matrix a = [ajk] and
∑

j F
†
j Fj = 11A′ . This is equivalent to

∑

kl

rklE
†
kEl = 11A′ , where rkl =

∑

j

a∗jkajl.

If such a positive definite matrix r = [rkl] cannot be found, K will not correspond to a quantum
channel (nor any K⊗n for n ≥ 1). In this case one might still be able to find K ′ ⊂ K that is a
Kraus operator space for some quantum channel N ′. For instance, K = span{11, |0〉〈1|}, and K ′ =
span{11}. (Note however that K is the limit of the Kraus subspaces of genuine quantum channels,
namely amplitude damping channels with damping parameter going to 0; hence it might still be
considered as admissible Kraus space of an infinitesimally amplitude damping channel.) We will,
therefore, always assume that K corresponds to some quantum channel N such that K = K(N ).
From now on, any such Kraus operator space K will be alternatively called “non-commutative
bipartite graph” – in fact, below we shall argue why it is a natural generalization of bipartite
graphs.

Theorem 1 The one-shot zero-error classical capability (quantified as the largest number of messages) of
N assisted by quantum no-signalling correlations depends only on the non-commutative graph K , and is
given by the integer part of the following SDP:

Υ(N ) = Υ(K)

= maxTrSA s.t. 0 ≤ UAB ≤ SA ⊗ 11B ,TrA UAB = 11B ,TrPAB(SA ⊗ 11B − UAB) = 0.

Hence we are motivated to call Υ(K) the no-signalling assisted independence number of K .

The proof of this theorem will be given in Section III A, where we also explore other properties
of the above SDP. For another direction of investigation, looking at the specific channel N with
Choi-Jamiołkowski matrix J and trying to minimize the error probability for given number of
messages, we refer the reader to the recent and highly relevant work of Leung and Matthews [23],
where exactly this is done in an environment with free no-signalling resources subject other
semidefinite constraints.

It is evident from this theorem that the one-shot zero-error classical capacity of N only depends
on the Kraus operator space K . That is, any two quantum channels N and M will have the
same capacity if they have the same Kraus operator space. For this reason, we usually use Υ(K)
to denote Υ(N ). Furthermore, we can talk about the capacity of the Kraus operator space K
directly without referring to the underling quantum channel. Notice that a classical channel N =
(X, p(y|x), Y ) naturally induces a bipartite graph Γ(N) = (X,E, Y ), where the input and output
alphabets X and Y are the two sets of vertices, and E ⊂ X × Y is the set of edges such that
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(x, y) ∈ E if and only if p(y|x) > 0. We shall also use the notation Γ(y|x) = 1 if (x, y) ∈ E, and
Γ(y|x) = 0 otherwise. In this case, we have

K(N) = span{|y〉〈x| : N(y|x) > 0},

and our notion K(N ) generalizes this to arbitrary quantum channels.

Similarly, the simulation cost is given as follows.

Theorem 2 The one-shot zero-error classical simulation cost (quantified as the minimum number of mes-
sages) of a quantum channel N with Choi-Jamiołkowski matrix JAB = (idA ⊗ N )(ΦAA′) is given by
⌈2−Hmin(A|B)J ⌉. Here, Hmin(A|B)J is the conditional min-entropy defined as follows [24, 25]:

2−Hmin(A|B)J = Σ(N ) = minTrTB, s.t. JAB ≤ 11A ⊗ TB .

For example, the asymptotic zero-error classical simulation cost of the cq-channel 0 → ρ0 and
1 → ρ1, is given by log(1+D(ρ0, ρ1)), where D(ρ0, ρ1) =

1
2‖ρ0− ρ1‖1 is the trace distance between

ρ0 and ρ1. This gives a new operational interpretation of the trace distance between ρ0 and ρ1 as
the asymptotic exact simulation cost for the above cq-channel.

Since there might be more than one channel with Kraus operator space included in K , we are
interested in the exact simulation cost of the “cheapest” among these channels. More precisely,
the one-shot zero-error classical simulation cost of a Kraus operator space K is defined as

Σ(K) = min{Σ(N ) : N is quantum channel and K(N ) < K},

where K(N ) < K means that K(N ) is a subspace of K . Then it follows immediately from Theo-
rem 2 that

Theorem 3 The one-shot zero-error classical simulation cost of a Kraus operator space K is given by the
integer ceiling of

Σ(K) = minTrTB s.t. 0 ≤ VAB ≤ 11A ⊗ TB , TrB VAB = 11A, TrVAB(11AB − PAB) = 0,

where PAB is the projection onto the Choi-Jamiołkowski support of K .

We will prove these two theorems in Section III B.

We introduce the asymptotic zero-error channel capacity of K by considering the number of
bits that can communicated over n copies of the channel N , i.e. N⊗n, having Kraus operator space
K⊗n, per channel use as n → ∞; we denote it as C0,NS(K). Likewise, the asymptotic number
of bits needed per channel use to simulate N⊗n as n → ∞, denoted S0,NS(N ), and the same
minimized over all channels with Kraus operator space K⊗n (not necessarily product channels!),
which we denote S0,NS(K).

From these definitions, it is clear that they are given by the regularizations of the respective
one-shot quantities:

S0,NS(N ) = −Hmin(A|B)J , (1)

C0,NS(K) = sup
n≥1

1

n
log Υ

(
K⊗n

)
, S0,NS(K) = inf

n≥1

1

n
log Σ

(
K⊗n

)
, (2)

the first one because Hmin(A|B) is additive under tensor products.
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So far, we are unable to determine closed formulas for the latter two in general. Interestingly,
the special case of K coming from a cq-channel can be solved completely. Note that if K corre-
sponds to a cq-channel N : i 7−→ ρi, with Pi the projection over the support of ρi, then K can be
uniquely identified by a set of projections {Pi} (up to a permutation over inputs). In this case,

K = span
{
|i〉〈ψ| : |ψ〉 ∈ supp ρi

}
, P =

∑

i

|i〉〈i| ⊗ Pi.

Any such Kraus operator space will be called “non-commutative bipartite cq-graph” or simply
“cq-graph”.

The case of assisted communication seems very complicated, and most interesting. We show
that the zero-error classical capacity of cq-graphs is given by the solution of the following SDP:

A(K) := max
∑

i

si s.t.0 ≤ si,
∑

i

siPi ≤ 11. (3)

This number was suggested by Harrow as a natural generalization of the Shannon’s classical
fractional packing number [26], and we will refer to it as semidefinite (fractional) packing number
associated with a set of projections {Pi}.

Our result can be summarized as

Theorem 4 The zero-error classical capacity of a cq-channel N : i → ρi assisted by quantum no-
signalling correlations is given by the logarithm of the semidefinite packing number A(K), i.e.,

C0,NS(K) = logA(K).

To be precise,

1

poly(n)
A(K)n ≤ Υ

(
K⊗n

)
≤ A(K)n.

The proof of this theorem is given in Section IV B.

The asymptotic zero-error classical simulation cost for cq-graphs K is relatively easy and
straightforward. Indeed, we show that the one-shot zero-error classical simulation cost for cq-
channels is multiplicative, i.e.

Σ(K1 ⊗K2) = Σ(K1)Σ(K2), (4)

for cq-graphs K1 and K2. The equality is proved by simply combining the sub-multiplicativity
of the primal SDP and the super-multiplicativity of the dual problem, and then applying strong
duality of SDPs. It readily follows that the asymptotic simulation cost for any Kraus operator K
corresponding to a cq-channel is given by the one-shot simulation cost, namely

S0,NS(K) = log Σ(K). (5)

It is worth noting that the above equality is valid for many other cases. In particular, it holds when
K corresponds to a quantum channel that is an extreme point in the set of all quantum channels.
It remains unknown whether this is true for more general K .

As an unexpected byproduct of our general analysis we obtain the following. To understand
it, note that any cq-channel N : i 7−→ ρi naturally induces a confusability graph G on the vertices
i, by letting {i, j} ∈ E if and only if ρi 6⊥ ρj , i.e. inputs i and j are confusable.
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Theorem 5 For any classical graph G, the Lovász number ϑ(G) [27] is the minimum zero-error clas-
sical capacity assisted by quantum no-signalling correlations of any cq-channels that have G as non-
commutative graph, i.e.

log ϑ(G) = min
{
C0,NS(K) : K†K ⊆ G

}
,

where the minimization is over cq-graphs K .
In particular, equality holds for any cq-channel i → |ψi〉〈ψi| such that {|ψi〉} is an optimal orthogonal

representation for G in the sense of Lovász’ original definition [27].

The above result gives the first clear information theoretic interpretion of the Lovász ϑ function
of a graph G, as the zero-error classical capacity of G assisted by quantum no-signalling correla-
tions, in the sense of taking the worst cq-channel with confusability graph G. Its proof will be
given in Section V.

In Section VI, we provide results which completely characterize the feasibility (i.e., positivity)
of zero-error communication with a non-commutative bipartite graph, or a quantum channel,
assisted by no-signalling correlations. Finally, in Section VII, we conclude and propose several
open problems for further study.

II. STRUCTURE OF QUANTUM NO-SIGNALLING CORRELATIONS

A. Do quantum no-signalling correlations naturally occur in communication?

We will provide an intuitive explanation for how the quantum no-signalling correlations nat-
urally arise from the information-theoretic viewpoint. Let M and N be two quantum channels
both from A to B, and assume that A and B can access any quantum resources that cannot be used
for communicating between them directly. An interesting question is to ask when N can exactly
simulate M? This class of resources clearly includes shared entanglement, and actually has some
other more important members that are the central interest of this paper. We will derive some
general constraints that all these resources should be satisfied. Let us start with the one-shot case,
that is, A and B can establish quantum channel M by using all “allowable resources” and one
use of channel N . We can abstractly represent the whole procedure as in Fig. 1; note that it falls
within the formalism of “quantum combs” [28], but as it is a rather special case we can understand
it without explicitly invoking that theory.

Here is how this simulation works. First, A performs some pre-processing on the input quan-
tum system Ai together with all possible resources at her hand, and outputs quantum system Ao

as the input of channel N . The channel N then outputs a quantum system Bi. B will do some
post-processing on this system together with all possible resources he has, and finally generates
an output Bo. If we remove N , we are left with a network with two inputs Ai and Bi, and two
outputs Ao and Bo. Clearly this represents all possible pre- and/or post-processing that A and B
have done and all resources that are available to A and B. In the framework of quantum mechan-
ics, this network can be formulated as a quantum channel Π with two inputs and two outputs.
Thus we can redraw the simulation procedure as Fig. 1.b. However, as N is the only commu-
nicating device from A to B, we must have that Π cannot be used to communicate from A to B.
Furthermore, the output Ao represents the input of A to the channel N , and thus can be uniquely
determined by A, but notBi, which is the output of N . We will see this constraint is equivalent to
B cannot communicate to A using Π. These constraints have led us to a fruitful class of resources
that A and B could use in communication.

As before, we don’t attempt to solve the most general channel simulation problem. Instead,
we will focus on two simpler but most interesting cases: i). M is a noiseless classical channel and
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Ai Bo

Ao BiN

Ai Bo

Ao BiN

ΠΠ

a b

M M

FIG. 1. A general simulation network: a). We have abstractly represented the general simulation procedure
for implementing a channel M using another channel N just once, and the correlations between A and B;
b). This is just an equivalent way to redraw a), and we have highlighted all correlations between A an B,
and their pre- and/or post- processing as Π.

N is the given noisy channel. The optimal solution to this problem will lead us to the notion of
zero-error classical capacity of N ; ii). N is a noiseless classical channel and M is the given noisy
channel. The optimal solution will lead us to the notion of zero-error classical simulation cost of
M. In the communication problem, we want to maximize the number of messages we can send
exactly by the given channel; while in the simulation problem, we want to minimize the amount
of the noiseless classical communication to simulate the given channel. In the rest of this section,
we will study the mathematical structures of quantum no-signalling correlations in detail.

B. Mathematical definition of quantum no-signalling correlations

As discussed before, no-signalling correlations are linear maps

Π : L(Ai)⊗ L(Bi) → L(Ao)⊗ L(Bo)

with additional constraints. First, Π is required to be completely positive (CP) and trace-
preserving (TP). This makes Π a physically realizable quantum operation. Furthermore, Π is
A to B no-signalling (A 6→B). That is, A cannot send classical information to B by using Π. More

precisely, for any density operators ρ
(0)
Ai
, ρ

(1)
Ai

∈ L(Ai) and σBi
∈ L(Bi), we have

TrAo Π(ρ
(0)
Ai

⊗ σBi
) = TrAo Π(ρ

(1)
Ai

⊗ σBi
).

Or equivalently,

TrAo Π(XAi
⊗ YBi

) = 0 ∀X, Y s.t. TrX = 0.

Likewise, Π is required to be B to A no-signalling (B 6→A). That is, B cannot send classical infor-
mation to A by using Π. This constraint can be formulated as the following

TrBo Π(XAi
⊗ YBi

) = 0 ∀X, Y s.t. TrY = 0.

Let the Choi-Jamiołkowski matrix of Π be

ΩA′
iAoB′

iBo
= (idA′

i
⊗ idB′

i
⊗Π)(ΦAiA′

i
⊗ ΦBiB′

i
),
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where idA′
i

is the identity operator over L(A′
i), ΦAiA′

i
= |ΦAiA′

i
〉〈ΦAiA′

i
|, and |ΦAiA′

i
〉 =∑k |kAi

〉|kA′
i
〉

the un-normalized maximally entangled state. We now show that all above constraints on Π
can be easily reformulated into the semidefinite programming constraints in terms of the Choi-
Jamiołkowski matrix Ω. For convenience, we often use unprimed letters such as Ai and Bi to
denote the quantum systems inputting to quantum channels, and the primed letters A′

i and B′
i

for the reference systems which are isomorphic to Ai and Bi, respectively. The constraints on Π
can be equivalently formulated in terms of Ω as follows:

Ω ≥ 0, (CP )

TrAoBo Ω = 11A′
iB

′
i
, (TP )

TrAoA′
i
ΩXT

A′
i
= 0 ∀TrX = 0, (A 6→ B)

TrBoB′
i
ΩY T

B′
i
= 0 ∀TrY = 0, (B 6→ A)

where X and Y are arbitrary Hermitian operators, so the transpose is not really necessary. The
first two constraints guarantee that Ω corresponds to a CPTP map Π, while the latter two make
sure that Ω cannot be used for communicating from A to B and B to A, respectively. Both two
constraints need only be verified on a Hermitian matrix basis of A′

i, B
′
i, respectively.

The key to deriving the above constraints is the following useful fact:

XA = TrA′ ΦAA′(11A ⊗XA′
T ) = TrA′ ΦAA′XA′

T ,

where A′ is an isomorphic copy of A.
It is worth noting that the class of quantum no-signalling correlations are closed under the

convex combination. That is, if Π0 and Π1 are quantum no-signalling correlations and 0 ≤ p ≤ 1,
then pΠ0+(1−p)Π1 are also no-signalling correlations. Furthermore, this class is also stable under
the pre- or post-processing by A or B. That is, if Π is a no-signalling correlation from L(A′

i⊗B′
i) to

L(Ao ⊗Bo). Then Π′ = (A1 ⊗ B1)Π(A0 ⊗ B0) is also no-signalling, where A0,A1,B0,B1 are CPTP
maps on suitable Hilbert spaces.

It is instructive to compare the quantum no-signalling correlations and the classical no-
signalling correlations. Recall that any classical no-signalling correlations can be described as
a memoryless classical channel Q = {A × B,Q(ab|xy),X × Y } with two classical inputs x ∈ X
and y ∈ Y , and two classical outputs a ∈ A and b ∈ B, where

Q(ab|xy) ≥ 0, ∀x ∈ X, y ∈ Y, a ∈ A, b ∈ B, (6)
∑

ab

Q(ab|xy) = 1, ∀x ∈ X, y ∈ Y, (7)

∑

a

Q(ab|xy) =
∑

a

Q(ab|x′y), ∀x, x′ ∈ X, y ∈ Y, (8)

∑

b

Q(ab|xy) =
∑

b

Q(ab|xy′), ∀x ∈ X, y, y′ ∈ Y. (9)

Evidently, Q can also be represented as a quantum channel in the following way

Q(ρ) =
∑

a,b,x,y

Q(ab|xy)|ab〉〈xy|ρ|xy〉〈ab|.

One can easily verify the above constraints are exactly the same as treating Q a quantum no-
signalling correlation. From this viewpoint, quantum no-signalling correlations are natural gen-
eralizations of their classical correspondings.
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Finally, we would like to mention another interesting fact. That is, any two-input and two-
output quantum channel Π can be reduced to a two-input and two-output classical channel Q
that has the same signalling property by simply doing pre- or post-processing, and all inputs and
outputs of Q are binary, i.e., if Π is A to B (and/or B to A) signalling then Q is also A to B (resp. B
to A) signalling. Due to its significance, we formulate it as

Proposition 6 For any CPTP map Π from L(Ai ⊗Bi) to L(Ao ⊗Bo) such that Π is B to A (and/or A to
B) signalling, one can obtain a classical channel Q = {A × B,Q(ab|xy),X × Y } with all |A| = |B| =
|X| = |Y | = 2, by doing suitable local pre- and post-processing on Π, such that Q is also B to A signalling
(resp. A to B).

Proof Assume Π is both way signalling (the case that it is one-way signalling is similar, and in

fact simpler). Then we can find a pair of states ρ
(0)
Ai

and σ
(0)
Bi

, such that the following two maps
A : L(Ai) → L(Bo) and B : L(Bi) → L(Ao) are non-constant CPTP maps:

A(ρAi
) = TrAo Π(ρAi

⊗ σ
(0)
Bi

),

B(σBi
) = TrBo Π(ρ

(0)
Ai

⊗ σBi
).

I.e., we can find another two states ρ
(1)
Ai

and σ
(1)
Bi

such that

A(ρ
(0)
Ai

) 6= A(ρ
(1)
Ai

), B(σ(0)Bi
) 6= B(σ(1)Bi

).

By Helstrom’s theorem, for any two different quantum states {ρ0, ρ1}, we can find a projective
measurement {P0, P1} to distinguish the given states with equal prior probably with an average
success probability

p =
1

2
Tr ρ0P0 +

1

2
Tr ρ1P1 =

1

2
+

1

4
‖ρ0 − ρ1‖1 > 1/2.

As a direct consequence, the CPTP map

M(ρ) = Tr ρP0|0〉〈0| +Tr ρP1|1〉〈1|

will produce two different classical binary probability distributions M(ρ0) and M(ρ1). We will
need this fact below.

Let
(
P

(0)
Ao
, P

(1)
Ao

)
and

(
Q

(0)
Bo
, Q

(1)
Bo

)
be the measurements to optimally distinguish

{
B(σ(0)Bi

),B(σ(1)Bi
)
}

and
{
A(ρ

(0)
Ai

),A(ρ
(1)
Ai

)
}

, respectively. Then we can define four CPTP maps as follows:

A0(ρ) = (Tr |0〉〈0|ρ)ρ(0)Ai
+ (Tr |1〉〈1|ρ)ρ(1)Ai

, A1(ρ) = (TrP
(0)
Ao
ρ)|0〉〈0| + (TrP

(1)
Ao
ρ)|1〉〈1|,

B0(σ) = (Tr |0〉〈0|σ)σ(0)Bi
+ (Tr |1〉〈1|σ)σ(1)Bi

, B1(σ) = (TrQ
(0)
Bo
σ)|0〉〈0| + (TrQ

(1)
Bo
σ)|1〉〈1|.

Using these as pre- and post-processing on Π, we obtain the desired channel

Q = (A1 ⊗ B1) ◦ Π ◦ (A0 ⊗ B0).

In Q, if B inputs 0 or 1, and A inputs 0, then by the above construction, A must output two binary
probability distributions that are different, hence can be used for signalling from B to A. Similarly,
if A inputs 0 or 1, and B inputs 0, then B must output another two different binary probability
distributions that can be used for signalling from A to B. ⊓⊔
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C. Structure theorems for quantum no-signalling correlations

We will establish several structure theorems regarding quantum no-signalling correlations.
Note that Π is a two-input and two-output quantum channel. So there are two natural ways to
think of Π according to the relation between the inputs and outputs. The first way is to partition
Π as AiAo : BiBo, so the output of Ai and Bi would be Ao and Bo, respectively; this is perhaps
the most standard way. The second way is to focus on the communication between A and B and
partition Π as AiBo : BiBo. In this case the output of Ai and Bi will be regarded as Bo and Ao,
respectively. This kind of partition is quite useful when we are interested in the communication
between A and B.

Let us start with the bipartition AiAo : BiBo of Π. In this case, we can have a full character-
ization of no-signalling maps. (Bear in mind that we have assumed Π to be a CPTP map in the
following discussion).

Proposition 7 Let Π : L(Ai)⊗L(Bi) → L(Ao)⊗L(Bo) be a bipartite CPTP map with a decomposition
Π =

∑
k λkAk ⊗ Bk according to bipartition AiAo : BiBo, where Ak : L(Ai) → L(Ao), Bk : L(Bi) →

L(Bo), and λk are complex numbers. Then we have the following:
i) Π is B to A no-signalling iff Bk can be chosen as CPTP for any k. In this case

∑
k λkAk will be also

CPTP.
ii) Π is A to B no-signalling iff Ak can be chosen as CPTP for any k. In this case

∑
k λkBk will be also

CPTP.
iii) Π is no-signalling between A and B iff both Ak and Bk can be chosen as CPTP maps,

∑
k λk = 1,

and λk are real for all k.

The most interesting part is item iii). Intuitively, any no-signalling correlation Π between A and
B can be written as a real affine combination of product CPTP maps Ak ⊗ Bk. The proofs are
relatively straightforward and we simply leave them to interested readers as exercises.

Now we turn to the bipartition AiBo : BiAo of Π. We don’t have a full characterization of
no-signalling correlations in this setting. Nevertheless, a simple but extremely useful class of
no-signalling correlations can be constructed using the following facts.

Proposition 8 Let Π : L(Ai)⊗L(Bi) → L(Ao)⊗L(Bo) be a bipartite CPTP map with a decomposition
Π =

∑
k µkEk ⊗ Fk according to bipartition AiBo : BiAo, where Ek : L(Ai) → L(Bo), Fk : L(Bi) →

L(Ao), and µk are complex numbers. Then we have the following:
i) If

∑
k µkEk is a constant map and Fk is TP for any k, then Π is A to B no-signalling.

ii) If
∑

k µkFk is a constant map and Ek is TP for any k, then Π is B to A no-signalling.
iii) If all Ek and Fk are TP and both

∑
k µkEk and

∑
k µkFk are constant maps, then Π is no-signalling

between A and B.

For example, we can choose Π =
∑

k µkEk⊗Fk , where Ek and Fk are CPTP maps from L(Ai) to
L(Bo) and L(Bi) to L(Ao), respectively, and {µk} is a probability distribution. If we further have∑

k µkEk and
∑

k µkFk are constant maps, then we obtain a no-signalling correlation Π. Clearly,
for any such Π, neither of Ai and Bi can send classical information to Ao or Bo. To emphasize this
special feature, this class of no-signalling correlations are said to be totally no-signalling. We show
see later even this class of correlations could be very useful in assisting zero-error communication
and simulation. In particular, we need the following technical result:

Lemma 9 Let E0 and E1 be two CPTP maps from L(Ai) to L(Bo), and let F0,F1 be two CP maps from
L(Bi) to L(Ao). Furthermore, assume there is unique 0 ≤ p ≤ 1 such that pE0 + (1 − p)E1 is a constant
channel. Then Π = pE0 ⊗F0 + (1− p)E1 ⊗F1 is a no-signalling correlation if and only if both F0 and F1

are CPTP maps, and pF0 + (1− p)F1 is a constant map.
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Proof This can be proven by directly applying the definition of quantum no-signalling correla-
tions. Two key points are: First, the uniqueness of p such that pE0+(1−p)E1 is constant; secondly,
if E(X) = 0 for any any traceless Hermitian operator X, E is a constant map. ⊓⊔

A third result about the structure of no-signalling correlations is the following [18] (see also
[19] for an alternate proof, and [21] for more discussions):

Proposition 10 Π is B 6→A iff Π = G ◦ F for two CPTP maps F : L(Ai) → L(Ao ⊗ R) and G :

L(Bi ⊗R) → L(Bo), where R is an internal memory. ⊓⊔

This result is quite intuitive. It says that in the case that B cannot communicate to A, we can
actually have the output of A before we input to B.

D. Composing no-signalling correlations with quantum channels

Suppose now we are given a no-signalling map Π : L(Ai ⊗ Bi) → L(Ao ⊗ Bo) and a CPTP
map N : L(A) → L(B). When A = Ao and B = Bi, we can construct a new and unique map
M : L(Ai) → L(Bo) by feeding the outputAo of Π into N , and use the outputB of N as the input
Bi to Π. Such a map can be abstractly represented as follows

MAi→Bo = ΠAi⊗Bi→Ao⊗Bo ◦ NAo→Bi . (10)

Next we will show how to derive more explicit forms of this map.

Ai
Bo

Ao BiN

b

MAi
Bo

Ao
Bi

Ak Bk

k

Π

N

M

Ek

Fk

k

a

Π

FIG. 2. Two different partitions of the input-output registers of Π

Let us start by considering the partition according toAiAo : BiBo to look at Π. If Π is of product
form A⊗ B where A : L(Ai) → L(Ao) and B : L(Bi) → L(Bo), then clearly the composition must
be given by M(X) = B ◦N ◦A(X). We can simply extend this construction to the superpositions
of these product maps by linearity. I.e., for a general Π =

∑
k Ak ⊗Bk, we define the new map by

composing N and Π as the following

MAi→Bo =
∑

k

BBi→Bo

k ◦ NAo→Bi ◦ AAi→Ao

k , (11)

and this is clearly well-defined.

We can also formulate M in another useful way by considering the bipartition AiBo : BiAo.
Suppose Π is given in the form of

∑
k Ek ⊗ Fk where Ek : L(Ai) → L(Bo), Fk : L(Bi) → L(Ao).
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Then to compose Π and N , the only thing we need to do is to compose N and Fk directly and
take trace. That is, we have

M =
∑

k

EAi→Bo

k (TrFk ◦ N ), (12)

where the trace of super-operator Fk ◦ N on L(Ao) is given by

TrFk ◦ N =
∑

j

TrC†
j

[
(Fk ◦ N )Cj

]

for any orthonormal basis {Cj} on L(Ao) in the sense of TrC†
jCl = δjl. This is just the natural

generalization of the trace function of the square matrices to super-operators. It is easy to verify
that TrF ◦N = TrN ◦F holds for any F and N , and the trace is independent of the choice of the
orthonormal basis {Cj}.

For instance, for any bipartite classical channel Q = (X × Y,Q(ab|xy), A × B), and another
classical channel N = (A,N(y|a), Y ), we can easily show that the map M = (X,M(b|x), B) con-
structed by composing Q and N is given by

M(b|x) =
∑

y,a

Q(ab|xy)N(y|a),

which coincides with the discussions in [12].
Note that the above two constructions of the map M from Π and N are quite general, and

purely mathematical. Indeed, we can form a map M from any N and Π. An interesting and
important question is to ask whether M is a CPTP map when both N and Π are.

It turns out that whenever N and Π are CP maps, M should also be CP. This fact is actually a
simple corollary of the teleportation protocol. Indeed, we can easily see from the Fig. 3 that

M(XAi
) = TrBB′

i
[(idBoB′

i
⊗N ) ◦ (idB′

i
⊗Π)(XAi

⊗ ΦBiB′
i
)(11Bo ⊗ ΦBB′

i
)], (13)

where A = Ao, and B, Bi, and B′
i are all isomorphic. The way to get the above equality is to first

apply the teleportation protocol to the special case that Π = A⊗ B, and then extend the result to
to the general case by linearity. The above expression not only provides a proof for the complete
positivity of M, but also the uniqueness of such M.

Π

Ai

ΦBiB
′

i

ΦBB′

i

N

Ao

Bo

FIG. 3. Composing N and Π from the viewpoint of teleportation.
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So we have obtained that for any two maps Π : L(Ai ⊗ Bi) → L(Ao ⊗ Bo) and N : L(Ao) →
L(Bi), we can uniquely construct a map M : L(Ai) → L(Bo) by composing Π and N , and trace
outAo and Bi (refer to Eq. (10)). An explicit construction can be equivalently given by any of Eqs.
(11), (12), and (13). Furthermore, if Π and N are CP, so is M.

To guarantee that M is TP, we have to put further constraints on Π, but not on N except that
it is an arbitrary CPTP map. We will show that such constraints are precisely the same as the
constraints that B to A no-signalling (B 6→ A).

Proposition 11 Let Π : L(Ai ⊗ Bi) → L(Ao ⊗ Bo) and N : L(Ao) → L(Bi) be two CPTP maps, and
let M : L(Ai) → L(Bo) be the unique CP constructed by composing Π and N . If Π is CPTP and B to A
no-signalling, then M is also CPTP for any CPTP map N . Conversely, if M is CPTP for any N , then Π
has to be B to A no-signalling.

Proof The sufficiency is just a direct corollary of item ii) of Proposition 7 or Proposition 10. The
later actually provides a physical realization of this map M. This constraint is logically reasonable
as B to A no-signalling simply means that the input of the channel N cannot depend on its output
(otherwise we will have a closed loop, and against the causality principle).

Now we will prove that the constraint of no-signalling from B to Ais also necessary for M to
be CPTP for any CPTP N . Our strategy is to first prove this fact for two-input and two-output
binary classical channel Q. Then we can apply Proposition 6 for the general case.

We can actually show that if Q is signalling from B to A, and the composition of Q and one-bit
noiseless classical channel is not a legal classical channel anymore (the output for some input is
not a legal probability distribution).

By contradiction, assume that the composition of Π and any CPTP map N is always CPTP,
but that Π is B to A signalling. Applying Proposition 6, we can find a two-input and two-output
binary classical channelQ such that i). Q is constructed from Π by simply performing pre- and/or
post-processing such that Q = (A1 ⊗ B1) ◦ Π ◦ (A0 ⊗ A1); ii). Q is also B to A signalling; iii) the
composition of Q and any classical channel A to Y is also a legal classical channel. We will show
suchQ does not exist, hence complete the proof. Actually, ii) implies there are x ∈ A, a ∈ A, y, y′ ∈
Y , such that

1∑

b=0

Q(ab|xy) 6=
1∑

b=0

Q(ab|xy′).

w.o.l.g, we can assume x = 0, a = 0, y = 0, and y′ = 1. Then the above inequality can be rewritten
explicitly as

Q(00|00) +Q(01|00) 6= Q(00|01) +Q(01|01).

On the other hand, the composition of Q and a one-bit noiseless classical channel N(y|a) = δya is
give by

M(b|x) =
∑

ya

Q(ab|xy)N(y|a) =
1∑

a=0

Q(ab|xa) = Q(0b|x0) +Q(1b|x1).

In particular, taking x = 0 and applying the above inequality, we have

1∑

b=0

M(b|0) = Q(00|00) +Q(01|00) +Q(10|01) +Q(11|01)

6= Q(00|01) +Q(01|01) +Q(10|01) +Q(11|01) = 1.
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This contradicts the fact that M(b|x) is a classical channel. ⊓⊔
Thus, to guarantee that a CPTP map M can always be obtained by composing a two-input

and two-output channel Π and any quantum channel from A to B, Π is only required to be B to A
no-signalling. However, the constraints of no-signalling from A to B is a natural requirement as
we have assumed that A cannot communicate to B directly, and the given channel N is the only
directed resource from A to B we can use.

III. SEMIDEFINITE PROGRAMMES FOR ZERO-ERROR COMMUNICATION
AND SIMULATION ASSISTED BY QUANTUM NO-SIGNALLING CORRELATIONS

A. Zero-error assisted communication capacity

For any integer M , we denote by Ma and Mb classical registers with size M . We use IM :

Ma → Mb to denote the noiseless classical channel that can send M messages from A to B, i.e.
IM(|m〉〈m′|Ma) = δmm′ |m〉〈m|Mb

, or equivalenyly,

IM (ρ) =

M∑

m=1

(
Tr ρ|m〉〈m|Ma

)
|m〉〈m|Mb

.

If a channel N can simulate IM , we say that M messages can be perfectly transmitted by one
use of N . The problem we are interested in is to determine the largest possible M , which will
be called one-shot zero-error classical transmission capability of N assisted with no-signalling
correlations. We restate here the result that we will prove in this subsection.

Theorem 1 The one-shot zero-error classical capability (quantified as the largest number of messages) of
N assisted by quantum no-signalling correlations depends only on the non-commutative graph K , and is
given by the integer part of the following SDP:

Υ(N ) = Υ(K)

= maxTrSA s.t. 0 ≤ UAB ≤ SA ⊗ 11B ,TrA UAB = 11B ,TrPAB(SA ⊗ 11B − UAB) = 0.

Hence we are motivated to call Υ(K) the no-signalling assisted independence number of K .

Proof From now on, to make the indices of the Choi-Jamiołkowski matrices more readable, we
reserve the unprimed letters such as Ai and Bi for the reference systems (thus as the indexes
of Choi-Jamiołkowski matrices), and using the primed versions A′

i and B′
i as the inputs to the

quantum channels.
We will use a general no-signalling correlation Π with Choi-Jamiołkowski matrix Ω and the

channel N , to exactly simulate a noiseless classical channel IM . Our goal is to determine the
maximum integer M when such simulation is possible. In this case both A′

i = M ′
a and Bo = Mb

are classical, and Ao = A′, B′
i = B. We will show that Ω can be chosen as the following form:

ΩMaMbAB =
1

M
DMaMb

⊗ UAB +
1

M
(11 −D)MaMb

⊗ VAB, (14)

where D =
∑

m |mm〉〈mm| is the Choi-Jamiołkowski matrix of the noiseless classical channel
IM , and U and V are positive semidefinite. We will show that the no-signalling conditions are
translated into

TrA UAB = TrA VAB = 11B , (A 6→ B), (15)

1

M
UAB +

(
1− 1

M

)
VAB = σA ⊗ 11B , (B 6→ A), (16)



16

with some state σ. In other words, U and V are proportional to Choi-Jamiołkowski matrices
of channels from L(B) to L(A), whose weighted sum is equal to a constant channel mapping
quantum states in B to a fixed state σA.

Let us first have a closer look at the the mathematical structure of Ω. Rewrite Ω into the fol-
lowing form,

ΩMaMbAB =
1

M
DMaMb

⊗ UAB +

(
1− 1

M

)
D̃MaMb

⊗ VAB,

where D̃MaMb
= 1

M−1(11−D) is the Choi matrix of the classical channel ĨM that sends each m into
a uniform distribution ofm′ 6= m. In other words, the no-signalling correlation Π should have the
following form:

Π =
1

M
IM ⊗ E +

(
1− 1

M

)
ĨM ⊗F , (17)

and E and F are CP maps from B to A corresponding to Choi-Jamiołkowski matrices UAB and
VAB .

Now we can directly apply Lemma 9 to Π in Eq. (17) to obtain the no-signalling constraints in
Eqs. (15) and (16). First, the constraints for A 6→ B are automatically satisfied due to the special

forms of IM and ĨM , and p = 1/M is the unique number such that 1
M IM+

(
1− 1

M

)
ĨM is constant.

The no-signalling constraintB 6→ A is equivalent to E and F are CPTP maps, and 1
M E+

(
1− 1

M

)
F

is some constant channel.

When composing N with Π in Eq. (17), we have the following channel

M =
1

M
IM
(
TrN ◦ E

)
+

(
1− 1

M

)
ĨM
(
TrN ◦ F

)
.

The zero-error constraint requires M = IM , which is equivalent to Tr(N ◦ F) = 0, or

TrVABJAB = 0,

where JAB = (N †⊗idB)(ΦB′B) is the Choi-Jamiołkowski matrix of N (strictly speaking, this is the
complex conjugate of the Choi-Jamiołkowski matrix of N , but this does not make any difference
to the problem we are studying).

Since UAB and VAB depend on each other, we can eliminate one of them. For instance, we only
keep UAB . Then the existence of VAB will be equivalent to

TrA UAB = 11B , 0 ≤ UAB ≤MσA ⊗ 11B ,TrPAB(MσA ⊗ 11B − UAB) = 0.

By absorbing M into σA and introducing SA =MσA, we get M as the integer part of

maxTrSA s.t. 0 ≤ UAB ≤ SA ⊗ 11B,TrA UAB = 11B , TrPAB(SA ⊗ 11B − UAB) = 0, (18)

which ends the proof. ⊓⊔
Now we provide a detailed derivation of the form (14) of the no-signalling correlation. Assume

the channel is N : L(A) → L(B′′). The no-signalling correlation we will use is Π : L(M ′
a ⊗ B′) →

L(A⊗Mb). Suppose we can sendM messages exactly by one use of the channel N when assisted
by Π. Then we should have (refer to Fig. 3)

TrBB′′ [ΦBB′′(N ⊗ idMbB) ◦ (Π⊗ idB)(|m〉〈m|M ′
a
⊗ ΦB′B)] = |m〉〈m|Mb

∀m ∈ {1, . . . ,M}. (19)
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The Choi-Jamiołkowski matrix of Π, say ΩMaMbAB, should satisfy the following constraints

ΩMaMbAB ≥ 0, TrAMb
Ω = 11MaB.

Furthermore, noticing that

|m〉〈m|M ′
a
= TrMa ΦM ′

aMa(11M ′
a
⊗ |m〉〈m|TMa

) and |m〉〈m| = |m〉〈m|T ,

we have

(Π⊗ idB)(|m〉〈m|M ′
a
⊗ ΦB′B) = TrMa Ω · (|m〉〈m|Ma ⊗ 11MbAB).

Thus the left hand side (l.h.s) of Eq. (19) gives, for all m ∈ {1, . . . ,M},

TrBB′′Ma[((N ⊗ idMaMbB)ΩMaMbAB)(ΦBB′′ ⊗ |m〉〈m|Ma ⊗ 11Mb
)] = |m〉〈m|Mb

.

In other words, for any m 6= m′, we have

Tr
(
(N ⊗ id)Ω(ΦBB′′ ⊗ |m〉〈m|Ma ⊗ |m′〉〈m′|Mb

)
)
= 0.

The next crucial step is to simplify the form of Ω. We will study all the possible forms of Ω
satisfying the above equation. (Any such operator is said to be feasible). Since both Ma and Mb

are classical registers, we can perform the dephasing operation on them and assume Ω has the
following form

Ω =

M∑

m=1

M∑

m′=1

|mm′〉〈mm′|MaMb
⊗Ω

(mm′)
AB ,

where Ω
(mm′)
AB might not be identical for different pairs (m,m′).

To further simplify the form of Ω, we next exploit the permutation invariance of IM . More
precisely, for any M ×M permutation τ ∈ SM , if ΩMaMbAB is feasible, then

Ω′
MaMbAB = (τMa ⊗ τMb

⊗ 11AB)ΩMaMbAB(τMa ⊗ τMb
⊗ 11AB)

†

is also feasible. Furthermore, if Ω′ and Ω′′ are feasible, so is any convex combination λΩ′+(1−λ)Ω′′

for 0 ≤ λ ≤ 1. With these two observations, from any feasible Ω (has been dephased), we can
always constructing a new feasible Ω̃ by performing the following twirling operation

Ω̃MaMbAB =
1

M !

∑

τ∈SM

(τMa ⊗ τMb
⊗ 11AB)ΩMaMbAB(τMa ⊗ τMb

⊗ 11AB)
†.

By applying Schur’s Lemma to the symmetry group {τMa ⊗ τMb
: τ ∈ SM}, we can see that Ω̃ can

be chosen as the following form

Ω̃MaMbAB =
∑

m

|mm〉〈mm|MaMb
⊗ Ω=

AB +
∑

m6=m′

|mm′〉〈mm′| ⊗ Ω 6=
AB,

which has exactly the same form as Eq. (14).

The SDP characterization of Theorem 1,

Υ(K) = maxTrSA s.t. 0 ≤ UAB ≤ SA ⊗ 11B ,

TrA UAB = 11B ,

TrPAB(SA ⊗ 11B − UAB) = 0,

(20)
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has a dual. It is given by

Υ(K) = minTrTB s.t. z ≥ 0, WAB ≥ 0,

zPAB −WAB ≤ 11A ⊗ TB,

TrB(zP −W )AB = 11A

= minTrTB s.t. VAB ≤ 11A ⊗ TB ,

TrB VAB = 11A,

(11 − P )ABVAB(11 − P )AB ≤ 0,

(21)

which can be derived by the usual means; by strong duality, which applies here, the values of
both the primal and the dual SDP coincide.

For an easy example of the evaluation of these SDPs, Υ(∆ℓ) = ℓ for the cq-graph ∆ℓ of the
noiseless classical channel Iℓ of ℓ symbols. The Kraus subspace of the noiseless ℓ-level channel idℓ
is C11, and has Υ(C11) = ℓ2.

Remark By inspection of the primal SDP, for anyK1 andK2, Υ(K1⊗K2) ≥ Υ(K1)Υ(K2), because
the tensor product of feasible solutions of the SDP (20) is feasible for K1 ⊗ K2. In particular,
Υ(K ⊗∆ℓ) ≥ ℓΥ(K). We do not know whether equality holds here (sometimes it does); the most
natural way for proving this would be to use the dual SDP (21), but to use it to show “≤” by
tensoring together dual feasible solutions would require that T ≥ 0.

Leaving this aside, this last observation is why Υ(K) is rightfully called the no-signalling as-
sisted independence number, and not its integer part. Indeed, the number of messages we can
send via K ⊗∆ℓ is ⌊Υ(K ⊗∆ℓ)⌋ > ℓ⌊Υ(K)⌋, for non-integer Υ(K) and sufficiently large ℓ. ⊓⊔

B. Zero-error assisted simulation cost

For convenience we restate here the two theorems already announced in the introduction.

Theorem 2 The one-shot zero-error classical simulation cost (quantified as the minimum number of mes-
sages) of a quantum channel N with Choi-Jamiołkowski matrix JAB = (idA ⊗ N )(ΦAA′) is given by
⌈2−Hmin(A|B)J ⌉. Here, Hmin(A|B)J is the conditional min-entropy defined as follows [24, 25]:

2−Hmin(A|B)J = Σ(N ) = minTrTB, s.t. JAB ≤ 11A ⊗ TB .

Theorem 3 The one-shot zero-error classical simulation cost of a Kraus operator space K is given by the
integer ceiling of

Σ(K) = minTrTB s.t. 0 ≤ VAB ≤ 11A ⊗ TB , TrB VAB = 11A, TrVAB(11AB − PAB) = 0,

where PAB is the projection onto the Choi-Jamiołkowski support of K .

Proof In this case we have Ao = Ma and Bi = Mb are classical, Ai = A, Bo = B. We will show
that w.l.o.g.

ΩABMaMb
=

1

M
UAB ⊗DMaMb

+

(
1− 1

M

)
VAB ⊗ D̃MaMb

, (22)
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with positive semidefiniteUAB and VAB. Then according to Lemma 9, the no-signalling conditions
are equivalent to

TrB UAB = TrB VAB = 11A,

1

M
UAB +

(
1− 1

M

)
VAB = 11A ⊗ γB ,

for a state γ.

Now, there are two variants of the problem. First, to simulate the precise channel N , UAB has
to be equal to JAB . By identifying TB = MγB and eliminating VAB , we get the solution for the
minimal M as smallest integer

≥ 2−Hmin(A|B)J = minTrTB s.t. JAB ≤ 11A ⊗ TB ,

proving Theorem 2. The latter is then also asymptotic cost of simulating many copies ofN because
the conditional min-entropy is additive, Eq. (1).

Furthermore, to simulate the “cheapest” N with Choi-Jamiołkowski matrix supporting on
PAB , we get

minTrTB s.t. 0 ≤ VAB ≤ 11A ⊗ TB , TrB VAB = 11A, TrVAB(11AB − PAB) = 0,

which is the claim of Theorem 3. ⊓⊔
Now we provide a more detailed derivation of the form of no-signalling correlations. Suppose

we can use a noiseless classical channel IM to simulate a quantum channel N : L(A′) → L(B).
The no-signalling correlation we will use is Π : L(A′ ⊗M ′

b) → L(Ma ⊗B). Then we have

N (ρA′) =
M∑

m=1

TrMa [(|m〉〈m|Ma ⊗ 11Bo)Π(ρA′ ⊗ |m〉〈m|M ′
b
)].

Denote the Choi-Jamiołkowski matrix of Π as

ΩMaMbAB = (idMbA ⊗Π)(ΦMbM
′
b
⊗ ΦAA′).

Thus the Choi-Jamiołkowski matrix of N is given by

JAB = (idA ⊗N )(ΦAA′) =
∑

m

TrMa [|m〉〈m|Ma(id⊗Π)(ΦAA′ ⊗ |m〉〈m|M ′
b
)]

=
∑

m

TrMaMb
[|mm〉〈mm|MaMb

ΩMaMbAB ]

= TrMaMb
DMaMb

ΩMaMbAB,

where DMaMb
=
∑

m |mm〉〈mm|MaMb
is the Choi-Jamiołkowski matrix of the noiseless classical

channel IM , as before.

In summary, to simulate N exactly, we have

JAB = TrMaMb
DMaMb

ΩABMaMb
s.t. Ω ≥ 0, TrMaB Ω = 11AMb

,

and the no-signalling constraints on Ω.

By depasing and twirling classical registersMa and Mb (refer to the case of zero-error commu-
nication), we can choose w.l.o.g ΩMaMbAB to have the form in Eq. (22).
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We end this subsection, like the previous one, recording the primal and dual SDP form of
Σ(K), again equal by strong duality:

Σ(K) = minTrTB s.t. 0 ≤ VAB ≤ 11A ⊗ TB,

TrB VAB = 11A,

Tr(11 − P )ABVAB = 0.

(23)

Its dual SDP is

Σ(K) = maxTrSA s.t. 0 ≤ UAB , TrA UAB = 11B ,

PAB(SA ⊗ 11B − UAB)PAB ≤ 0.
(24)

Remark Just as for the no-signalling assisted independence number Υ(K), Σ(∆ℓ) = ℓ and hence
Σ(K ⊗∆ℓ) ≤ ℓΣ(K). For cq-graphs K we can say a bit more: since Iℓ is a cq-graph, too, we find
Σ(K ⊗∆ℓ) = ℓΣ(K), by Proposition 18 in Section IV C below. ⊓⊔

IV. TOWARDS ASYMPTOTIC CAPACITY AND COST

For a classical channel with bipartite graph Γ, such that

K = span{|y〉〈x| : (x, y) edge in Γ}

is a special type of cq-graph, it was shown in [12] that

C0,NS(K) = S0,NS(K) = logA(K) = logα∗(Γ),

where α∗(Γ) is the fractional packing number [5] (which is equal to its fractional covering number):

α∗(Γ) = max
∑

x

px s.t.
∑

x

pxΓ(y|x) ≤ 1 ∀y, 0 ≤ px ≤ 1 ∀x,

= min
∑

j

qj s.t.
∑

y

qyΓ(y|x) ≥ 1 ∀x, qy ≥ 1 ∀y.
(25)

In fact, there it was shown (and one can check immediately from Theorems 1 and 3) that in this
case

Υ(K) = Σ(K) = A(K) = α∗(Γ).

Furthermore, to attain the simulation cost S0,NS(N ), as well as S0,NS(K), asymptotically no non-
local resources beyond shared randomness are necessary [12]. We will see in the following that
quantum channels exhibit more complexity. Indeed, while 2−Hmin(A|B)J is clearly multiplicative in
the channel (or equivalently in J), cf. [24, 25], and α∗(Γ) is well-known to be multiplicative under
direct products of graphs, cf. [12], by contrast Υ and Σ are only super- and sub-multiplicative,
respectively:

Υ(K1 ⊗K2) ≥ Υ(K1)Υ(K2),

Σ(K1 ⊗K2) ≤ Σ(K1)Σ(K2).
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We know that the first inequality can be strict (see subsection IV D below), and suspect that the
second can be strict, too. Thus we are facing a regularization issue to compute the zero-error
capacity and the zero-error simulation cost, assisted by no-signalling correlations:

C0,NS(K) = lim
n→∞

1

n
log Υ(K⊗n) = sup

n

1

n
logΥ(K⊗n),

S0,NS(K) = lim
n→∞

1

n
log Σ(K⊗n) = inf

n

1

n
log Σ(K⊗n).

A standard causality argument, together with entanglement-assisted coding for and simulation
of quantum channels [2], implies also

C0,NS(K) ≤ CminE(K) ≤ S0,NS(K), (26)

where CminE(K) is the minimum of the entanglement-assisted classical capacity of quantum
channels N such that K(N ) < K . With the quantum mutual information I(ρ;N ) := I(A : B)σ of
the state σAB = (id ⊗N )φρ, where φρ is a purification of ρ:

CminE(K) = minCE(N ) s.t. K(N ) < K

= min
N s.t.

K(N )<K

max
ρ

I(ρ;N )

= max
ρ

min
N s.t.

K(N )<K

I(ρ;N ).

(27)

For more properties, including the above minimax formulas, and an operational interpretation
of CminE(K) as the entanglement-assisted capacity of K (i.e. the maximum rate of block codings
adapted simultaneously to all channels N (n) such that K(N (n)) < K⊗n), we refer the reader to
[16].

To put better and easier to use bounds on C0,NS and S0,NS, we introduce the semidefinite pack-
ing number:

A(K) = maxTrSA s.t. 0 ≤ SA, TrA PAB(SA ⊗ 11B) ≤ 11B

= minTrTB s.t. 0 ≤ TB, TrB PAB(11A ⊗ TB) ≥ 11A,
(28)

which we have given in primal and dual form; this generalizes the form given in Eq. (3) for
cq-graphs. It was suggested to us in the past by Aram Harrow [26] for its nice mathematical
properties.

A slightly modified and more symmetric form is given by

Ã(K) = maxTrSA s.t. 0 ≤ SA, TrA PAB(SA ⊗ 11B)PAB ≤ 11B

= minTrTB s.t. 0 ≤ TB , TrB PAB(11A ⊗ TB)PAB ≥ 11A,
(29)

again both in primal and dual form.

From these it is straightforward to see that A(K) and Ã(K) are both sub- and super-multiplicative,
and so

A(K1 ⊗K2) = A(K1)A(K2),

Ã(K1 ⊗K2) = Ã(K1)Ã(K2).

Both definitions reduce to the familiar notion of fractional packing number α∗(Γ) when K is
associated to a bipartite graph Γ, coming from a classical channel N . Furthermore, A(K) and

Ã(K) are equal for cq-graphs. However, we will see later that in general they are different.



22

A. Revised semidefinite packing number and simulation

Proposition 12 For any non-commutative bipartite graph K < L(A→ B),

Σ(K) ≥ Ã(K).

Consequently, S0,NS(K) ≥ log Ã(K).

Proof From the SDP (23) for Σ(K), we get operators TB and VAB such that 0 ≤ VAB ≤ 11A ⊗ TB ,
with TrB VAB = 11A and V (11 − P ) = 0. Hence P (11 ⊗ T )P ≥ PV P = V and so

TrB P (11 ⊗ T )P ≥ TrB V = 11A,

i.e. T is feasible for the dual formulation of Ã(K), hence the result follows. ⊓⊔
Below we will see that this bound (both in its one-shot and regularized form) is in general

strict, indeed already for cq-channels it is not an equality.

B. Asymptotic assisted zero-error capacity of cq-graphs

We do not know whether Υ(K) is in general related to A(K), but we will show bounds in
either direction for cq-channels.

Suppose that the cq-channel N acts as |i〉〈i| 7−→ ρi, with support Ki and support projection Pi

of ρi. Then, the non-commutative bipartite graphK associated with N is given byK =
⊕

i |i〉⊗Ki,
and the projection for the Choi-Jamiołkowski matrix is P =

∑
i |i〉〈i|A ⊗ PB

i . The SDP (20) easily
simplifies to

Υ(K) = max
∑

i

si s.t. 0 ≤ si, 0 ≤ Ri ≤ si(11 − Pi),

∑

i

(siPi +Ri) = 11.
(30)

The semidefinite packing number (28), on the other hand, simplifies to

A(K) = max
∑

i

si s.t. 0 ≤ si,
∑

i

siPi ≤ 11. (31)

As this is an SDP relaxation of the problem (30), we obtain:

Lemma 13 For a non-commutative bipartite cq-graph K < L(A→ B),

Υ(K) ≤ A(K).

Consequently, C0,NS(K) ≤ logA(K). ⊓⊔
In general, Υ(K) can be strictly smaller than A(K), see Subsection IV D below, but we shall

prove equality for the regularization, by exhibiting a lower bound

Υ(K⊗n) ≥ n−O(1)
A(K⊗n) = n−O(1)

A(K)n.

The way to do this is to take a feasible solution si of the SDP (31); w.l.o.g. its value
∑

i si > 1,
otherwise the above statement is trivial. On strings i = i1 . . . in of length n this gives a feasible
solution si = si1 · · · sin for K⊗n, with value

∑

i

si =

(
∑

i

si

)n

.
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Now for a different symbols i = 1, . . . , a there are at most (n + 1)a many types of strings, hence
there is one type τ such that

∑

i∈τ

si ≥ (n+ 1)−a

(
∑

i

si

)n

.

Restricting the input of the channel to i ∈ τ (while the output is still Bn), we thus loose only a
polynomial factor of the semidefinite packing number. What we gain is that the inputs are all of
the same type, which means that the output projectors Pi = Pi1 ⊗ · · · ⊗ Pin are related to each
other by unitaries Uπ permuting the n B-systems. Note that then also all of the si on the left hand
side above are the same, say sτ , and hence the left hand side is sτ |τ |.

Abstractly, we are thus in the following situation: Assume that there exists a transitive group
action by unitary conjugation on the Pi, i.e. we have a finite group G acting transitively on the
labels i (running over a set of size N ), and a unitary representation Ug , such that Pig = (Ug)†PiU

g

for g ∈ G. In other words, the entire set of {Pi} is the orbit
{
(Ug)†P0U

g
}

of a fiducial element P0

under the group action. Then we can twirl the SDP (31) and w.l.o.g. assume that all si are identical
s, so the constraint reduces to s

∑
i Pi ≤ 11, meaning that the largest admissible s is ‖∑i Pi‖−1

∞ , and

the semidefinite packing number A(K) = sN =
∥∥ 1
N

∑
i Pi

∥∥−1

∞
.

From this we see that the representation theory of Ug has a bearing on the semidefinite packing
number A(K); cf. [30] for some basic facts that we shall invoke in the following. Indeed, it also
governs Υ(K) since we can do the same twirling operation and find that in the SDP (30) we
have w.l.o.g. that all si are equal to the same s, but also that for Pj = (Ug)†PiU

g, w.l.o.g. Rj =
(Ug)†RiU

g. In particular, in this case

Υ(K) = max sN s.t. 0 ≤ s, 0 ≤ R0 ≤ s(11 − P0),

1

|G|
∑

g

(Ug)†(sP0 +R0)U
g =

1

N
11.

(32)

Let us be a little more explicit in the reduction of the SDP (30) to the above SDP: Let s and R0 be
feasible as above, and denote by G0 the subgroup ofG leaving 0 invariant, G0 = {g ∈ G : 0g = 0}.
By Lagrange’s Theorem, N = |G/G0|. Then,

R0 :=
1

|G0|
∑

g∈G0

(Ug)†R0U
g

is also feasible with the same s, using (Ug)†P0U
g = P0 for all g ∈ G0. LettingRi := (Ug)†R0U

g for
any g such that i = 0g , and si = s, then yields a feasible solution for (30) – and this is well-defined.
Thus Υ(K) is not smaller than the above SDP. In the other direction, let si and Ri be feasible for
(30), i.e. 0 ≤ Ri ≤ si(11 − Pi). Letting s = 1

N

∑
i si and

R0 :=
1

G

∑

g∈G

UgR0g (U
g)†

yields a feasible solution for (32).
If the representation Ug happens to be irreducible, we are lucky because then the group aver-

age in the second line in Eq. (32) is automatically proportional to the identity, by Schur’s Lemma.
Hence the optimal choice is R0 = Ri = 0 and we find Υ(K) = A(K). In general this won’t be the
case, but if the representation Ug is “not too far” from being irreducible, in a sense made precise
in the following proposition, then Υ(K) is not too much smaller than A(K):
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Proposition 14 For a set of projections Pi on B with a transitive group action by conjugation under Ug,
let

B =
⊕

λ

Qλ ⊗Rλ

be the isotypical decomposition of B into irreps Qλ of Ug, with multiplicity spaces Rλ. Denote the number
of terms λ by L, and the largest occurring multiplicity by M = maxλ |Rλ|. Then, for the corresponding
cq-graph K ,

Υ(K) ≥ 1

4L2M9/2
A(K),

if A(K) ≥ 64L6M14.

Proof Assume that we have a feasible s∗ for A(K) such that s∗N ≥ 64L6M14.
Our point of departure is the SDP (32): for given s ≥ 0 and R0 ≥ 0, Schur’s Lemma tells us

1

|G|
∑

g

(Ug)†(sP0 +R0)U
g =

1

N

∑

λ

Qλ ⊗ ζλ,

where Qλ is the projection onto the irrep Qλ, ζλ is a semidefinite operator on Rλ. Feasibility of s
and R0 (to be precise: the equality constraints) is equivalent to ζλ = Πλ, the projection onto Rλ,
for all λ.

Now, for each λ choose an orthogonal basis {Z(λ)
µ } of Hermitians over Rλ, with Z

(λ)
0 = 1

TrΠλ
Πλ

and ‖Z(λ)
µ ‖2 = 1 for µ 6= 0. Then the 1

TrQλ
Qλ ⊗ Z

(λ)
µ form a basis of the Ug-invariant operators,

hence our SDP can be rephrased as

Υ(K) = max sN s.t. 0 ≤ s, 0 ≤ R0 ≤ s(11 − P0),

∀λµ Tr (sP0 +R0)

(
Qλ

TrQλ
⊗ Z(λ)

µ

)
=

1

N
δµ0.

(33)

Notice that here, the semidefinite constraints on R0 leave quite some room, whereas we have
“only” LM2 linear conditions to satisfy. Given s∗ satisfying the constraint of A(K), our strategy
now will be to show that we can construct a 0 ≤ R0 ≤ 2β

N (11−P0) such that the above equations are
true with s = s∗ on the left hand side, and with a factor β on the right hand side. We will choose
β = 4L2M9/2 and thus there is a feasible solution with s = s∗/β to (33), hence Υ(K) ≥ s∗N/β as
claimed.

In detail, introduce a new variable X ≥ 0, with

R0 =
β

N
(11 − P0)X(11 − P0),

which makes sure that R0 is automatically supported on the complement of P0. Rewrite the
equations

Tr (s∗P0 +R0)

(
Qλ

TrQλ
⊗ Z(λ)

µ

)
=

β

N
δµ0.

in terms of X, introducing the notation

Cλµ =
1

TrQλ
Qλ ⊗ Z(λ)

µ , Dλµ = (11 − P0)Cλµ(11 − P0).
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This gives, noting TrP0Cλµ = TrPiCλµ for all i because of the Ug invariance of Cλµ,

TrXDλµ = δµ0 −
1

β
Tr s∗NP0Cλµ

= δµ0 −
1

β
Tr

(
∑

i

s∗Pi

)
Cλµ

=: δµ0 −
1

β
tλµ.

(34)

What we need of the coefficients tλµ is that they cannot be too large: from 0 ≤∑i s
∗Pi ≤ 11 we get

|tλµ| ≤ ‖Cλµ‖1 = ‖Z(λ)
µ ‖1 ≤

√
M. (35)

Our goal will be to find a “nice” dual set {D̂λµ} to the {Dλµ}, i.e. TrDλµD̂λ′µ′ = δλλ′δµµ′ , with

which we can write a solutionX =
∑

λµ

(
δµ0 − 1

β tλµ

)
D̂λµ. To this end, we construct first the dual

set Ĉλµ of the {Cλµ}, which is easy:

Ĉλµ = Qλ ⊗ Ẑ(λ)
µ =

{
Qλ ⊗Πλ for µ = 0,

Qλ ⊗ Z
(λ)
µ for µ 6= 0,

so that indeed TrCλµĈλ′µ′ = δλλ′δµµ′ . Now, consider the LM2 × LM2-matrix T ,

Tλµ,λ′µ′ = TrDλµĈλ′µ′

= Tr(11 − P0)Cλµ(11 − P0)Ĉλ′µ′

= δλλ′δµµ′ −∆λµ,λ′µ′ ,

with the deviation

∆λµ,λ′µ′ = TrP0Cλµ(11 − P0)Ĉλ′µ′ +TrCλµP0Ĉλ′µ′ .

Here,

|∆λµ,λ′µ′ | ≤ 2‖P0Cλµ‖1‖Ĉλ′µ′‖∞ ≤ 2‖P0Cλµ‖1
= 2
∥∥P0|Cλµ|

∥∥
1

≤ 2
√

TrP0|Cλµ|
√

‖Cλµ‖1,

using ‖Ĉλ′µ′‖∞ ≤ 1, the unitary invariance of the trace norm, and Lemma 15 below. Since |Cλµ| =
1

TrQλ
Qλ ⊗

∣∣Z(λ)
µ

∣∣ is invariant under the action of Ug, we have TrP0|Cλµ| = TrPi|Cλµ| for all i, and
using

∑
i s

∗Pi ≤ 11 we get

|∆λµ,λ′µ′ | ≤ 2

√
1

s∗N
‖Cλµ‖21 ≤ 2

√
M(s∗N)−1/2. (36)

With this we get that

‖T − 11‖∞ ≤ ‖T − 11‖2 =
√ ∑

λµλ′µ′

|∆λµ,λ′µ′ |2

≤
√
L2M44M(s∗N)−1 ≤ 1

β
,

(37)
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if s∗N ≥ 4β2L2M5. Assuming β ≥ 2 (which will be the case with our later choice), we thus know
that T is invertible; in fact, we have T = 11 −∆ with ‖∆‖ ≤ 1

β ≤ 1
2 , hence T−1 =

∑∞
k=0∆

k and so

∥∥T−1 − 11
∥∥
∞

=

∥∥∥∥∥

∞∑

k=1

∆k

∥∥∥∥∥
∞

≤
∞∑

k=1

‖∆‖k∞ =
1

β − 1
≤ 2

β
.

I.e., writing T−1 = 11 + ∆̃λµ,λ′µ′ we get

|∆̃λµ,λ′µ′ | ≤ ‖∆̃‖∞ ≤ 2

β
. (38)

The invertibility of T implies that there is a dual set to {Dλµ} in span{Ĉλµ}. Indeed, from the
definition of Tλµ,λ′µ′ and the dual sets,

Ĉλ′µ′ =
∑

λµ

Tλµ,λ′µ′D̂λµ, which can be rewritten as

D̂λµ =
∑

λ′µ′

(T−1)λ′µ′,λµĈλ′µ′ .

Now we can finally write down our candidate solution to Eqs. (34):

X =
∑

λµ

(
δµ0 −

1

β
tλµ

)
D̂λµ

=
∑

λµ

(
δµ0 −

1

β
tλµ

)∑

λ′µ′

(T−1)λ′µ′,λµĈλ′µ′

=
∑

λ

Ĉλ0 −
1

β

∑

λµ

tλµ
∑

λ′µ′

(T−1)λ′µ′,λµĈλ′µ′ +
∑

λλ′µ′

∆̃λ′µ′,λ0Ĉλ′µ′

= 11 + Rest.

The remainder term “Rest” can be bounded as follows:

‖Rest‖∞ ≤ 1

β

∑

λµλ′µ′

2
√
M +

∑

λλ′µ′

2

β

=
2

β

(
L2M9/2 + L2M2

)
≤ 4

β
L2M9/2,

using Eqs. (35) and (38). Thus we find ‖Rest‖∞ ≤ 1 if β ≥ 4L2M9/2 and s∗N ≥ 4β2L2M5 ≥
64L6M14. In this case, 0 ≤ X ≤ 2 and we can wrap things up: R0 :=

β
N (11−P0)X(11−P0) satisfies

0 ≤ R0 ≤
2β

N
(1− P0) ≤ s∗(11 − P0),

as well as

1

|G|
∑

g∈G

(Ug)†(s∗P0 +R0)U
g =

β

N
11.

I.e., we get a feasible solution
∑

i

(
s∗

β Pi +
1
βRi

)
= 11 for Υ(K). ⊓⊔
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Lemma 15 Let ρ be a state and P a projection in a Hilbert space H. Then,

Tr ρP ≤ ‖ρP‖1 ≤
√

Tr ρP .

More generally, for X ≥ 0 and a POVM element 0 ≤ E ≤ 11,

TrXE ≤ ‖XE‖1 ≤
√
TrX

√
TrXE.

Proof We start with the first chain of inequalities. The left hand one follows directly from the
definition of the trace norm. For the right hand one, choose a purification of ρ = TrH′ |ψ〉〈ψ| on

H⊗H′. Now, ‖ρP‖1 = Tr
√
Pρ2P and ρP = TrH′ |ψ〉〈ψ|(P ⊗ 11). Thus, by the monotonicity of the

trace norm under partial trace,

‖ρΠ‖1 ≤
∥∥|ψ〉〈ψ|(P ⊗ 11)

∥∥
1

= Tr
√

(P ⊗ 11)|ψ〉〈ψ|(P ⊗ 11)

=
√

Tr |ψ〉〈ψ|(P ⊗ 11)

=
√

Tr ρP .

The second chain is homogenous in X, so we may w.l.o.g. assume that TrX = 1, i.e.X = ρ is a
state. For a general POVM elementE there is an embedding U of the Hilbert space H into a larger
Hilbert space H0 and a projection P in H0 such that E = U †PU . Then, Tr ρE ≤ ‖ρE‖1 as before
by the definition of the trace norm, and using the invariance of the trace number under unitaries
and the first part,

‖ρE‖1 = ‖ρU †PU‖1 = ‖UρU †P‖1 ≤
√

TrUρU †P =
√

Tr ρE,

which concludes the proof. ⊓⊔

For the permutation action of Sn on Bn, the irreps λ are labelled by Young diagrams with at

most b = |B| rows, hence L ≤ (n + 1)b, and it is well-known that M ≤ (n + b)
1
2
b2 [31, Sec. 6.2],

[32, 33]. Thus the previous proposition yields directly the following result, observing that L and
M are polynomially bounded in n, whilst A(K⊗n) = A(K)n grows exponentially.

Proposition 16 Let K be a non-commutative bipartite cq-graph with a = |A| inputs and output dimen-
sion b = |B|. Then for sufficiently large n,

Υ(K⊗n) ≥ 1

4(n + 1)a+2b(n+ b)9b
2/4

A(K)n.

Consequently, C0,NS(K) = logA(K). ⊓⊔

Lemma 13 and Proposition 16 together prove Theorem 4.

Corollary 17 For any two non-commutative bipartite cq-graphs K1 and K2, C0,NS(K1 ⊗ K2) =
C0,NS(K1) + C0,NS(K2). ⊓⊔
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C. Asymptotic assisted zero-error simulation cost of cq-graphs

Here we study the asymptotic zero-error simulation cost of a non-commutative bipartite cq-
graph K =

⊕
i |i〉 ⊗ Ki, where the subspace Ki is the support of the projection Pi. Thus, P =∑

i |i〉〈i|A ⊗ PB
i and the SDP (23) easily simplifies to

Σ(K) = minTrT s.t. T ≥ Vi, 0 ≤ Vi ≤ Pi, TrVi = 1. (39)

Similarly, the dual SDP (24) simplifies to

Σ(K) = max
∑

i

si s.t. siPi ≤ PiUiPi, 0 ≤ Ui,
∑

i

Ui = 11. (40)

Proposition 18 For non-commutative bipartite cq-graphs K , Σ(K) is multiplicative under tensor prod-
ucts, i.e.

Σ(K1 ⊗K2) = Σ(K1)Σ(K2),

where K1 and K2 are arbitrary non-commutative bipartite cq-graphs.

Proof The sub-multiplicativity of Σ(K) is evident from (39). We will show that the super-
multiplicativity follows from the dual SDP (40). Indeed, let K1 and K2 correspond to {Pi} and
{Qj}, respectively, and assume that (si, Ui) and (tj , Vj) are optimal solutions to Σ(K1) and Σ(K2)
in dual SDPs, respectively. Then we have

si = λmin(PiUiPi), with
∑

i

Ui = 111, Ui ≥ 0, and Σ(K1) =
∑

i

si.

where λmin(·) denotes the minimal eigenvalue of the linear operator PiUiPi in the support of Pi.
Similarly, we have

tj = λmin(QjVjQj), with
∑

j

Vj = 112, Vj ≥ 0, and Σ(K2) =
∑

j

tj .

Clearly, we have

sitj = λmin

(
(Pi ⊗Qj)(Ui ⊗ Vj)(Pi ⊗Qj)

)
, and

∑

ij

Ui ⊗ Vj = 111 ⊗ 112, and Ui ⊗ Vj ≥ 0.

So (sitj, Ui ⊗ Vj) is a feasible solution to the dual SDP for Σ(K1 ⊗K2). Since the dual SDP takes
maximization, we have

Σ(K1 ⊗K2) ≥
∑

ij

sitj =

(
∑

i

si

)(
∑

j

tj

)
= Σ(K1)Σ(K2).

⊓⊔
From the above result we can read off directly

Theorem 19 For any non-commutative bipartite cq-graph K < L(A→ B),

S0,NS(K) = log Σ(K).

In fact,

S0,NS(K1 ⊗K2) = S0,NS(K1) + S0,NS(K2),

for any two non-commutative bipartite cq-graphs K1 and K2. ⊓⊔
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This theorem motivates us to call Σ(K) the semidefinite covering number, at least for cq-graphs
K , in analogy to a result from [10] which states that the zero-error simulation rate if a bipartite
graph is given by its fractional packing number. Note however that while fractional packing and
fractional covering number are dual linear programmes and yield the same value, the semidefinite
versions A(K) ≥ Σ(K) are in general distinct; already in the following Subsection IV D we will
see a simple example for strict inequality.

For general non-commutative bipartite graph K , we do not know whether the one-shot simu-
lation cost also gives the asymptotic simulation cost. However, this is true when K = span{Ei}
corresponds to an extremal channel N (ρ) =

∑
iEiρE

†
i , which is well-known to be equivalent to

the set of linear operators {E†
iEj} being linearly independent [34]. Actually, in this case, there can

only be a unique channel N such thatK = K(N ), and furthermore, the unique channel N⊗n such
that K⊗n = K(N⊗n). Hence

Σ(K⊗n) = Σ(N⊗n) = nΣ(N ) = nΣ(K).

Thus we have the following result:

Theorem 20 Let K = span{Ei} be an extremal non-commutative bipartite graph in the sense that

{E†
iEj} is linearly independent. Then

S0,NS(K) = log Σ(K) = −Hmin(A|B)J ,

for the Choi-Jamiołkowski state of the unique channel N with K(N ) < K . Furthermore,

S0,NS(K1 ⊗K2) = S0,NS(K1) + S0,NS(K2),

if both K1 and K2 are extremal non-commutative bipartite graphs. ⊓⊔

The fact that the set of extremal non-commutative bipartite graphs has a one-to-one correspon-
dence to the set of extremal quantum channels has greatly simplified the simulation problem.
How to use this property to simplify the assisted-communication problem is still unclear.

D. Example: Non-commutative bipartite cq-graphs with two output states

Here we will examine our above findings of one-shot and asymptotic capacities and simulation
costs for the simplest possible cq-channel, which has only two inputs and two pure output states
Pi = |ψi〉〈ψi|, w.l.o.g.

|ψ0〉 = α|0〉 + β|1〉,
|ψ1〉 = α|0〉 − β|1〉,

with α ≥ β =
√
1− α2. In fact, we shall assume α > β > 0 since the two equality cases are

trivial (noiseless classical channel and completely noisy channel, respectively). Note |〈ψ0|ψ1〉| =
α2 − β2 = 2α2 − 1; the non-commutative bipartite cq-graph K = span{|ψ0〉〈0|, |ψ1〉〈1|}. We can
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easily work out all the optimization problems introduced before:

Υ(K) = 1, (41)

Υ(K ⊗K) ≥ 1

α4 + β4
, (42)

Υ(K⊗n) ≥ 1

α2n + β2n
≥ 1

2α2n
for sufficiently large n, (43)

A(K) =
1

α2
=

2

1 + |〈ψ0|ψ1〉|
, (44)

CminE(K) = H(α2, β2), (45)

S0,NS(K) = 1 +
1

2
‖P0 − P1‖1 = 1 + 2αβ. (46)

Indeed, for pure state cq-channels N , by dephasing the input the simulation of any channel
with Kraus operators in K = span{|ψi〉〈i| : i = 0, 1}, we get a simulation of N itself, hence

Σ(K) = 1 +
1

2
‖ψ0 − ψ1‖1 = 1 + 2αβ,

proving Eq. (41).
On the other hand, for Eqs. (44) and (46) we get

C0,NS(K) = logA(K) = log
2

1 + |〈ψ0|ψ1〉|

< H

(
1 + |〈ψ0|ψ1〉|

2
,
1− |〈ψ0|ψ1〉|

2

)
= CminE(K)

< log

(
1 +

1

2
‖ψ0 − ψ1‖1

)
= S0,NS(K).

Also CminE(K) is easy to compute, yielding Eq. (45).

FIG. 4. Comparison between C0,NS (green), CminE (red) and S0,NS (blue) for the cq-channel of two pure
states, as a function of 0 ≤ β2 ≤ 1

2
.

The largest effort goes into calculating or bounding the numbers Υ(K⊗n). In this case we
can obtain much better lower bounds (only at most one bit less than optimal value by n uses)
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compared to Theorem 4. Since the signal ensemble is symmetric under the Pauli Z unitary (which
exchanges two output states), it is easy to evaluate A(K) = 1/α2, Eq. (44).

One copy n = 1: Let Qi = 11 − Pi be the projection orthogonal to Pi (which is rank-one), so that
Ri = riQi with a number ri ≤ si. Because of the Z-symmetry,

ZP0Z = P1, ZQ0Z = Q1.

We can symmetrize any solution and assume s0 = s1 = s and r0 = r1 = r. Then the normalization
condition reads

11 = s(P0 + P1) + r(Q0 +Q1)

= s(α2|0〉〈0| + β2|1〉〈1|) + r(β2|0〉〈0| + α2|1〉〈1|),

which implies r = s = 1/2. Hence the maximum value of Υ(K) = 1.

Many copies n > 1: In this case it is difficult to find the optimum, but it is enough that we show
achievability of 1/(α2n + β2n). Note that this already implies that the SDP for the zero-error
number of messages is not multiplicative! Somehow, what’s happening is that the normalization
condition of

∑
i(siPi + Ri) = 11 is a non-trivial constraint because Ri has to be supported on the

orthogonal complement of Pi; this hurt us in the case n = 1. Now in the case of many copies, Pi is
a tensor product of single-system projectors, hence the orthogonal complement is asymptotically
dominating. We have seen that how these considerations help in understanding the general case.

We have 2n states Pin = Pi1 ⊗ Pi2 ⊗ · · · ⊗ Pin , indexed by n-bit strings in, which are related by
qubit-wise Z-symmetry:

Pin = ZinP0nZ
in ,

which motivates that we find R0n (orthogonal to P0n ) and define

Rin := ZinR0nZ
in .

Furthermore we set all sin equal to s, and propose the following ansatz:

R0n = sQ0n +

n−1∑

w=1

cwXw, (47)

where Xw ≥ 0 will have non-zero matrix elements only on strings of weight w (=number of
1’s), and cw ≥ 0 are parameters to be determined. Concretely, Xw is going to a suitable Sn-
symmetrization of a singlet, tensored with a string of weight w − 1:

Xw :=
1

w(n − w)

∑

I={k,l}⊂[n]

Ψ−
I ⊗

∑

weight(jn−2)=w−1

|jn−2〉〈jn−2|[n]−I ,

with the singlet projector Ψ−, and the index indicating the system(s) where the state sits. Note that
‖Xw‖ =< n/2, the worst case being w = 1. Looking at Eq. (47), observe that Q0n is orthogonal to
P0n and the Xw are orthogonal to both of them because each term has a singlet and 〈φ|〈φ|Ψ−〉 = 0
for arbitrary vector |φ〉.

Now, we can calculate, using the Zn symmetry:

∑

in

(sPin +Rin) = 2ns
(
(α2|0〉〈0| + β2|1〉〈1|)⊗n + (β2|0〉〈0| + α2|1〉〈1|)⊗n

)
+ 2n

∑

w

cwYw,
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with

Yw =
1

w(n − w)

∑

I={k,l}⊂[n]

1

2
(|01〉〈01| + |10〉〈10|)I ⊗

∑

wt(jn−2)=w−1

|jn−2〉〈jn−2|[n]\I

=
∑

wt(in)=w

|in〉〈in|.

Hence, letting

s :=
2−n

α2n + β2n
,

cw := s
(
α2n + β2n − α2wβ2n−2w − β2wα2n−2w

)
,

we can meet the normalization constraint
∑

in(sPin + Rin) = 11, and the sum of the si comes out
as

∑

i

si = 2ns =
1

α2n + β2n
,

as advertised. It remains to check that R0n is feasible (then all the other Rin follow): the largest
eigenvalue of R0n is the maximum of the numbers s and cw‖Xw‖, w = 1, · · · , n − 1. Noting that
the largest cw is attained at w = n/2, we have

cw‖Xw‖ ≤ s(αn − βn)2n/2,

which is smaller than s for large enough n. [For n = 2, the above argument shows by inspection
Υ(K ⊗K) ≥ 1

α4+β4 .] ⊓⊔

Let us consider now the more general case with two general output states ρ0 and ρ1 with
projections P0 and P1, respectively. Denote

Fmax(ρ0, ρ1) = Fmax(P0, P1) := max{|〈ψ0|ψ1〉| : ψi ∈ Ki, i = 0, 1}.

Fmax(ρ0, ρ1) is known as the maximal fidelity between ρ0 and ρ1, but depends only on the supports
Ki. A key property of the maximal fidelity is the following [35]:

Proposition 21 There exists a CPTP map T such that T (ρ0) = ψ0 and T (ρ1) = ψ1 if and only if
Fmax(ρ0, ρ1) ≤ |〈ψ0|ψ1〉|. ⊓⊔

Applying this result, we can show that the case of two general output states ρ0 and ρ1 is simply
equivalent to the case of two pure output states ψ0 and ψ1 such that |〈ψ0|ψ1〉| = Fmax(ρ0, ρ1). Thus
we have

C0,NS(K) = logA(K) = log
2

1 + Fmax
,

CminE(K) = H

(
1 + Fmax

2
,
1− Fmax

2

)
,

S0,NS(K) = log Σ(K) = 1 +
√

1− F 2
max.
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V. AN OPERATIONAL INTERPRETATION OF THE LOVÁSZ NUMBER

As we have seen, different non-commutative bipartite graphs K , even cq-graphs, having the
same confusability graph G, can have different assisted zero-error capacity C0,NS(K) and simula-
tion cost S0,NS(K); c.f. the last subsection IV D in the previous section.

A classical undirected graph is given by G = (V,E), where V = {1, ..., n} is the set of vertices,
and E ⊂ V ×V is the set of edges. As shown in previous work [11], G is naturally associated with
a non-commutative graph, denoted S, via the following way:

G = span{|i〉〈j| : i ∼ j},

where i ∼ j means confusability: i = j or {i, j} ∈ E is an edge of the graph [27].
Hence the questions we are facing are the maximum and minimum C0,NS(K) and S0,NS(K)

over all cq-graphs K with K†K ⊆ G. While the maximum is clearly log |B| for both quantities,
the minima turn out to be much more interesting. We restate here the main result we will go on
to prove in this section.

Theorem 5 For any classical graph G, the Lovász number ϑ(G) is the minimum zero-error classical ca-
pacity assisted by quantum no-signalling correlations of any cq-channels that have G as non-commutative
graph, i.e.

log ϑ(G) = min
{
C0,NS(K) : K†K ⊆ G

}
,

where the minimization is over cq-graphs K .
In particular, equality holds for any cq-channel i → |ψi〉〈ψi| such that {|ψi〉} is an optimal orthogonal

representation for G in the sense of Lovász’ original definition [27].

The proof of this result is achieved by combining two facts about the semidefinite packing
number for cq-channels: 1) A(K) gives the zero-error classical capacity assisted with no-signaling
correlations for a cq-channel; 2) the Lovász number ϑ(G) of a graph is given by the minimization
of A(K) for all non-commutative bipartite graph K that generate the same confusability graph G.
The first fact has been proven in Theorem 16, so we focus on the second for the rest of the section.

Let K = span{E1, . . . , En} be a Kraus operator space with Tr(E†
iEj) = δij , and let |Φ〉 =∑d

i=1 |i〉|i〉 be the non-normalized maximally entangled state. Then P , the projection on the sup-
port of the Choi-Jamiołkowski state, can be written as

PAB =
n∑

i=1

(11 ⊗ Ei)|Φ〉〈Φ|(11 ⊗ Ei)
†. (48)

We can rewrite the semidefinite packing number A(K) using these Kraus operators {Ei}:

A(K) = maxTrR s.t.
n∑

i=1

EiRE
†
i ≤ 11A, R ≥ 0. (49)

Note that {Ei} spans a valid Kraus space of a quantum channel. So
∑

iE
†
iEi > 0 (positive defi-

nite). The dual SDP is

A(K) = minTrT s.t.
n∑

i=1

E†
i TEi ≥ 11A, T ≥ 0, (50)

and we can easily verify that both the primal and the dual are strictly feasible by choosing R = 0
and T = λ11 (Here λ > 0 is sufficiently large), respectively. Hence strong duality holds.
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We will start by deriving some minimax representations of A(K). Let us introduce

Â(K) := min
ρ
λmax(N (ρ)) = min

ρ
max
σ

TrN (ρ)σ

= max
σ

min
ρ

TrN †(σ)ρ

= max
σ

λmin

(
N †(σ)

)
.

where λmax(A) and λmin(A) represent the maximal and the minimal eigenvalues of a Hermitian

operator A, respectively, and N (ρ) =
∑

iEiρE
†
i , N †(σ) =

∑
iE

†
i σEi are CP maps (but not nec-

essarily trace or unit preserving); ρ and σ range over all density operators, i.e. ρ, σ ≥ 0 and
Tr ρ = Trσ = 1.

In the second and the fourth equalities above, we have employed the following well-known
characterizations:

λmax(A) = max
ρ

Tr ρA and λmin(A) = min
σ

TrσA.

In the third equality we have employed the obvious equality TrN (ρ)σ = Tr ρN †(σ), and von
Neumann’s minimax theorem [36], since TrN (ρ)σ is a linear functional with respect to ρ and σ,
and ρ and σ range over convex compact sets.

Lemma 22 Under the above definitions,

A(K) =
1

Â(K)
,

for any non-commutative bipartite graph K .

Proof Suppose that A(K) = TrR0 for someR0 ≥ 0. Let us construct a density operator ρ0 =
R0

TrR0
.

By the assumption
∑

iEiR0E
†
i ≤ 11B , we have

∑

i

Eiρ0E
†
i ≤ 1

TrR0
11B ,

or equivalently

N (ρ0) ≤
1

A(K)
11B .

By the definition of Â(K), we have

Â(K) ≤ λmax(N (ρ0)) ≤
1

A(K)
.

Conversely, suppose that Â(K) = λmax(N (ρ0)) for some density operator ρ0. Then we have

N (ρ0) ≤ Â(K)11B , and thus

N
(
ρ0/Â(K)

)
≤ 11B .

That means ρ0/Â(K) is a feasible solution of the SDP defining the semidefinite packing number.
By the definition of A(K), we know that

A(K) ≥ Tr ρ0/Â(K) =
1

Â(K)
,
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concluding the proof. ⊓⊔
Focussing on the special class of cq-channels, which are in some sense the direct quantum

generalizations of classical channels, we are now ready for

Proof of Theorem 5 It will be more convenient to study Â(K) instead of A(K). Actually, applying
the above minimax representation to this special case, we have

Â(K) = min
{ti}

max
σ

Trσ

(
∑

i

tiPi

)
= max

σ
min
{ti}

Trσ

(
∑

i

tiPi

)
= max

σ
min
i

TrσPi,

where {ti} ranges over probability distributions, and σ ranges over density operators. The right-
most expression motivates us to introduce some notations.

Let Pi be the projection on the support of ρi. Then {Pi} is an orthogonal representation (OR)
of the confusability graph G. The value of an OR {Pi} is defined as follows:

η({Pi}) = max
σ

min
i

TrPiσ.

We introduce the following function of a graph G,

η(G) = max
{Pi}

η({Pi}),

where the maximization ranges over all possible ORs of G. Clearly, if we require that an OR
consists of only rank-one projections and σ takes only rank-one projection, then η(G) = ϑ(G)−1,
the reciprocal of the Lovász number of G [27]. It has been shown in [38] that even allowing Pi

to be general projection but σ to be rank-one projection, there is no difference between η(G) and
ϑ(G)−1. However, if σ is a mixed state, we can only have η(G) ≥ ϑ(G)−1. Interestingly, we
can show that equality does hold. In fact, it is evident that if {Pi} is an OR for a graph G, then
{Pi ⊗ 11B} remains an OR for the same graph, where B is any auxiliary system. Now the value
of {Pi} with respect to general mixed states, is the same as the value of {Pi ⊗ 11B} with respect to
pure states. That is,

max
σ

min
i

TrPiσ = max
Ψ

min
i

Tr(Pi ⊗ 11B)Ψ
AB ,

where σ = TrB ΨAB. The above equality follows directly from the fact that

TrPiσ = Tr(Pi ⊗ 11B)Ψ
AB ,

where ΨAB is any purification of σ.
Summarizing, we have

min
K

A(K) = min
K

1

Â(K)
=

1

η(G)
= ϑ(G),

and we are done. ⊓⊔
As a final comment on the above proof, note that for a fixed OR {Pi}, we cannot always choose

a pure state as its optimal handle – the restriction to rank-one projectors and pure state handle
only emerges as we optimize over both elements.

We would like to interpret Theorem 5 to say intuitively that the zero-error capacity of a graphG
assisted by no-signalling correlations is ϑ(G). The problematic part of such a manner of speaking



36

is that there are many cq-graphs K with the same confusability graph G, but the no-signalling
assisted capacity may vary with these K .

However, note that for any (finite) family of cq-graphs K(α) such that K(α)†K(α) = G, Kα =⊕
i |i〉 ⊗ K

(α)
i , we can construct a cq-graph K that “dominates” all of the K(α) in the sense that

any no-signalling assisted code for K can be used directly for K(α) because actually K(α) < K:

K =
⊕

i

|i〉 ⊗Ki, Ki =
⊕

Ki(α).

By going from direct sums to direct integrals, we can thus construct a universal cq-graph

K̃(G) =
⊕

i

|i〉 ⊗ K̃i

which dominates all K(α) with confusability graph G, in fact contains them up to isomorphism.
Any no-signalling assisted code for this object will deal in particular with every eligible channel

simultaneously. The only caveat is that the K̃i are subspaces in an a priori infinite dimensional
Hilbert space, and all of our proofs (in particular that of Theorem 4) require finite dimension as
a technical condition. We conjecture however that the capacity result of Theorem 4 still holds in
that setting.

Minimum simulation cost of a confusability graph. Just as we were looking at the smallest
zero-error capacity over all cq-channels with a given confusability graphG in this section, we can
study the minimum simulation cost over all cq-graphs K with K†K ⊆ G. To be precise, we are
interested in

Σ(G) := inf{Σ(K) : K cq-graph with K†K ⊆ G},

and the asymptotic simulation cost (regularization)

S0,NS(G) := lim
n→∞

1

n
log Σ(Gn),

whereGn = G×· · ·×G denotes the n-fold strong graph product. The latter limit exists and equals
the infimum because evidently log Σ(G×H) ≤ log Σ(G) + log Σ(H).

For a cq-graph K , we have

logA(K) ≤ CminE(K) ≤ log Σ(K), (51)

in fact for every eligible cq-channel N with non-commutative bipartite graph K ,

logA(K) ≤ C(N ) = CE(N ) ≤ log Σ(N ).

The reason is that logA(K) = C0,NS(K) is the zero-error capacity assisted by no-signalling cor-
relations (Theorem 4); while CE(N ) = C(N ) is the Holevo (small-error) capacity, which is the
same as the entanglement-assisted capacity for cq-channels and which is not increased by any
other available no-signalling resources because of the Quantum Reverse Shannon Theorem [3, 4];
and log Σ(N ) = −Hmin(X|B)J is the perfect simulation cost of the channel when assisted by
no-signalling resources, with the Choi-Jamiołkowski matrix J =

∑
i |i〉〈i| ⊗ Pi, Eq. (5).

In Eq. (51), CminE(K) = Cmin(K) because K is a cq-graph, so we only need to consider cq-
channels N : i 7→ ρi in the minimization, for which

CE(N ) = C(N ) = max
PX

I(X : B) = max
PX

S

(
∑

i

PX(i)ρi

)
−
∑

i

PX(i)S(ρi).
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Letting now

Cmin(G) := inf{Cmin(K) : K cq-graph with K†K ⊆ G},
we then have the following additivity result.

Lemma 23 For any two graphs G and H ,

Cmin(G×H) = Cmin(G) + Cmin(H).

Proof The subadditivity, Cmin(G × H) ≤ Cmin(G) + Cmin(H), is evident from the definition,
because if K†K ⊆ G and L†L ⊆ H , then (K ⊗ L)†(K ⊗ L) ⊆ G×H .

It remains to show the opposite inequality “≥”. This relies crucially on the minimax identity

Cmin(G) = inf
N

max
PX

I(X : B) = max
PX

inf
N
I(X : B), (52)

where the maximum is over probability distributions PX and the infimum is over cq-channels N
with confusability graph contained in G. This is a special case of Sion’s minimax theorem [36],
since the Holevo mutual information is well-known to be concave in PX and convex in N , while
the domain of PX is the convex compact simplex of finite probability distributions and the domain
of N is an infinite-dimensional convex set.

Now, for a cq-channel N : ij 7→ ρij ∈ S(B) with confusability graph contained in G ×H , and
an arbitrary distribution PXY of the two input variables X and Y , we have

I(XY : B) = I(X : B) + I(Y : B|X) = I(X : B) +
∑

i

PX(i)I(Y : B|X = i). (53)

Here, the first term refers to the cq-channel

N : i 7→ ρi =
∑

j

PY |X(j|i)ρij ,

while the i-th summand in the second term sum refers to the cq-channel

Ni : j 7→ ρij.

Note that N is eligible for G (since i 6∼ i′ implies ij 6∼ i′j′ for all j, j′, hence ρij ⊥ ρi′j′), while
similarly for all i, Ni is eligible for H . Thus, in Eq. (53), we can take the infimum over eligible
cq-channels, to obtain

inf
N
I(XY : B) ≥ inf

M1

I(X : C1) + inf
M2

I(Y : C2) = inf
M1,M2

I(X ′Y ′ : C1C2),

where the minimizations are over cq-channels N eligible for G × H , M1 eligible for G and M2

eligible for H , whereas X ′ and Y ′ are independent copies of X and Y , i.e. they are jointly dis-
tributed according to PX × PY . Now, taking the maximum over distributions PXY completes the
proof because of the minimax formula (52). ⊓⊔

As a corollary, we get the following chain of inequalities:

log ϑ(G) ≤ Cmin(G) ≤ S0,NS(G) ≤ log Σ(G) ≤ log α∗(G). (54)

Note that it may be true that S0,NS(G) = log Σ(G), but to prove this we would need to show the
additivity relation log Σ(G×H) = log Σ(G)+ log Σ(H), which remains unknown. Another obser-
vation is that if in the respective minimizations, the channels are restricted to classical channels,
then the results of [12] show that

min
K

logA(K) = min
N

C(N ) = min
N

Σ(N ) = logα∗(G).
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We now demonstrate by example that the rightmost inequality in (54) can be strict, when quan-
tum channels are considered. Namely, for even n let G = Hn the complement of the Hadamard
graph Hn, whose vertices are the vectors {±1}n and two vectors v,w are adjacent in Hn if and
only if they are orthogonal in the Euclidean sense, v⊤w = 0. In other words, the cq-channel
N : v 7→ 1

n |v〉〈v| has confusability graph G. Since the output dimension is n, we see from this
that Σ(G) ≤ Σ(N ) ≤ n, which happens to coincide with the Lovász number, ϑ(G) = n, hence
log ϑ(G) = Cmin(G) = S0,NS(G) = log Σ(G) = log n. On the other hand, the clique number of

G is known to be upper bounded ω(G) ≤ 1.99n [37], hence α∗(G) ≥ |G|
ω(G) ≥ 1.005n, meaning

log α∗(G) ≥ Ω(n).

We think that also the leftmost inequality in (54) can be strict. But although the pentagon
G = C5 seems to be a candidate, for which we conjecture (based on some ad hoc calculations) that
Cmin(G) = S0,NS(G) = log Σ(G) = log α∗(G) = log 5

2 , whereas log ϑ(G) = 1
2 log 5, a rigorous proof

of this has so far eluded us.

Whether the other two inequalities can be strict remains an open question.

VI. FEASIBILITY OF ZERO-ERROR COMMUNICATION VIA GENERAL NON-COMMUTATIVE
BIPARTITE GRAPH ASSISTED BY QUANTUM NO-SIGNALLING CORRELATIONS

Given a non-commutative bipartite graph K , it is important to know when K is able to send
classical information exactly in the presence of quantum no-signalling correlations. It turns out
that these channels can be precisely characterized; we will start with cq-graphs.

Theorem 24 Let K be a non-commutative bipartite cq-graph specified by a set of projections Pi with
supports Ki = suppPi. Then the following are equivalent:

i. C0,NS(K) > 0;

ii. A(K) > 1;

iii.
⋂

iKi = 0.

Proof The equivalence of i) and ii) follows directly from Theorem 16.

The equivalence of ii) and iii) is only a simple application of the SDP of A(K) for bipartite
cq-graphs. First, we show that iii) implies ii). By contradiction, assume that the intersection of
supports of Pi is empty while A(K) = 1. Recall that the dual SDP of A(K) is given by

A(K) = minTrT s.t. TrPiT ≥ 1, T ≥ 0.

Then A(K) = 1 implies that we can find T0 ≥ 0 such that TrT0 = 1 and TrPiT0 ≥ 1 for any i.
Clearly T0 is a density operator, and we should have TrPiT0 = 1 for any i. The only possibility
is that T0 is in the intersection of the supports of Pi, which is a contradiction. Now we turn to
show that ii) implies iii). Again by contradiction, assume that A(K) > 1 while the intersection
of supports is nonempty. Then we can find a pure state |ψ〉 from the intersection such that Pi ≥
|ψ〉〈ψ|. So

11 ≥
∑

i

siPi ≥
(
∑

i

si

)
|ψ〉〈ψ|,

thus any feasible solution should have
∑

i si ≤ 1, which indeed implies that A(K) = 1. ⊓⊔
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Theorem 25 Let K be a non-commutative bipartite graph with Choi-Jamiołkowski projection PAB , and
let QAB = 11AB − PAB be the orthogonal complement of PAB . Then the following are equivalent:

i. C0,NS(K) > 0;

ii. A(K) > 1;

iii. TrA PAB < dA11B ;

iv. TrAQAB is positive definite.

As a matter of fact, we have

C0,NS(K) ≥ log
dA

‖TrA PAB‖∞
and A(K) ≥ dA

‖TrA PAB‖∞
.

Proof The meaning of i) and ii) are very clear, while iii) and iv) need some explanation.
Essentially, iv) means we can find a CP map from B to A with Choi-Jamiołkowski matrix VAB

supporting on some subset of QAB. Note that in the one-shot SDP formulation of Υ(K), we need
VAB to be a CPTP map. However, the trace-preserving condition is not necessary for asymptotic
case but only TrA VAB is positive definite, which is the most nontrivial part of this theorem.

iii) is directly equivalent to iv) as we have PAB +QAB = 11AB , hence

TrA PAB +TrAQAB = dA11B .

In the following we only focus on i), ii), and iii). The equivalence of ii) and iii) is straight-
forward, simply noticing that 11A/‖PB‖ is a feasible solution to the primal SDP for A(K), where
PB = TrA PAB .

The equivalence of i) and iii) is much more difficult and non-trivial. In the following we want
to explain a little bit more about this equivalence as there is some tricky points.

First, let’s see how to use iii) to derive i). We can apply the standard super-dense coding
protocol, and obtain a cq-channel with d2A outputs {(Um⊗11B)JAB(Um⊗11B)

†}, and the projections
are given by {(Um ⊗ 11B)PAB(Um ⊗ 11B)

†}, where Um are generalized Pauli matrices acting on A.
So we can compute the semidefinite packing number as

d2A∑d2
A

m=1(Um ⊗ 11B)PAB(Um ⊗ 11B)†
=

dA
‖PB‖∞

. (55)

This is also the zero-error no-signalling assisted classical capacity of this cq-channel. Noticing that
when PB < dA11B strictly holds, the right-hand side of the above equation is strictly larger than 1.

The fact that i) implies iii) can be proven by contradiction together with the one-shot SDP
formulation for Υ(K). Assume i) holds but QB does not have full rank. Then we can find a
non-zero vector |x〉B such that QB |x〉 = 0. Or equivalently, QAB(11A ⊗ |x〉〈x|B) = 0.

i) means for some n > 1 we have Υ(K⊗n) > 1. By the one-shot SDP formulation of Υ(K⊗n),
we can find positive UAB, SA, such that

TrS > 1, S ⊗ 11 ≥ U ≥ 0,TrA UAB = 11B, and TrP⊗n(S ⊗ 11 − U) = 0.

So we can find VAB = S ⊗ 11−U with TrB VAB = (TrS − 1)11B , with full rank. On the other hand,
we also have VAB supported on 11AnBn − P⊗n

AB , and the later is the summation of product terms
such as PAB ⊗QAB ⊗ · · · ⊗ PAB , containing at least one factor QAB each. So VAB is vanishing on
the product vector |x〉⊗n, which contradicts the fact that VB has full rank. ⊓⊔

The simple bound dA
‖TrA PAB‖∞

is very interesting, and in some important cases it is tight, such

as the cq-channels with symmetric outputs, and the class of Pauli channels. It would be interesting
to know whether this kind of “entanglement-assisted coding” could provide a possible way to
resolve our puzzle between C0,NS(K) and A(K), eventually.
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VII. CONCLUSION AND OPEN PROBLEMS

We have shown that there is a meaningful theory of zero-error communication via quantum
channels when assisted by quantum no-signalling correlations.

In the terminology of non-commutative graph theory, both the one-shot zero-error classical
capacity and simulation cost for non-commutative bipartite graphs assisted by quantum no-
signalling correlations have been formulated into feasible SDPs. The asymptotic problems for
non-commutative bipartite cq-graphs have also been successfully solved, where the capacity turns
out to involve a nontrivial regularization of super-multiplicative SDPs, which nevertheless leads
to another SDP, the semidefinite packing number. We found analogously that the zero-error sim-
ulation cost of a cq-graph is given by a semidefinite covering number, which in contrast to the
classical case is in general larger than the packing number.

The zero-error classical capacity of a classical graph assisted by quantum no-signalling correla-
tions is given precisely by the celebrated Lovász number. For the most general non-commutative
bipartite graphs, we are able to provide a necessary and sufficient condition for when these graphs
have positive zero-error classical capacity assisted with quantum no-signalling correlations

We know rather little about the asymptotic capacity and simulation cost for non-commutative
bipartite graphs that are not classical-quantum, however. A very interesting candidate is the
non-commutative bipartite graph K(r) = span{E0, E1} associated with the amplitude damping

channel N =
∑1

i=0Ei · E†
i , with E0 = |0〉〈0| +

√
1− r|1〉〈1|, E1 =

√
r|0〉〈1| and 0 ≤ r ≤ 1. The

extremes r = 0 and r = 1 correspond to the noiseless qubit channel and a constant channel,
respectively, and are trivial; we will hence assume 0 < r < 1. This channel is quite interesting
because it gives a separation between the semidefinite packing number and the modified version,
and other quantities. It is also interesting because there is only one unique channel Nr which as
K(r) as the Kraus operator space. Actually it is a non-unital extreme point of the convex set of
CPTP maps. This channel is also able to communicate classical information without error when
assisted with no-signalling correlations. By applying the above super-dense coding bound, we
have

C0,NS(Kr) ≥ log
4− 2r

3− r
.

By some routine calculation, we can show that the semidefinite packing number is A(Kr) = 2− r,

the revised version Ã(Kr) = (2− r)2, and

CminE(Kr) = max
0≤p≤1

H2(p) +H2(rp)−H2((1− r)p),

where H2(x) = −x log x− (1− x) log(1− x) is the binary entropy. Clearly, CminE(K0.5) = 1, while

Ã(K0.5) = 2.25 > 2. This means that the revised semidefinite packing number cannot be equal
to the zero-error classical capacity assisted by quantum no-signalling correlations. Whether the
original form has the same problem remains unknown.

There are many other interesting open problems, of which we highlight a few here. First, it
would be very interesting to explore the mathematical structures of quantum no-signalling corre-
lations in greater detail, and to characterize quantitatively how much non-locality is contained in
a quantum no-signalling correlation.

Second, it is of great importance to solve the general asymptotic capacity and cheapest simu-
lation problems in the zero-error setting when assisted with quantum no-signalling correlations.
In particular, are there examples of strict sub-multiplicativity of Σ(K)?

The third problem of great interest is to explore the relationship between the quantum Lovász
ϑ function introduced in Ref. [11] for a non-commutative graph S, and the zero-error classical
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capacity of this non-commutative graph assisted with quantum no-signalling correlations, i.e.
of Kraus spaces K with K†K < S. Likewise, what is the minimum simulation cost Σ(K) or
S0,NS(K) over all such K? This latter is open already for a classical graph G and cq-graphs K
with confusability graph G, see the end of section V. In any case, it seems that Σ(G) and 2Cmin(G)
are two new interesting, multiplicative graph parameters, different from both ϑ(G) and α∗(G).

Fourth: Are no-signalling correlations really necessary to achieve the asymptotic simulation
cost S0,NS(K), or is perhaps entanglement enough? The motivation for this question comes from
[12] where it was shown that for classical channels, optimal asymptotic simulation is possible
using only shared randomness, no other non-local resources are needed. A nice test case for this
question is provided by cq-graphs, for which it is easy to see that S0,NS(K) ≤ log |B|. On the other
hand, the entanglement-assisted simulation of cq-channels, also known as remote state preparation
[39, 40] is far harder to understand. Indeed, for generic channels the best known protocol requires
2 log |B| bits of communication, which is the communication cost of teleportation [39, 41].

Fifth, which no-signalling resources are actually required to achieve the asymptotic zero-error
capacity C0,NS(K)? This seems an innocuous question – after all, for each channel the SDP Υ(K)
tells us precisely which no-signalling correlation achieves the maximum. But looking at the case
of classical channels and bipartite graphs [10], in the light of a classical result of Elias [42], shows
that there only a very specific resource is required, which is universal for all channels. Namely,
according to [42, Prop. 4], a list size-L list code for a bipartite graph Γ can achieve a rate R =(
1− 1

L

)
log α∗(Γ) − O

(
1
L

)
, which is arbitrarily close to logα∗(Γ) for sufficiently large L. Using

such a code, Alice can send a message i out ofM = ⌊2nR⌋ over n uses of the channel, and Bob will
end up with a list, i.e. a subset I ⊂ 2[M ] of |I| = L possible messages such that i ∈ I . To resolve
the remaining ambiguity, Alice and Bob now require a no-signalling resource S(ML )

= S(αβ|iI)
that we call subset correlation, defined for i ∈ [M ], I ∈

([M ]
L

)
, t, u ∈ [L], with

S(tu|iI) =





1
L if i = is ∈ I = {i1 < . . . < iL} & u− t = s mod L,
1
L if i = is ∈ I = {i1 < . . . < iL} & u− t 6= s mod L,
1
L2 if i 6∈ I.

Alice will input i into the box, Bob the set I , and then Alice will send her output t to Bob; since
i ∈ I , Bob knows that he can recover the index s of i = is ∈ I = {i1 < . . . < iL} as u − t mod L.
Do these or other universal quantum no-signalling correlations allow to achieve the C0,NS(K) (or
at least logA(K) for cq-graphs)?

Finally, in [43], the observation was made that the optimal orthogonal representation of a graph
G in the sense of Lovász (see Theorem 5) seems to satisfy Υ(K) = ϑ(G), which was confirmed by
direct calculation for several graph families. If this held in general, it would mean that ϑ(G) can
in a certain sense be achieved by a single channel use, rather than requiring a many-copy limit.
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[20] O. Oreshkov, F. Costa, Č. Brukner, “Quantum correlations with no causal order”, Nature Comm.
3(10):1092 (2012).

[21] G. Chiribella, “Perfect discrimination of non-signalling channels via quantum superposition of causal
structures”, Phys. Rev. A 86:040301 (R) (2012).

[22] L. Vandenberghe, S. Boyd, “Semidefinite Programming”, SIAM Rev. 38(1):49-95 (1996).
[23] D. Leung, W. Matthews, “On the power of PPT-preserving and non-signalling codes”, arXiv[quant-

ph]:1406.7142 (2014).
[24] R. König, R. Renner, C. Schaffner,“The operational meaning of min- and max-entropy”, IEEE Trans.



43

Inf. Theory 55(9):4337-4347 (2009).
[25] M. Tomamichel, A Framework for Non-Asymptotic Quantum Information Theory, PhD thesis, ETH Zürich,
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