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We introduce a notion of the entanglement transformation rate to characterize the asymptotic
comparability of two multipartite pure entangled states under stochastic local operations and classical
communication (SLOCC). For two well known SLOCC inequivalent three-qubit states jGHZi ¼
ð1= ffiffiffi

2
p Þðj000i þ j111iÞ and jWi ¼ ð1= ffiffiffi

3
p Þðj100i þ j010i þ j001iÞ, we show that the entanglement

transformation rate from jGHZi to jWi is exactly 1. That means that we can obtain one copy of the
W state from one copy of the Greenberg-Horne-Zeilinger (GHZ) state by SLOCC, asymptotically. We then
apply similar techniques to obtain a lower bound on the entanglement transformation rates from an
N-partite GHZ state to a class of Dicke states, and prove the tightness of this bound for some special cases
which naturally generalize the jWi state. A new lower bound on the tensor rank of the matrix permanent is
also obtained by evaluating the tensor rank of Dicke states.
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Introduction.—Multipartite entanglement has been
widely studied [1–4] since it is a proven asset to informa-
tion processing and computational tasks. In order to make
quantitative comparison between different types of quan-
tum information resources, the following fundamental
entanglement transformation problem arises: whether a
pure N-partite state jψi can be transformed into another
given N-partite state jϕi, assuming that each party may
perform only local operations on their respective systems
with the help of unlimited two-way classical communication
(LOCC). In the bipartite case, a necessary and sufficient
condition for entanglement transformation was reported by
Nielsen in Ref. [5]. His result indicates that the vector of
Schmidt coefficients, instead of any scalar, is a proper
entanglement measure when exact transformations are con-
sidered. After that, multiple-copy entanglement transforma-
tion was studied: Duan et al. proved that entanglement-
assisted transformation of the bipartite case is asymptotically
equivalent to multiple-copy transformation [6]; in a multi-
partite setting, Ji et al. showed that the entanglement
transformation rate between any two genuinely entangled
states is positive, that is, it is always feasible to exactly
transform a genuinely N-partite entangled pure state with
sufficiently many but a finite number of copies to any other
N-partite state by LOCC [7], where a multipartite pure state
is said to be genuinely entangled if it is not in a product form
between any bipartite partition of the parties.
One of the major difficulties in evaluating the entangle-

ment transformation rate of the multipartite case is that the

class of LOCC is still not satisfactorily understood.
Another one is the richness of multipartite entanglement.
Generally, there exist incomparable states, even in three-
qubit systems. It is still unclear how to determine whether
one multipartite state can be transformed to another by
LOCC. To partially remedy these obstacles, we relax the
restriction of LOCC and consider the class of stochastic
local operations and classical communication (SLOCC)
[8–12]. The ability to transform a state jψi to another
state jϕi with SLOCC is symbolically expressed as

jψi →
SLOCCjϕi. The physical meaning of SLOCC operations

is that they can be implemented by LOCC operations
with nonzero probability. In fact, SLOCC has been used
to study entanglement classification [12,13] and entan-
glement transformation [14–16]. The whole multipartite
state space can be divided into SLOCC equivalence
classes. For instance, Dür et al. observed that within
three-qubit systems, there exist two distinct equiva-
lence classes of genuinely tripartite entangled states,
jGHZi¼ð1= ffiffiffi

2
p Þðj000iþj111iÞ and jWi¼ð1= ffiffiffi

3
p Þðj100iþ

j010iþj001iÞ [12].
Comparing with LOCC entanglement transformation,

SLOCC entanglement transformation of pure states has a
much simpler mathematical structure that can be directly
characterized. In order to consider the asymptotic SLOCC
entanglement transformation between pure states, we only
need to deal with SLOCC equivalent classes. By employing
the concept of tensor rank, which is defined as the smallest
number of product states whose linear span contains the
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given state, many interesting results are obtained. For three-
qubit systems, it was shown that three copies of the
Greenberg-Horne-Zeilinger (GHZ) state can be trans-
formed into two copies of the W state [14]. In Ref. [15],

we proved that jGHZi⊗m →
SLOCCjWi⊗2n is valid if 2m ≥ 7n.

Later, it was demonstrated that SLOCC protocol can
transform four copies of the GHZ state to three copies
of the W state [16]. These increasing lower bounds reflect
both the richness of entanglement and the difficulty of
obtaining asymptotic results. These progresses motivate us
to introduce a useful notion of the SLOCC entanglement
transformation rate in the following way:

Rðjψi; jϕiÞ ¼ sup

�
m
n
∶ jψi⊗n →

SLOCCjϕi⊗m

�
:

This quantity intuitively characterizes the optimal number
of copies of jϕi one can obtain from a single copy of jψi
under SLOCC, in an asymptotic setting. Therefore, it is of
great interest to determine this value by studying the
highest possible rate for the multicopy transformations.
Unfortunately, Rðjψi; jϕiÞ is not easy to calculate, even for
the simplest nontrivial case RðjGHZi; jWiÞ, whose exact
value was conjectured to be 1 [15,16].
In this Letter, we prove the validity of the above

conjecture by constructing an SLOCC transformation from
nþ oðnÞ copies of the GHZ state to n copies of theW state;
that is, one can obtain one copy of the W state, from one
copy of the GHZ state by SLOCC, asymptotically. To reach
our goal, we introduce a class of tripartite states such that n
copies of theW state can be written into the sum of at most
n2 items of such states, and each state of this class can be
obtained by applying SLOCC operations on n copies of
the GHZ state. Then, we show that RðjGHZiN; jWiNÞ,
the entanglement transformation rate, is also 1 for the
N-partite state jGHZiN ¼ ð1= ffiffiffi

2
p Þðj00 � � � 0i þ j11 � � � 1iÞ

and jWiN ¼ ð1= ffiffiffiffi
N

p Þðj0 � � � 01i þ � � � þ j10 � � � 0iÞ. We
generalize this technique to obtain a lower bound on the
entanglement transformation rate that from a general GHZ
state to a class of fully symmetric states, Dicke states. More
precisely, we show that ½Pd

i¼2 log2ðji þ 1Þ�−1 is a lower
bound of RðjGHZiN; jDðj1;…; jdÞiÞ. Here the Dicke state
jDðj1;…; jdÞi is defined as follows:

jDðj1;…; jdÞi ≔
�

N
j…jd

�−1=2
Psymð⊗d

i¼1 jii⊗jiÞ; (1)

where fj1i;…; jdig is a computational basis of the
d-dimensional Hilbert space Hd, Psym is the projection
onto the bosonic (fully symmetric) subspace, i.e., Psym ¼
ð1=N!ÞPπ∈SNUπ , the sum extending over all permutation
operators Uπ of the N systems, N ¼ P

d
i¼1 ji, and

j1 ≥ � � � ≥ jd ≥ 1. For the special case such as
j1 ≥

P
d
i¼2 ji, the tightness of this bound is proved. At

last, we study the tensor rank of the matrix permanent, one

of the most extensively studied computational problems, by
simply evaluating the tensor rank of the Dicke state
jDð1;…; 1Þi.
Main results.—Our first result is the following,
Theorem 1.—For a three-qubit state system, we have

RðjGHZi; jWiÞ ¼ 1:

That is, for sufficient large n, one can transform nþ oðnÞ
copies of the GHZ state to n copies of the W state by
SLOCC. An immediate consequence is that the GHZ state
is asymptotically stronger than the W state under SLOCC,
although they are incomparable at the single copy level.
Generally, for N-partite systems,

RðjGHZiN; jWiNÞ ¼ 1:

Again one can obtain jWiN from jGHZiN at a rate 1
by SLOCC.
For convenience, in the following discussions we omit an

unimportant normalized factor and denote directly
jWi ¼ j100i þ j010i þ j001i. Before proving the validity
of Theorem 1 for three-qubit systems, we first introduce a
class of tripartite states j½a; b; c�in for any triple ða; b; cÞ of
non-negative integers such that aþ bþ c ¼ n. Let B be
the following set

B ¼ fða; b; cÞ∶aþ bþ c ¼ n; 0 ≤ a; b; c ≤ ng:

For any ða; b; cÞ ∈ B, one can define an unnormalized state

j½a; b; c�in ¼
X

i ⊕ j ⊕ k ¼ ð11 � � � 1Þn;
i ∈ AðaÞ; j ∈ AðbÞ; k ∈ AðcÞ

jiijjijki;

where ⊕ is the bitwise addition modulo 2, ð11 � � � 1Þn
stands for the n-bit string with “1” in all n positions, and
Að·Þ represents the set of the n-bit strings with the same
Hamming weight, i.e.,

AðlÞ ¼ fi∶hðiÞ ¼ l; i ∈ Zn
2g;

where Z2 ¼ f0; 1g and the Hamming weight hðiÞ of an
n-bit string i simply represents the number of 1’s in the
string.
We can verify the following equation:

jWi⊗n ¼
X

ði;j;kÞ∈S
jiijjijki ¼

X
ða;b;cÞ∈B

j½a; b; c�in; (2)

where i; j; k are n-bit strings, and S is the subset of
Zn

2 × Zn
2 × Zn

2 ,

S¼fði;j;kÞ∶i⊕ j⊕ k¼ð11 � � �1Þn; itjtkt¼ 0 for anytg;
with it the t-th bit of i. Namely, S is the set of ði; j; kÞ such
that on each 1 ≤ t ≤ n, there is only a single 1 in the t-th bit
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of i, j, and k. The first equality in Eq. (2) follows by
calculating jWi⊗n in computational basis, while the second
equality follows by observing that

S¼fði;j;kÞ∶i⊕j⊕k¼ð11���1Þn;hðiÞþhðjÞþhðkÞ¼ng:

The following property of tripartite states j½a; b; c�in is
extremely useful in proving Theorem 1,
Lemma 1. Any state j½a; b; c�in can be obtained from

jGHZi⊗n by SLOCC.
Proof.—To see the validity of this lemma, we need the

following identity:

j½a; b; c�in ¼
1

2n

X2n−1
l¼0

� X
i∈AðaÞ

ð−1Þl·ījii
�
⊗

� X
j∈AðbÞ

ð−1Þl·j̄jji
�

⊗
� X
k∈AðcÞ

ð−1Þl·k̄jki
�
:

Here ī ¼ ð11 � � � 1Þn ⊕ ði1i2 � � � inÞ, and l · ī is the bitwise
inner product of two n-bit strings l and ī. The above identity
can be verified by a direct calculation.
We construct three 2n × 2n matrices

E ¼
X2n−1
l¼0

X
i∈AðaÞ

ð−1Þl·ījiihlj;

F ¼
X2n−1
l¼0

X
j∈AðbÞ

ð−1Þl·j̄jjihlj;

G ¼
X2n−1
l¼0

X
k∈AðcÞ

ð−1Þl·k̄jkihlj:

Now, it is direct to verify that

ðE ⊗ F ⊗ GÞjGHZi⊗n ¼ ð2n=2Þj½a; b; c�in;

where we have assumed that

jGHZi⊗n ¼ ð1=2n=2Þ
X2n−1
l¼0

jlijlijli:

That is, E ⊗ F ⊗ G transforms jGHZi⊗n to j½a; b; c�in. ▪
We return to the proof of Theorem 1,
Proof of Theorem 1.—Let jBj be the cardinality of B.

Noticing that

jBj ¼
�
nþ 2

2

�
;

we conclude that

jGHZi⊗m →
SLOCC jWi⊗n;

holds for all 2m ≥
�
nþ 2

2

�
2n. Therefore,

RðjGHZi; jWiÞ ¼ 1:

This method can also be used to show that for any N > 1,

jGHZi⊗m
N →

SLOCC jWi⊗n
N ;

holds when 2m ≥
�
nþ N − 1

N − 1

�
2n.

This leads us to the fact that

RðjGHZiN; jWiNÞ ≥ 1:

On the other hand, it is known that the tensor rank of jWi⊗n
N

is no less than ðN − 1Þ2n − N þ 2 [16], which implies

RðjGHZiN; jWiNÞ ≤ 1:

Combining with these results, we know that RðjGHZiN;
jWiNÞ ¼ 1. ▪
Both jWi and jGHZi are symmetric states, i.e., those

invariant under any permutation of its parties. Dicke states,
defined in Eq. (1), are a natural generalization of these
states. Studying the entanglement measure of such states
has attracted a lot of attention [17,18]. The entanglement
transformation properties of such states are studied [16,19]
and some families of multiqubit SLOCC equivalent states
are realized by using symmetric states [20,21]. In order to
generalize Theorem 1 to Dicke states, we need to evaluate
the entanglement transformation rate of Dicke states by
SLOCC. A general lower bound is given as follows.
Theorem 2. For a Dicke state jDðj1;…; jdÞi with

j1 ≥ � � � ≥ jd and N ¼ P
d
i¼1 ji,

R½jGHZiN; jDðj1;…; jdÞi� ≥
�Xd
i¼2

log2ðji þ 1Þ
�−1

:

The bound is tight for a Dicke state with j1 ≥
P

d
i¼2 ji.

Proof.—The proof of the lower bound part is the direct
generalization of Theorem 1. For readability, we postpone
the detailed proof of this part to the Supplemental
Material [22].
In order to show the tightness of the above bound for a

Dicke state with j1 ≥
P

d
i¼2ji, we regard jDðj1;…;jdÞi as a

bipartite state jψi by arranging the first r parties of
jDðj1;…; jdÞi into a single party, say Alice, and the
remaining N − r parties into another single party, Bob,
where r ¼ ⌊N=2⌋. From the definition, we know that the
tensor rank of jDðj1;…; jdÞi is not less than that of jψi.
Now, we apply local operator M ⊗ T on jψi, where M
maps jα1ijα2i � � � jαri into j1i⊗μ1 j2i⊗μ2 � � � jdi⊗μd , where μi
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are the multiplicity of i among α1; α2;…; αr. The definition
of T is similar.
Observe that the tensor rank of ðMA ⊗ TBÞjψi is equal to

f, which is the cardinality of the following set:

�
ðβ1; β2;…; βdÞ∶0 ≤ βi ≤ ji;

Xd
i¼1

βi ¼ r

�
:

For a Dicke state with j1 ≥
P

d
i¼2 ji, we observe that

j1 ≥ N=2 ≥ r. Thus the constraint 0 ≤ β1 ≤ j1 in the above
set is automatically satisfied and the cardinality is totally
determined by other βi. By a simple counting argument we
know the cardinality is given by Πd

i¼2ðji þ 1Þ, which is also
the tensor rank of the bipartite state. Noticing that the tensor
rank of the bipartite pure state is multiplicative, and tensor
rank is a strictly nonincreasing quantity under SLOCC, we
conclude that

RðjGHZiN; jDðj1;…; jdÞiÞ ≤ ½
Xd
i¼2

log2ðji þ 1Þ�−1;

for j1 ≥
P

d
i¼2ji. Thus, ½

P
d
i¼2 log2ðji þ 1Þ�−1 is the tight

bound for such a Dicke state. ▪
By applying the above technique to the N-partite state

jDð1;…; 1Þi, we have the following result about the
SLOCC transformation,
Lemma 2. The tensor rank of jDð1;…; 1Þi is not less

than

�
N

⌊N=2⌋

�
:

Thus,

jGHZi⊗m
N →

SLOCC jDð1;…1Þi ⇒ 2m ≥
�

N
⌊N=2⌋

�
;

Together with the known result that the tensor rank of
jDð1;…; 1Þi is not more than ≤ 2N−1 from Ref. [23], we
can conclude that its tensor rank is 2N½1þoð1Þ�.
The motivation for studying the tensor rank of

jDð1;…; 1Þi is the connection between its tensor rank
and that of the matrix permanent, a homogeneous poly-
nomial. It is worth noting that the tensor rank of a
homogeneous polynomial has already been extensively
studied in algebraic complexity theory [24–30]. A homo-
geneous polynomial is a multivariable polynomial whose
nonzero terms (monomials) have the same degree. The
tensor rank of a homogeneous polynomial Pðx1;…; xnÞ is
defined as the smallest number of rk such that Pðx1;…; xnÞ
can be written as the sum of rk terms of Liðx1;…; xnÞ,
where each Lið� � �Þ is the product of d homogenous linear
forms with d being the degree of the polynomial.

The permanent of matrix X ¼ ðxi;jÞN×N is defined as

permðXÞ ¼
X
σ∈Sn

YN
i¼1

xi;σðiÞ:

The sum here extends over all elements σ of the symmetric
group SN , i.e., over all permutations of the numbers
1; 2;…; N.
It is easy to see that the tensor rank of the matrix

permanent is defined as the minimum number rk such that

permðXÞ ¼
Xrk
j¼1

YN
i¼1

Li;jðXÞ;

where Li;jðXÞ is a linear function of X and Li;jð0Þ ¼ 0.
The tensor rank of the matrix permanent is still unknown,

and it relates to the central problem of computational
complexity theory–circuit lower bounds. One possible
direction to study this problem is to restrict the form ofQ

N
i¼1 L

i;jðXÞ, for instance, assume that
Q

N
i¼1 L

i;jðXÞ sat-
isfies the multilinear property, see Refs. [28–30]. In this
case, it is known that the tensor rank of the matrix
permanent is lower bounded by 2N

Ωð1Þ
, where Ωð1Þ is some

nonzero constant.
For a more restricted form, each Li;jðXÞ only depends on

the i-th row of X and j, and we can obtain a better lower
bound as follows.
Theorem 3. Let X be an N × N matrix with the

permanent

permðXÞ ¼
XkðNÞ

j¼1

YN
i¼1

XN
k¼1

aðjÞi;k xi;k:

Then kðNÞ ≥
�

N
⌊N=2⌋

�
:

Proof.— Indeed, since each Li;jðXÞ only depends on the
i-th row of X and j, we can easily verify that

jDð1;…; 1Þi ¼
XkðNÞ

j¼1

YN
i¼1

�XN
k¼1

aðjÞi;k jki
�
:

The proof is completed by applying Lemma 2. ▪
Conclusions.—In this letter, we study the entanglement

transformation rate between multipartite states under sto-
chastic local operations and classical communication. We
show that one can obtain n copies ofW-state from nþ oðnÞ
copies of GHZ-state by constructing the wanted SLOCC
operation. Then, a lower bound of the entanglement
transformation rate from generalized GHZ-state to Dicke
state is demonstrated. At last, we obtain a necessary
condition of transforming m-copies GHZ-state to one copy
of Dicke state jDð1; 1;…; 1Þi by evaluating the tensor rank
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of jDð1; 1;…; 1Þi,then this result is used to study the tensor
rank of matrix permanent.
There are still many unsolved problems concerning the

SLOCC transformation and tensor rank. For instance, it
would be of great interest to obtain the precise value of the
entanglement transformation rate from an N-partite GHZ
state to a general Dicke state jDðj1;…; jdÞi. In particular, it
seems quite intriguing to determine whether the lower
bound ½Pd

i¼2 log2ðji þ 1Þ�−1 is actually tight in general.
That would require new techniques to lower bound the
tensor rank of multicopy Dicke states. We also hope our
work will help in the study of homogeneous polynomials
from a geometric perspective, for instance, introducing new
ideas and techniques from quantum information theory to
algebraic complexity theory.
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