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ABSTRACT 

 

During recent decades, the incident of malignant melanoma as the lethal form of 

skin cancer has been raised. The occurrence in Australia is much higher than US, UK, 

and Canada with the cases more than 10,000 diagnosis and annual mortality of 1250 

people. The persistent raise of this cancer in the worldwide, the high medical cost and 

death rate have prioritized the early diagnosis of this cancer. The anticipation and cure 

of melanoma is strictly relevant to its thickness, if it can be detected early, the survival 

rate would be increased. Although lots of effort has been made to advance the detection 

of skin cancers, the challenging concerns still about it. 

The computer-based detection systems can improve the diagnosis rate of melanoma 

by 5–30% in comparison with the naked-eye. Since the visual perception often involve 

some faults, the necessity of second opinion with higher accuracy and reliability is 

highlighted. On the other hand, it reduces the task and responsibilities that are 

performed by physicians. 

Many researches have been developed in automated detection of melanoma. The 

potential advantages of such studies are significant and incalculable. Moreover, the 

difficulties entangle are a lot, and the new contributions in the area are highly 

appreciated. However, it is extensively acknowledged that the more trustful and reliable 

detection systems require higher accuracy. The purpose of this thesis is to propose an 

algorithm for skin cancer diagnosis that is able to classify lesions as malignant or 

benign automatically.  

The different components in an automated diagnosis of skin cancer includes: Pre-

processing, segmentation, feature extraction and selection, and classification. In this 

thesis, after selecting the best image enhancement techniques which are achieved by 

applying and comparing different noise removal and contrast enhancement techniques 

on images, the segmentation stage is performed. In this stage, a fully automated 

segmentation algorithm in dermoscopy images based on k-mean and level-set 

algorithms are proposed and compared with other algorithms mentioned in this thesis 

using statistical tools. Proposed algorithm shows the improvement in the results. 
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In the next stage, after extracting the various features of images, a fully automated 

feature selection algorithm, Smart PSO-SVM, which optimizes the feature selection 

stage, is proposed. Comparative study of proposed algorithm with other algorithms is 

performed to analyse the performance of proposed algorithm among others. The results 

obtained in the best subset of features which feed the classification stage. In 

classification stage, the use of SA-SVM as a new classifier in the area of skin cancer 

detection systems is proposed. The average accuracy and F-score are estimated as 

87.0611% and 0.9167 respectively. The statistical evaluation using t-test also shows the 

superiority of proposed algorithm when compares with other algorithms in this thesis. 
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CHAPTER I 

INTRODUCTION 
 

1.1. Motivation 
 

During recent decades, the incident of malignant melanoma as the lethal form of 

skin cancer has been raised. In 2010, the American Cancer Society presented around 

68,130 new incidents of skin cancer in USA with the mortality of 8,700 people while it 

was 8,420 in 2009[1].Skin cancer has become a common cancer in different countries 

specially in Australia in ages between 15-44.The occurrence is much more higher than 

US, UK, and Canada with the cases more than 10,000 diagnosis and annual mortality of 

1250 people. Its portion is 10% among all cancers [2, 3]. The persistent raise of this 

cancer in the worldwide [4], the high medical cost and death rate have prioritized the 

early diagnosis of this cancer.                   

There are two reasons which make the early diagnosis of this cancer very important 

[5, 6, 7]: Firstly, the diagnosis of skin cancer is very simple due to its localization on the 

skin. Anyway melanoma is more presumably to metastasise and propagate to other 

organs in comparison with other skin cancers. Secondly, the anticipation of melanoma 

is strictly relevant to its thickness. In early stages in which the thickness is less than 1 

mm, the melanoma can be cured successfully. However, it is not very obvious to detect 

the melanoma in early stages even by experienced dermatologists [8, 9, 10]. 

Lots of effort has been made to develop the detection of skin cancers. It includes 

different detection algorithms like pattern analysis [11], Menzies method [12], CASH 

algorithm [13] and the ABCD rule of der- moscopy [14], 7-point checklist [15] and 

many techniques based on imaging technologies like dermoscopy [8]. 

Different studies have demonstrated that the detection algorithms can improve the 

diagnosis rate of melanoma by 5–30% in comparison with the naked-eye [4, 8]. The 
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diagnosis of melanoma is relative and depends on visual perception and clinical 

experience of dermatologists. Although today the dermoscopy is used, the accuracy of 

detection still about 75–85% [16]. It highlights the necessity of second advice to reduce 

the number of false detections. However it would be very beneficial for dermatologist to 

have an objective evaluation of melanoma as well. Such a system can automate the 

analysis and help physicians to do fewer tasks and provide higher accuracy than they 

do. 

1.2. Research Objectives 
 

The significant interest has been raised in computer-based detection of skin cancer 

during recent decades. The purpose of such systems is to provide second opinion on 

diagnosis with less error and higher accuracy and reliability than the results achieve 

normally by a human expert [17].   

Many investigations have been developed in automated detection of melanoma. The 

potential advantages of such studies are significant and incalculable. Moreover, the 

difficulties entangle are a lot, and the new contributions in the area are highly 

appreciated. However, it is extensively acknowledged that the more trustful and reliable 

detection systems require higher accuracy. 

Generally, an automated diagnosis of skin cancer includes several components: Pre-

processing, segmentation, feature extraction and selection, and classification. Figure 1.1 

represents this process.  

 

Figure 1.1. Schematic diagram of automatic diagnosis of skin cancer. 
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In summary, the objectives of this thesis include: 

1. Designing a trustful and reliable skin cancer detection system  
- Investigating and experimenting the different steps of detection system as 

mentioned above in figure 1.1. 
2. Proposing an algorithm for skin cancer diagnosis that is able to classify lesions 

as malignant or benign automatically 
- Advising on using the best filters for pre-processing step 
- Proposing an algorithm for segmentation step  
- Proposing an algorithm for classification step 

1.3.  Thesis Structure 
 

The rest of the thesis is organised as follows: 

In chapter 2, some general aspects of skin cancer are presented. Although, the 

investigation on details of skin cancer cannot be considered, this chapter provide some 

fundamental and necessary knowledge required for engineers to work with. 

In chapter 3, the literature relevant to the methods in different stages of computer-

based detection systems along with the required stages in such systems are reviewed. 

In Chapter 4, the proposed algorithms of this thesis along with the explanation of 

applied techniques are indicated. 

In Chapter 5, the results obtained in all stage of proposed algorithm have been 

presented. Different experiments are examined in this chapter to determine the 

performance of proposed algorithms. 

The last chapter, chapter 6, is to conclude this thesis work by reviewing all the 

procedure which is followed, results, and the future works in the area. 

1.4. Research Contributions 
 

The contribution of this thesis is to propose and evaluate the new and creative 

medical expert algorithm that automatically able to classify skin cancer tumours as 

inoffensive or dangerous, precisely; If possible, with less errors than human experts. 

This purpose can be mentioned in detail as follows.  

- The usage of different effective noise removal filters to optimize the skin cancer 

images. 
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- The usage of different effective contrast enhancement techniques to optimize the 

skin cancer images. 

- Comparative study with other noise removal filters and contrast enhancement 

techniques to provide the best algorithm to use in pre-processing stage. 

- Propose a fully automated segmentation algorithm in dermoscopy images based 

on k-mean and level-set algorithms. 

- Analysis and comparative study of proposed algorithm with other algorithms 

mentioned in this thesis using statistical tools. 

- The use of various properties for feature extraction in a skin cancer image. 

- Propose a fully automated feature selection algorithm, Smart PSO-SVM, which 

optimizes the feature selection stage. 

- Comparative study of proposed algorithm with other algorithms. Analytical 

framework consist of statistical analysis, optimisation and cross validation.  

- Propose the use of SA-SVM in the area of skin cancer detection systems. 

- Implementing the SA-SVM. 

- Comparative study between SA-SVM and SVM along with proposed algorithm.  

- Analytical analysis of proposed algorithm. 

1.5. Research Scope 
 

- This study does not consider contextual variables related to the composition of a 

group with respect to any factors like: age, gender, abilities, color or experience 

level. 

- This study will not consider specific software as an independent variable. 

- This study believes that the engineering design process at the level researched 

can be generalize to other detection systems. 

1.6. Publications Resulting from the Thesis 
 

1. Azadeh N. Hoshyar, Adel Al-Jumaily, “The Beneficial Techniques in 

Preprocessing Step of Skin Cancer”, Procedia Computer Science, Volume 42, 2014, 

Pages 25–31, Elsevier.  
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2. Azadeh N. Hoshyar, Adel Al-Jumaily, “Comparing the Performance of Various 

Filters on Skin Cancer Images”, Procedia Computer Science, Volume 42, 2014, Pages 

32–37, Elsevier. 

3. Azadeh N. Hoshyar, Adel Al-Jumaily,” Pre-Processing of Automatic Skin Cancer 

Detection System: Comparative Study”, International Journal on Smart Sensing and 

Intelligent Systems. , Vol. 7, NO. 3, September 2014, pp 1364-1377. 

4. Azadeh N. Hoshyar, Adel Al-Jumaily,” A Binary Level Set Method Based on K-

Mean for Contour Tracking on Skin Cancer Images”, The 11th IASTED International 

Conference on Biomedical Engineering (BioMed 2014) ), Zurich, Switzerland, Jun 23- 

Jun 25, 2014, pp 89-95. 

5. Azadeh N. Hoshyar, Adel Al-Jumaily, Review on automatic early skin cancer 

detection, 2011 International Conference on Science and Service System (CSSS), IEEE, 

2011 , Page(s): 4036 – 4039. 
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CHAPTER 2 

AN OVERVIEW ON HUMAN SKIN, SKIN CANCER 
AND DIAGNOSIS TECHNIQUES 

 

2.1 Introduction 
 
Skin Cancer as one of the leading cause of death is the threat to human beings in 

entire world. This cancer can be cured if it is diagnoses in early stages .With respect to 

the raises in statistical foundation of skin cancer, the importance of its early detection 

has been considered as a vital issue and the computer based diagnosis is an important 

tool for this purpose.  

The early detection of skin cancer has attracted much concern from different fields. 

Since the work presented in this thesis lies on the automatic detection system for skin 

cancer, the knowledge about human skin along with the different available techniques 

for detection systems are the necessary information in this area.  

 The chapter is divided into two parts; the first part describes the structure of human 

skin, different types of Skin cancer and the second part focuses on diagnosing 

techniques in detail. 

2.2 Human Skin  
 

       The skin keeps human body safe from heat, injury, infection and damages occur by 

ultraviolet (UV) radiation. Also it can produce vitamin D, keep water and fat. 

There are different layers in human skin. Epidermis and Dermis are the two main 

layers in human skin which are described as follows [18,19]: 

• Epidermis: This layer as the top layer in human skin is built of squamous cells which 

are flat cells in skin. The round cells below the squamous cells are called basal cells. 
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The cells in a deepest part of epidermis are called melanocytes which have been located 

between the basal cells. The pigment (color) in skin is appeared by Melanocytes. 

 
• Dermis: The second main layer of skin is dermis which is located below the epidermis. 

It includes different types of cells such as lymph vessels, blood vessels and glands.Some 

glands help the skin to dry out, some others help to cool the body and make sweetening. 

The figure 2.1 indicates the layers and cells of skin: 
 

 
Figure 2.1. A squamous cell, basal cell, and melanocyte and epidermis and dermis layers in 

Human skin [18] 

2.3 Cancer 
 

    Trillions of living cells consists the human body. These cells grow, and divide into 

new cells in normal bodies and die orderly. In adults, the cells division is to substitute 

worn-out, damaged, and also dying cells. When the growing of abnormal cells in a part 

of body increase out of control causes to cancer [20]. The growth in cancer cells will 

make new cancer cells and able to invade other tissues as well [18, 19]. 

Mostly cancer cells build a tumor, but in some cancers such as leukemia, the tumors 

are built rarely. The cells in these types of cancers are found in blood and bone marrow 

[20]. Not all the tumors are cancers, those are called benign which can grow and make 

problems and pressure on healthy organs. They are not able to invade into other tissues 

[20]. 

2.4 Skin Cancer 
 

     Skin cancer as the most common cancer in human begins in the skin [21]. Some 

cancers also can start in other organs and spread on the skin, but these cancers are not 

considered as skin ones [22]. 
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The different types of skin cancers commonly can be categorized as malignant 

melanoma and non-melanoma skin cancer (NMSC), the latter including Basal Cell 

Carcinoma and Squamous Cell Carcinoma as the major subtypes. 

2.4.1 Malignant melanoma 
 

Malignant melanoma, as one of the types of skin cancer, is increasing worldwide 

and leads to death of 65% of its victims. Between 1991 and 2000 in UK, the patients of 

melanoma grew by 59% and 41% in men and women, respectively. In 2010, Australia, 

the mortality of Skin cancer and melanoma with projected incidence being 11,500 and 

1500 respectively. The high occurrence of both melanoma and non-melanoma skin 

cancer in Australia provide this country as a place of research in the area [23, 24, 25] 

 It is derivative from epidermal melanocytes and can arise in any tissue which 

contains these cells, but commonly it is appeared on the lower limbs in females and on 

the back in males [23, 24]. As it occurs on the skin surface; therefore it is detectable by 

visual inspection. The clinical appearance is different according to the type and site of 

the tumour. Figure 2.2 shows the sample image of malignant melanoma [24]. 

 

Figure 2.2. Malignant melanoma 

Malignant melanoma can occur by the phenotypic factors such as sun exposure 

habits, intermittent and ultraviolet radiation. The other risk factors are the fair skin type, 

having the history of malignant melanoma in personal or first-degree relative [23, 24]. 

The different types of malignant melanomas are [23]: 

- Superficial spreading and nodular melanomas: The lesions are commonly 

asymmetrical with irregular border. It has more than one colour and the 

diameter is more than 0.6 cm. It may be swollen and ulcerate. 
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- Lentigo maligna and lentigo maligna melanoma: It usually occurs on the face 

in elderly patients. It looks like a large and irregular mole which tends to 

grow slowly. 

- Acral lentiginous melanoma: It usually occurs on the skin of palms and soles 

which doesn’t have any hair. It almost diagnosed late, thus have a poorest 

prognosis among other types of malignant melanoma. 

- Amelanotic melanoma: It usually prognosis false. The correct diagnosis is 

determined after biopsy. 

2.4.2 Non-melanoma skin cancer 
 

It is one of the types of skin cancer with the high incidence and costliest malignancy 

treated in Australia [26].  

The main two types of non-melanoma skin cancer are [23, 24]: 

2.4.2.1 Basal Cell Carcinoma 
 

It is the most common malignancy in different countries. It occurs in different parts 

of shoulders, ears, face, back, and scalp. Its clinical appearance is different according to 

the type and site of tumour. 

 Nodulocystic basal cell carcinoma 
 

It is small, pearly nodule, translucent and often with surface telangiectasia. As the 

lesion is magnified, it usually ulcerates to make a rolled edge and adherent crust. Figure 

2.3 is a sample of nodulocystic basal cell carcinoma. 

 

Figure 2.3. Nodulocystic basal cell carcinoma 
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 Superficial basal cell carcinoma 
 

It is scaly, plaque and pink which grows slowly. It is usually appear on the trunk. 

The telangiectasia and rolled edge are usually observable by good light. Figure 2.4 is a 

sample of superficial basal cell carcinoma. 

 

Figure 2.4. Superficial basal cell carcinoma 

 Sclerosing (morphoeic) basal cell carcinoma  
It is scar-like plaque which the edge is poorly specified. It is a white lesion with a 

slowly expanding. Figure 2.5 is a sample of sclerosing (morphoeic) basal cell 

carcinoma. 

 

Figure 2.5. Sclerosing (morphoeic) basal cell carcinoma 

2.4.2.2 Squamous Cell Carcinoma 
 

It is usually appeared in chronic solar damage include scalp, dorsum of hand, lower 

lip, forearm and ear. It starts from small and crusted plaque and becomes indurated and 



 
 

11 
 

nodular. It is almost with ulceration. Figure 2.6 is a sample of Squamous Cell 

Carcinoma. 

 

Figure 2.6. Squamous Cell Carcinoma 

2.5  Skin Lesion Imaging Methods 
 

Imaging is the procedures and techniques to make the image and information from 

biological structures and functions of the body. Different imaging methods of skin 

lesions are used to detect the skin cancer. The common imaging techniques are as 

follows [27, 28]:   

 Dermoscopy 
 

Dermoscopy as non-invasive imaging technique has been utilized for detecting 

skin cancers. It is also called epilumence microscopy (ELM) and skin surface 

microscopy. This technique renders the skin by applying the surface reflectance 

dominant illumination methods. It allows visualizing the color and subsurface structures 

such as blood vessels or pigment to help for detection of skin cancer in early stages .The 

structure of dermoscopy is to utilize the cross polarized light and immersion medium 

such as immersion oil or alcohol to minimize surface reflections.  

 Ultrasound 
 

In this technique, the ultrasound waves reflected from the tissue is used to 

visualize the skin morphology. Although this technique can penetrate to the skin deeply 

for measuring the thickness of tumor and evaluating the lymph nodes, but the clinical 

application is not extensive because of the low resolution which is not able to do 

histomorphologic distinction between skin lesions. 
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 Optical Coherence Tomography (OCT) 
 

This is a non-invasive technique which is based on interferometry. It produces 

cross-sectional and 2-dimensional images. Although OCT images can differentiate the 

macromorphology as well as blood vessels and adnexial structures, is not able to 

visualize the subcellular details and basement membrane. Hence, it is not able to 

reliably detect the early incursion of tumor. 

 Reflectance confocal microscopy (RCM) 
 

This technique is non-invasive and painless technique which can visualize the skin’s 

cellular details in vivo without artefacts’ processing. RCM can differentiate the 

refraction indices to detect the skin chromophores include water, hemoglobin and 

melanin. A small spot in a tissue is irradiated by a point light source and after reflection 

is conducted to the detector. 

2.6 Diagnosis System of Skin cancer 
 

According to different researches, the accuracy of dermatoscopic diagnosis is 75% 

to 97% while it is 65% to 80% in macroscopic diagnosis. The diagnosis can be more 

inaccurate if it is decided by inexperienced dermatologists [5, 29, 30]. So, because of 

the faults , expenses involved and morbidity researchers are trying to automate this 

assessment to verify if it is inoffensive or dangerous, and estimate it with a small 

margin of error less that the human may achieve[31, 32]. 

2.7 Diagnosis Techniques  
 

Based on different features achieved by dermoscopy, the following diagnostic 

techniques have become more reliable by clinicians. 

 ABCD-E Rule 
 

This model was introduced by Stolz and his colleagues in 1994 [33].The ABCD-rule 

of dermatoscopy is based on a semi-quantitative assessment using four dermoscopic 

criteria: asymmetry (A), border (B), color (C), diameter (D) and elevation/evolving (E) 

[34]. 
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 Pattern Analysis 
 

Pattern analysis algorithms try to identify specific patterns, which may be global 

(reticular, globular, cobblestone, homogeneous, starburst, parallel, multicomponent, 

nonspecific) or local (pigment network, dots/globules/moles, streaks, blue-whitish veil, 

regression structures, hypopigmentation, blotches, vascular structures) [9]. 

 The Seven-Point Checklist 
 

It is a scoring diagnosis analysis and considers only seven standard ELM criteria 

includes atypical pigment network, blue-whitish veil, atypical vascular pattern, irregular 

streaks, irregular dots/globules, irregular blotches, and regression structures [9,15,34]. 

 The Menzies method 
 

This method seek negative features such as symmetry of pattern and presence of a 

single color, also positive features such as blue-white veil, multiple brown dots, 

pseudopods, radial streaming, scar like depigmentation, peripheral black dots/globules, 

multiple (five to six) colors, multiple blue/gray dots and broadened network [9]. 

 Texture Analysis 
 

This method try to quantify texture notions such as “fine,” “rough,” and “irregular” 

and to identify, measure, and utilize the differences between them[9]. 

 The Three-Point Checklist 
 

This method seeks any two of three features of asymmetry; atypical pigment 

network; and blue-white structures to detect the lesion as melanoma [16, 35] 

2.8 Brief Summary on Pathology based Research 
 

There are other types of areas that researchers are working on that as well. The 

content of this area is briefly described as follows.  

Researchers on the area of skin cancer [36, 37, 38] found the significance of 

anatomic portion to offense melanoma. Another research [39] proposed to measure 
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primary tumour thickness by optical micrometre. These two parameters are well-known 

prognostic variables to auspicate the biologic behaviour of melanoma [40].During 

1980s, improvements in biology and pathology of melanoma made it obvious that 

tumours sustain particular growth phases. Specifically, radial growth phase were 

approved unable to generate metastatic events unless getting worse had been observed 

at the primitive site. University of Pennsylvania and Massachusetts General Hospital 

appointed further research and found that brisk mitotic activity and microscopic 

satellites can modify the behaviour of a tumour [36]. 

As mentioned before, the two main layers of skin are Epidermis and Dermis. 

Pathologists mostly do diagnosis the cancer tumour by focusing on the structure of 

epidermis layer. Therefore, the first task in such images based work is to separate the 

dermal and epidermal layers. They utilize microscopic to examine histo-pathological 

tests and obtain the required information by their observations. Figure 2.7 show the 

manual segmentation of pathologists obtained by ‘Aperio Image Scope’ software [41].    

 

Figure 2.7. Manual Segmentation by Trained Pathologists 

2.8.1 Histo-pathological Images  
 

Histopathology images in high resolution provide dependable and accurate 

information to differentiate normal tissues from abnormal ones; therefore, it is an 

important technology to analysing and diagnosing skin cancers [42-45]. In other word, 

it provides more extensive view of disease and its efficacy on tissues, since the pre-

processing process keep the underlying tissue architecture. The characteristics in some 

disease would only be discovered from histopathology image. Cancer diagnosis by a 

histopathology images still as a ‘gold standard’ in the era [52]. By analysing the 

histopathology imagery the spatial information can be obtained to extract specific 
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characterizations for cancer diagnosis [47, 48, 49]. Some of Histo-pathological 

information is in following sections. 

 Radial and Vertical Growth Phase Melanoma 
 

Cancers grow at an uncontrolled rate due to abnormalities in genes which control 

the growth of cells. Skin-deep forms of melanoma outspread in the epidermis layer of 

skin. This is reported as radial growth phase by pathologist. If melanoma cells are 

bounded to epidermis, it is called melanoma in situ which always cured by cutting 

because it is not extended round the skin. When cancerous cells outspread through the 

basement membrane of dermis layer in the skin, it is called invasive melanoma which is 

stated as vertical growth phase of tumour as shown in Figure 2.8. It is more hazardous 

than horizontal growth phase [50, 51]. 

 

Figure 2.8. Radial and Vertical Growth Phase Melanoma [57] 

 Histologic type (The microscopic structure) of melanoma 
 

Histologically melanomas are categorized as superficial spreading, lentigo maligna, 

acral lentiginous, and nodular melanoma [38,52,53].Researchers [54,55,56]show that 

the less thickness of melanoma at the time of diagnosis is one of the reasons for 

successful curing the patients. 

 Thickness (Breslow)  
 

Pathologist looks at the skin biopsy to estimate the tumour thickness which can 

be measured by the microscope. It is known as a powerful factor to diagnosis the 

cutaneous melanoma and called the Breslow measurement. This helps doctors to plan an 
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appropriate treatment and determine prognoses[7, 39,54-66]. The thicker melanoma has 

the greater possibility of spreading. 

 Microscopic Satellites 
 

Microscopic Satellites are distinct tumour nests with diameter more than 0.05 mm in 

which the normal reticular dermal collagen separate it from the tumour [67,68]. Just few 

researches have surveyed its role as a prognostic factor in skinny melanoma [68]. They 

found the decrease of 89% to 36% in patients with microscopic satellites versus the 

patients without in the 5-year disease-free survival [68, 69, 70]. 

2.9 What are the pathologic features of a melanoma? 
 

Here is the review of pathologic features in cutaneous melanoma which are 

including [71]:  

 Growth phases: It has been explained in section 2.7.1.1. 

 Major histologic subtypes: 
 

- Superficial spreading melanoma 

- Lentigo maligna melanoma 

- Acral lentiginous melanoma 

- Nodular melanom 

 Rare variants 
 

- Nevoid melanoma 

- Desmoplastic melanoma 

- Clear cell sarcoma 

- Solitary dermal melanoma 

2.10 Summary 
 

Skin cancer is an increasing cancer in different countries. With this type of cancer, 

the patient can be survived if it is detected in early stages. So, early detection is the 

promising strategy to cut the mortality rate of skin cancer. As the background and 

knowledge of human skin, and also the diagnosis techniques, help researchers to do 

research in the area, thus, the chapter provide information about human skin, skin 
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cancer, and summarized the findings of previous researchers about cancer and diagnosis 

techniques. It is essential to recognize the comprehensive diagnostic assessment to 

avoid misleading results. 
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CHAPTER 3 

LITERATURE REVIEW 

3.1 Introduction 
 

Malignant melanoma is nowadays one of the leading cancer have been increased in 

the last decades in Australia, America and Europe [72]. Fortunately, if the skin cancer is 

detected early, the curability is very high and over 92% [73]. In many cases, 

dermatologists must perform a biopsy (a laboratory medical procedure) to determine 

whether a tumour is malignant or benign. Since this procedure involves some expense 

and morbidity, automatic early detection techniques are being as rapid and convenient 

skin cancer screening [74].  

Dermatology imaging researchers believe that diagnosis of skin melanoma can be 

automated based on certain physical features and color information that are 

characteristic of the different categories of skin cancer [75]. It has been revealed that the 

major diagnostic and prognostic parameters of melanoma are the vertical thickness, 

three-dimensional (3D) size and shape, and color of the lesion. The other characteristic 

features of early melanoma include irregularities in the boundary of the lesion, and the 

appearance of non-uniform pigmentation with a variety of color [75,76].  

Many experimental researches [77-82] attempt to build automatic skin cancer 

detection and improve the accuracy of diagnosis. In the following, the literatures on 

these attempts are reviewed. Also, in order to achieve a reliable skin cancer detection 

system, the right path knowledge seems crucial. 

3.2 Computer-aided diagnosis system 
 

Automation of skin cancer detection can reduce the false positive or false negative 

clinical diagnosis because it adds a quantitative observation to the “clinical eye 

observation”. The common approach to skin lesion early detection on cancer image is 
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divided into four stages of pre-processing, segmentation, feature extraction, and 

classification [83-90]. 

3.2.1 Image acquisition/ methods for screening skin lesions 
 

The visual inspection is a common clinical diagnosis in melanoma detection which 

may involves some error [91,92]. There are different techniques which help 

dermatologists to visualize morphological features that are not detectable by naked eye. 

These include dermoscopy [93], solar scan [94], epiluminescence microscopy (ELM) 

[95, 96], cross-polarization epiluminescence(XLM), and side transillumination (TLM) 

[97, 98]. 

3.2.2 Pre-Processing 
 

Image pre-processing is an essential step of detection in order to remove noises and 

enhance the quality of original image. It required to be applied to limit the search of 

abnormalities in the background influence on the result [99]. The main purpose of this 

step is to improve the quality of melanoma image by removing unrelated and surplus 

parts in the back ground of image for further processing. Good selection of pre-

processing techniques can greatly improve the accuracy of the system [100,101,102].  

The objective of the pre-processing stage can be achieved through three process 

stages of image enhancement, image restoration and hair removal.  

3.2.2.1 Image Enhancement 
 

Image Enhancement is a crucial procedure to improve the visual appearance of the 

image; it is defined as provider of the “better” transform representation for further 

automated steps of detection [44]. 

Thus, the image enhancement can be categorized in three categories: 

 Image Scaling 
 

Image scaling techniques are applied due to the lack of same and standard size of 

images. Since the skin cancer images may be gathered from different sources and sizes, 

the first step is to resize the images to have the fixed width pixels but variable size of 

height [90]. 
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   Color Space Transformation 
 

Since color information plays an inevitable role in skin cancer detection systems, 

researchers try to extract the more corresponding color of images for further processing. 

Generally, the common color spaces include RGB, HSV, HSI, CIELAB and CIE-XYZ.. 

The most frequently presentation of colors in image processing is RGB. RGB is a color 

space which comprise the red, green, and blue spectral wavelength. Since RGB color 

space has some limitation in high level processing, other color space representations 

have been developed [103]. HSV and HSI color spaces imitate the human visual 

perception of color in terms of hue, saturation and intensity which are respectively the 

average wavelength of the color, the amount of white in the color and the brightness. 

The next color space is CIE- LAB which has been proposed to provide uniformity. CIE-

XYZ is another color space which can produce every color with positive tristimulus 

values [104]. Since the purpose in images of skin cancer detection systems is to obtain 

the high level variations between intensities to detect the edges of lesions, it would be 

optimal to convert the image into greyscale. Since LAB is one of the useful color 

models which represent every color through three components of luminance, red/green 

and blue/yellow, it could be beneficial to transform the RGB to LAB using XYZ as an 

intermediate color space. In this thesis the same transformation has been applied. The 

luminance would present the greyscale skin image. Figure 3.1 shows the tristimulus 

curves of LAB color space which have been obtained by data tables of CIE 1964 

Supplementary Standard Colorimetric System [105]. 

 
Figure 3.1. Tristimulus Curves 

 Contrast Enhancement 
 

Contrast enhancement is beneficial step to improve the perception for further 

processing; it can sharpen the image border and improve the accuracy by accentuating 

the brightness difference between background and foreground. Contrast enhancement 

plays a vital role in increasing the quality of an image [106]. The widely practiced 
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methods are classified into “Linear contrast enhancement” and “Non-Linear contrast 

enhancement” techniques [43].  

 Linear contrast enhancement techniques: This type of contrast enhancement 

refers to contrast stretching techniques. The image can be transformed to 

higher contrast by remapping or stretching the grey-level values so that 

histogram spread over the full range [107]. Figure 3.2 shows the expand 

classification of Linear contrast Enhancement methods. 

 
Figure 3.2. Linear Contrast Enhancement Methods 

 Non- Linear contrast enhancement techniques: This type of contrast 

enhancement mostly deals with histogram equalizations and algorithms [43]. 

The most imperfection of such techniques is losing the correct brightness of an 

object due to the multiple values of output image against each value in an 

input image [43]. In medical purposes, non-Linear contrast enhancement 

techniques are commonly used [108]. The different methods of non-Linear 

contrast enhancement are in figure 3.3. 

 
Figure 3.3. Non-Linear contrast Enhancement Methods 

Since in skin cancer detection systems, local details of melanoma are more essential 

than global, therefore, the Histogram Equalization (HE), Adaptive histogram 

equalization (AHE), and Unsharp Masking as three well-known local enhancement 

methods are more applicable in such diagnostic [90,101-111]. Among above contrast 

enhancement techniques, although the HE can also sharpen the image, it reduces the 

surrounding detail [102]. Figure 3.4 shows the results sample of these three techniques 

on skin cancer images as the following. 
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Figure 3.4. a) Adaptive Histogram Equalization b) Histogram Equalization c) Unsharp Masking 

 

3.2.2.2 Image Restoration 
 

Image Restoration is defined as the procedure to recover the degraded image from a 

blurred and noisy one [45]. It can restore the degraded images in different ways. The 

image degradation can happen by various defects such as imperfection of imaging 

system, bad focusing, motion  which make an image usually noisy or blur [45]. Since 

the corrupted images lead to fault detection, hence, it is essential to know about noises 

present in an image to select the most appropriate de-noising algorithm. The image 

noises can be divided into four groups of Gaussian, Salt and Pepper, Poisson and 

Speckle [112]. The sample of such noises has been simulated in Matlab as shown in 

figure 3.5. 

 
Figure 3.5. a) Image without noise b) Gussian noise c) Poison noise d)Salt and Pepper noise e) 

Speckle noise 

 

3.2.2.2.1  Restoration from noise 
 

      Image de-noising is an essential step in pre-processing of an image. It is extremely 

difficult to apply an effective de-noising algorithm for different types of noisy images. 

The essential property of a good image de-noising method is to suppress the noise as 

well as preserving the edges [113]. 

There are many existing methods for de-noising an image. The basic methods can 

be classified as Spatial Filtering and Transform Domain Filtering [114]. Spatial filtering 

such as Mean filters, Median filters, Wiener filter, Lee filter, Anisotropic diffusion 

filter, Total variation filter and etc. include neighborhood and a predefined operation 
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which change the grey value of each pixel according to the pixel values of square 

neighborhood centered at that pixel [115]. The description of more common spatial 

filters for removing noises and smoothing the image are in the following [112,116-118]. 

 Mean filters: It works best with Gaussian noise and could be effective for salt and 

pepper noise. Although this filter reduces the noise, blur the image and reduce sharp 

edges. 

– Arithmetic mean filter: This is the simplest of mean filter. It can uniform the noise 

and works well with Gaussian noise. 

– Geometric mean filter: This filter can preserve the detail information of an image 

better than the arithmetic mean filter 

– Harmonic mean filter: It works well with salt noise, and other types of noise such 

as Gaussian noise, but doesn’t work well with pepper noise. 

– Contraharmonic mean filter: It can preserve the edge and remove noise much 

better than arithmetic mean filter. 

 Adaptive filters: It works best when the noise is constant-power (“white”) additive 

noise like Speckle noise. 

– Adaptive local noise reduction filter: It can be used for random noises. 

– Adaptive median filter: It can preserve the details as smoothing non impulse noise 

such the traditional median filter that is not able to do. 

 Order statistics filters 

– Median filter: This filter in comparison with mean filter is less sensitive to the 

extreme values. Therefore, it can remove the outlier without reducing the sharpness of 

an image. It is an effective filter for salt and pepper noise. 

– Max and min filters: This filter is useful to find the darkest points of an image. 

– Mid-point filter: This filter is the best for random distributed noises such as 

speckle noise. 

– Gaussian smoothing filter: This is a useful filter for smoothing and sharpening the 

image. 
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The second classification of de-noising methods, Transform Domain Filtering, is 

based on wavelet transforms. Wavelet transforms is the extended form of Fourier 

transform which represent the function by wavelets. Wavelets are defined as 

mathematical functions which analyze data based on scale or resolution [119,120]. 

There are different types of Transform Domain Filtering such as VisuShrink, 

SureShrink, BayesShrink, Neighshrink, OracleShrink, Smoothshrink and LAWML 

[119,120].  

In medical applications, particularly in skin cancer images, the most common filters 

applied by researchers to suppress noises in pre-processing step of detection systems are 

Median filter, Adaptive Median filter, Mean filter and Gaussian smoothing filter 

[116,109-123]. 

3.2.2.2.2 Restoration from blur 

 
As mentioned earlier, blur is a kind of image degradation which owe to the 

imperfect formation process of an image. It occurs by bad focusing or motion between 

original image and camera [124,125,126]. There exist different techniques for de-

blurring such as Lucy- Richardson algorithm technique, Inverse filter, Wiener filter de-

blurring technique, and Neural network Approach [124,125,126]. In medical 

applications, Wiener filter has been applied as one of the most powerful and common 

de-blurring technique which also remove the noise as well [127-130]. 

3.2.2.3 Removing Thick Hairs 
 

Although the thin blood vessels and skin lines will be smoothed using most of 

restoration filters, the image may include the thick hairs. Thick hairs in automated 

analysis of small skin lesions are considered as a common impediment which are able to 

mislead the segmentation process [131]. To remove the thick hairs in skin cancer 

images, researchers applied other methods such as mathematical morphology methods 

[132], curvilinear structure detection [30], an inpainting based method approach [133], 

automated software called DullRazor [134] and Top Hat transform combined with a 

bicubic interpolation approach. The hair-free images are acquired using the operations. 

At the end of pre-processing step of skin cancer detection system, the resulting images 
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are distinguishable from those initial images and almost are ready to feed the 

segmentation stage. 

3.2.3  Segmentation 
 

       A great challenge of research and development activities have recently highlighted 

in segmenting of the skin cancer images. Segmentation as an essential issue in digital 

image processing is used for image description and classification. 

The various properties in shape, brightness, colour, texture may be applied to assist 

the segmentation of skin lesion. However, during recent decades many algorithms have 

been proposed for detection of lesions in skin cancer images. Celebi et al.[135] 

categorized the segmentation methods into  

(i) Histogram thresholding which separate the area of interest (ROI) and 

background using one or multiple threshold values [136, 137, 138, 139]. 

(ii)  Region-based methods which incorporate the pixels into their similar 

regions using region-splitting and region-merging algorithms[140, 141, 142, 

143, 144, 145]. 

(iii) Edge-based methods in which the edges of lesions are determined using the 

edge operators [146]. 

(iv) Active-contour methods in which the contours in the shape are determined to 

be evolved using curve evolution techniques [147, 148, 149]. 

(v) Morphological methods determine the seeds and employ the watershed 

transform for identifying the contours in an object [150, 151]. 

(vi) Colour-clustering methods employ the unsupervised clustering algorithms to 

generate homogeneous areas by separating the colour space [152, 153, 154, 

155, 156, 157, 158, 159]. 

(vii) Soft-computing methods employ different soft-computing techniques to 

classify the pixels [160]. 

(viii)  Model-based methods in which the image is considered as random fields 

and the model is parameterized using optimisation methods [141]. 

In segmentation area, clustering as a process of classifying a set of objects into 

classes with similar characteristics has been widely applied in many areas such as image 
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processing, machine learning, pattern recognition, data mining, and statistics. Recently 

clustering algorithms found crucial applications in medical imaging field [17]. 

In these algorithms, the number of clusters, initial centers of each cluster and 

selecting the proper parameters are the main issues. Different researchers dedicated time 

and effort to improve these techniques to apply in skin cancer detection systems [161-

170]. Schmid [132] presented a segmentation algorithm based on fuzzy c-means in 

which the histogram maxima’s are employed to determine the number of clusters. In 

[161-173], K-means has been known as a simple and fast numerical, non-deterministic, 

unsupervised and iterative method which is proved to provide good clustering results. 

K-means is the most popular one due to its simplicity and fast running speed. Level set 

method is another powerful and robust segmentation technique which is flexible under 

challenging conditions. It depends on both extrinsic and intrinsic factors such as 

intensity and curvature [174,175]. Different researchers [176,177] indicated that level 

set method may decrease the mutability of complex segmentation tasks in medical 

applications. They mentioned the flexibility of level set techniques cause to long 

computation times and consequently will limit its application in medical area. In some 

other works [178,179], the level set algorithm has been proposed to not be used merely 

for segmentation purposes. 

Many researchers have applied Active-contour methods as a successful method of 

segmentation. In [180], a new algorithm of multi-direction gradient vector flow (GVF) 

has proposed. They applied a diffusion filter with the new computation along with the 

adaptive threshold for noise removal. Afterward, the multi-direction GVF has been 

employed for the segmentation purpose. In another research [181], the radial search 

algorithm has been applied for borders detection. Abbas et al. [179] presented a 

segmentation algorithm based on the Active Contour model. They automatically set the 

initial value of threshold and employ the Courant-Friedreichs-Lewy as their function in 

an algorithm which controls the curves stability. The achievements demonstrate the 

better performance of this algorithm among other methods.  

Some researchers have merged the different segmentation methods to improve their 

results. For instance, Pagadala [182] proposed a segmentation algorithm by merging the 

achievements of three threshold-based algorithms which have been employed 

independently on various channels of a skin cancer image. Ganster et al. [183] 
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employed a fusion process and used the combination of three segmentation method 

includes dynamic and global thresholding and also an algorithm which applies the 3-D 

colour clustering idea [184]. The results show the better performance of the algorithm 

while the segmentation results achieved by the global thresholding were about 80% and 

the other two methods provided a poor segmentation performance. In another work, 

Melli et al. [157] merged the supervised classification module with the component of 

unsupervised clustering to segment the lesion from skin. They applied different 

clustering algorithms of mean-shift, k-means, median-cut and fuzzy c-means and made 

comparison to determine the best performance. They assume that the tumour have 

located in the centroid of the skin and considered the corners as skin part. They used the 

corner pixels for classifier training and the resulted clusters were incorporated as a 

background if the colours have been considered as background in training procedure. 

The results cluster the image into skin and lesion. They compared their achievements 

with the ground truth skin images determined by dermatologists in 117 images. They 

obtained the better performance with mean-shift algorithm. Hance et al. [152] 

investigated on six segmentation algorithms of median cut, spherical transform, fuzzy c-

means, multi-resolution, adaptive thresholding and split and merge. They compared the 

results achieved by these methods. Despite the other colour segmentation algorithms 

they kept the segmentation number in four. Their results indicated the better 

performance of adaptive thresholding and also median cut. Moreover, they merged 

these algorithms to evaluate the result. They could obtain the further improvement in 

their investigation.  

In Chapter 4, this thesis proposes a hybrid segmentation method which successfully 

separates the lesion from background with less error close to one drawn by 

dermatologists. It achieved by applying k-mean and level-set algorithms and could 

outperform the results than traditional ones. 

3.2.4 Feature Extraction 
 

 Feature extraction is to extract the parameters of image to characterize the 

dermatological features of melanoma, and performing the diagnosis based on these 

parameters. Clinicians rely on the features of melanoma. The method of diagnosis 

applies for diagnosis is important to select the features. For instance, asymmetry and 

pigmented network are respectively the features in ABCD-rule and pattern analysis. 
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Actually the features evaluation of melanoma diagnosis is visually very difficult, 

because the content of information in dermatoscopic images is very complicated and 

entirely requires the experienced physicians. The diagnosis methods to determine 

melanoma lesions in screening process by non-dermatologists are listed as ABCD rule 

[170], ABCD-E criteria [185], and Glasgow 7-point checklist [186]. ABCD rule 

proposed by Friedman et al.[170] consist four criteria: Asymmetry, Border irregularity, 

Color variegation and Diameter 6 mm. ABCD-E is the extended type of ABCD which 

incorporate evolving  lesion over time. Glasgow 7-point checklist consist 7 criteria: 

size, shape, color, inflammation, sensory change, diameter 7 mm, crusting or bleeding. 

The diagnosis methods to determine melanoma lesions  by dermoscopic images has 

been developed as ABCD rule, ABCD-E criteria, ABC-point list [A(A)BCDE], 7-point 

checklist, 7 features for melanoma, 3-point checklist, Pattern analysis, Menzies

method [187]. The ABCD rule of dermoscopy consist four criteria: Asymmetry, Border 

sharpness, Color variegation and Differential structures. The ABCDE consist: Border 

irregularity, Color variegation, Diameter, Evolving and Other features .The 7-point 

checklist consist seven criteria: Atypical pigment network, Blue-whitish veil, Atypical 

vascular pattern, Irregular streaks, Irregular dots/globules, Irregular blotches and 

Regression structures. Pattern analysis consists: Global patterns and Local features 

[187]. 

According to [14], Symmetry has achieved the highest weight in ABCD rule of 

dermatoscopy. Stolz et al. [17] indicated that, the 96% of asymmetry in melanoma cases 

had score 2 (both axes represent asymmetry) while it was just about 24.2% in benign 

images. Many researches have considered the asymmetry according to the axis of 

symmetry in the tumour. In such studies, the axis of symmetry may be identified using 

Fourier transform [188], best-fit ellipse [189, 190], diameter length [191], principal axis 

[192, 193, 194]. Thereafter, the both created areas by the axis are differentiated. In 

many studies, the roundness, compactness and thinness of lesion have been considered 

as appropriate properties of the skin cancer images [191, 195, 196, 197] and in [198], 

have been considered as accurate geometry variables. In [199,200], the symmetry 

distance (SD) has been introduced as another measure in images. Seidenari et al. [201] 

presented a method to estimate the distribution in skin lesions. They purpose was to 

determine the effectiveness of distribution parameters to identify the melanoma from 
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the normal ones. They found out about the non-homogeneity of lesion region; they 

computed the mathematical parameters such as mean, variance, and Euclidean distance. 

Manousaki et al. [198] proposed to estimate the distribution irregularity using the fractal 

dimension in the surface of the lesion. Also, they computed the standard deviation to 

measure the sharpness of borders. Lee et al. [202, 203, 204], presented an algorithm to 

search a convex and curvature maxima’s locations in an image. In [205], the standard 

deviation and mean are calculated in six colour spaces. In another approach [206], the 

different statistical properties of standard deviation, energy, mean and entropy are 

computed as extracted features. The Neural Network has been trained using these 

features and the accuracy of 79% was achieved. 

The Gray Level Coocurrence Matrix (GLCM) as another popular method to extract 

the image features has been employed by different researchers in various applications 

[207-215].  

Many other researches have been reported on feature extraction of skin cancer in the 

literature [216-221]. 

In chapter 4, this thesis proposes an optimal combination of various features which 

can be extracted to feed classification. 

3.2.5 Feature Selection 
 

Feature selection as an important process is performed prior to lesion classification. 

Its purpose is to reduce the computational cost of classification by decreasing the 

extracted feature descriptors in number. Although this decrement is not trivial due to 

eliminating redundancy which may make negative effect on discriminatory power. 

Feature selection process may be explained as the following [222]. Firstly, the 

search procedure as subset generation is performed to provide various subset candidates 

of features [223, 224]. An evaluation criterion is considered to evaluate the subset 

candidates. This is compared and replaced with the estimated performance of the prior 

best subset in a case of preference. As illustrated in Figure 3.6, this process is 

repetitious till the stopping criterion is met. In the final stage, the validation and 

testifying the best selected subset is performed [225]. 
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Figure 3.6.Common Feature selection process [225] 

To develop the procedure of feature selection, different researches have been take 

approaches [226,227,228]. In 2009, a very useful review on feature descriptors was 

revealed by Maglogiannis and Doukas [9]. Walvick et al. [229] applied the Principal 

component analysis to achieve the optimal subset from the set of eleven features. Ro  et 

al [230] employed sequential forward selection (SFS) to decrees the set of eighty seven 

features to five. In [231], a statistical feature selection algorithm has optimized the 

vector of 34 features to five. In another study [138], the neural network along with node 

pruning has been employed to cut down the number of features to optimize the solution. 

Ganster et al. [183] optimized the number of features by applying the statistical 

approaches. The methods include Sequential Floating Backward Selection (SFBS), 

Leave One Out (LOO) and Sequential Floating Forward Selection (SFFS) were 

considered for this purpose.  

Particle Swarm Optimization (PSO) is extensively applied in feature selection 

problems to search for the optimal feature subset of a large database of possible 

candidates [232,233,234]. Binary Particle Swarm Optimization is another extension for 

PSO that particles are considered by a point in a binary multidimensional space. This 

type of PSO also is widely applied in feature selection [235,236,237]. In [238,239] the 

authors represented an algorithm for feature subset selection by employing PSO along 

with the fuzzy evaluation function. In [240], a PSO algorithm has been developed using 

artificial neural network for feature subset selection. Yashar et al. [241] proposed a 

Particle Swarm Optimization - Support Vector Machines (PSO-SVM) feature selection 

algorithm in their study in Sleep Apnea. They could effectively reduce the number of 

features and select the best subset for their purpose. PSO computationally is less 

expensive than other methods and can quickly do convergence. Thus, PSO is used as an 

effective technique in many fields such as feature selection [242,243,244]. 
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In chapter 4, this thesis proposes a feature selection algorithm in which the optimal 

subset of feature will effectively selected and feed the classification stage. 

3.2.6 Classification 
  

Lesion classification as a final step in computerized analysis is to estimate whether 

the lesion is malignant or benign. To follow out the classification task, the existing 

systems utilize different classification methods to feature descriptors have been 

extracted in prior stage. The efficiency of these methods appertains on both extracted 

descriptors and selected classifier [245].  

There are exist different classifiers such as Discriminant Analysis, Artificial Neural 

Network, K-Nearest Neighbourhood, Support Vector Machine, Decision Trees and 

Self-Advising SVM. 

In Different researches [193, 231, 246-249], Discriminant analysis have been 

applied as a classifier to make predefined classes from a set of observations.  It works 

by the values of determined measurements which are called predictors. Artificial Neural 

Networks (ANN) as another tool has been employed in [143, 193,229, 230, 246, 250]. 

This approach connects the inputs and outputs for detecting the patterns in data. It is 

usually employed in classification problems. In [139, 143,183, 229, 251] another 

algorithm called k-nearest-neighbourhood (K-NN) has been considered for classifying 

the lesions into melanoma or benign. This classifier employs the distance measure like 

Euclidean distance to evaluate the distribution of data and classify the objects according 

their closeness to the training set. SVM showed its powerful ability to solve problems of 

nonlinear classification in many applications even in high dimension. Furthermore, 

SVMs prevent over fitting by selecting a particular hyperplane among many which can 

separate the data in feature space [193]. SVM has been used as a popular technique in 

[9, 193, 205, 250, 252, 253] for classifying skin cancer melanoma. In some other 

researches [139, 254, 255], Decision trees separate the data set into different groups 

according to its disparity and make the classification schema. 

Dreiseitl et al. [250] compared the different classification techniques of artificial 

neural network, k- nearest neighbourhood, support vector machine, logistic regression 

and decision tree in skin cancer detection systems. The results achieved the effective 

performance of SVM, ANN, and logistic regression. In Maglogiannis and Doukas’ 
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research [9], they employed and compare the performance of SVM, multinomial logistic 

regression, ANN, CART and Bayes networks to classify the lesions in the skin. Their 

experimental results emphasised the superiority of SVM followed by Bayes networks 

and regression. Yashar et al.[256] has developed a new SVM algorithm as Self-

Advising Support vector machine (SA-SVM) which has been applied as a classifier in 

the area of sleep Apnea. The experimental results show the better performance than 

SVM.  

In chapter 4, this thesis explains the SA-SVM and SVM as two effective classifiers 

in proposed algorithm. According to the literature SA-SVM has not been employed in 

skin cancer detection systems before. 

3.2.7 Performance Indicators 
 

The two criteria mostly used for assessing the quality of a classification are 

discrimination and calibration. Discrimination is defined as a measure to know the well 

separation of two classes in the data set and calibration is defined as a measure to know 

the closeness probability of predicted and real model based on expert knowledge. Some 

of the general measures to analyse the discriminatory power in different methods are 

Accuracy, Diagnostic accuracy, F-score, T-Test, Positive predictive value, Negative 

predictive value, ROC curve, Classification rate, Error probability, Index of suspicion, 

LR+, LR-, Diagnostic odds ratio.[257, 258, 259]. These Performance evaluators can be 

defined as follows: 

o Accuracy: This measure records the correct and incorrect recognized samples of each 

class according to “confusion matrix” to evaluate the classification quality. A 

confusion matrix is shown in table 3.1. 

label / result As positive As negative 
Positive tp fn 
Negative fp tn 

Table 3.1: Confusion matrix for a binary classification 

tp: true positive , fp : false positive,  fn : false negative, tn : the true negative amount(s) . 

accuracy=(tp+tn)/(tp+fp+tn+fn)                                                              (3.1) 

 

o F-score : Another indicator is F-score which can be calculated as follows [260]: 
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Precision=tp/(tp+fp) , recall=tp/tp+fn (3.2) 

F-score=(β2+1)* Precision*recall/ β2*( Precision+recall)                 (3.3) 

 

 

Three above measures differentiate the correct classification of labels among 

different classes because the concentration would be only on one class (positive 

samples). Recall is a function of samples which are classified correctly (true positives) 

and its misclassified samples (false negatives). Precision is a function of true positives 

and the samples which are misclassified as positives (false positives). The F-score is 

equally balanced in a case β = 1 because it considers precision in a case β > 1, and recall 

otherwise [261]. 

o T-Test: This statistical test is measure to determine whether the results obtained by 

these approaches are statistically different.  

The other performance evaluators are defined in summary as follows: 

o Diagnosis Accuracy:        Diagnostic Accuracy=TP/(TP+FP+FN)               (3.4) 

o Positive predictive value:                 (3.5) 

o Negative predictive value:             (3.6) 

o ROC curve:                         (3.7) 

     Where P(x|C): is the conditional probability in which a data entry include the class label C  

o   Classification rate:           No of images correctly classified/ total no of images (3.8)   

o   Error probability:                            (3.9) 

o  Index of suspicion:                                 (3.10) 

o  LR+ :                                                                                      (3.11) 

o  LR- :                                                                                     (3.12) 

o  Diagnostic odds ratio:                            (3.13) 

Among above measures, the three popular measurement factors of Accuracy, F-score 

and T-Test have been selected in this thesis to improve the precious and reliability of 

the algorithm estimations. 
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3.3 Summary 
 

This chapter has a review on the literature of skin cancer detection systems. It 

provided information for designing the components of automatic skin cancer systems 

and their methods with the purpose of improvement and increasing the accuracy of skin 

cancer detection systems. Furthermore, at the end of each section, the selected 

techniques resulted from the discussed literature have been mentioned to use in 

proposed detection system in chapter 4 and 5. 
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CHAPTER 4 

METHODOLOGY REVIEW and PROPOSED SYSTEM 
 

4.1 Introduction 
  

This chapter proposes an algorithm for Automatic diagnostics of skin cancer which 

is one of the most challenging problems in medical image processing. It helps 

physicians to decide whether a skin melanoma is benign or malignant. So, determining 

the more efficient methods of detection to reduce the rate of errors is a vital issue among 

researchers. 

The contribution of this work is to propose and evaluate the new and creative 

medical expert systems that automatically able to classify skin cancer tumours as 

inoffensive or dangerous, precisely; If possible, with less errors than human experts. 

The proposed Algorithm of this thesis utilizes a novel approach for classifying the 

skin melanomas. It does so by enhancing the quality of skin cancer images, segmenting 

the tumours from the skin, extracting and selecting the best characteristic features of 

tumour and finally its classification into melanoma or non-melanoma. Different 

methods in different steps have been used to achieve this efficient system. The purpose 

of this research is to propose contributions in different stages of this system. The 

algorithms try to speed up the detection with less error than other traditional ones. It is 

intended that the proposed algorithms have contribute in public health systems and help 

medical experts to screen tumours in early stages. 

In summary, the topic of discussion can be categorized in stages as illustrated in 

figure 4.1: 

 Pre-processing 

 Segmentation process 

 Feature extraction and Selection 

 Classification  
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Figure 4.1.Skin Cancer detection system 

Generally, the results are analysed by comparing the proposed algorithm with the 

existing ones to prove the accuracy of results and reducing the computational cost. 

4.2  Pre-Processing 
 

The image has been taken has noises which needs to be reduced for getting better 

quality to improve segmentation. Two function of ‘filter2’ and’medfilt2’for image 

enhancement are used. Using Matlab the comment is defined as; 

h = fspecial (type)                                                                                               (4.1) 

This command creates a two-dimensional filter h of the specified type. 'fspecial' 

returns h as a correlation kernel, which is the appropriate form to use with filter2. Type 

is a string having one of these values; 'average', 'disk', 'gaussian', 'laplacian', 'log', 

'motion', 'prewitt', 'sobel', 'unsharp'. By experimenting all of these filters, the ‘average’ 

filter is considered as the best and effective one for this application. 

Y = filter2 (h, I2)                                                                                               (4.2) 

This command filters the data in I2 with the two-dimensional FIR filter in the matrix 

h. It computes the result, Y, using two-dimensional correlation, and returns the central 

part of the correlation that is the same size as X. Another filter has been used is Median 

filtering. It is a nonlinear operation often used in image processing to reduce "salt and 

pepper" noise. A median filter is well effective when the goal is to simultaneously 

reduce noise and preserve edges. 

B = medfilt2 (Y, [m n])                                                                                      (4.3) 

This command performs median filtering of the matrix Y in two dimensions. Each 

output pixel includes the median value in m-by-n neighbourhood around corresponding 
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pixel in the input image. Medfilt2 pads the image with 0s on the edges, so the median 

values for the points within [m n]/2 of the edges might appear distorted. 

After using filters, the image contrast is increased using the AHE command in 

Matlab; 

I= adapthisteq (B)                                                                                                   (4.4) 

The total chart for Image enhancement is shown in figure 4.2. 

 

          Figure 4.2.Image enhancement process 

 

All the above process leads to image enhancement, hence, the skin image is ready to 

feed the next stage. 

4.3  Segmentation 
 

In this stage, the enhanced skin image is segmented to separate the tumour from the 

background (skin). As mentioned in chapter 2, there are different methods for 

segmentation. As one of the contributions in this thesis a segmentation algorithm is 

proposed to improve the segmentation results. For this purpose two segmentation 

algorithm of K-mean and Level-set, are applied. 

 In traditional level set methods, initialization has extensively an essential role in 

curve evolution process. Re-initialization of level set function, has significantly used as 
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a numerical remedy to keep the curve evolution more stable and to achieve effective 

results. Though, as pointed out by Gomes, many presented re-initialization schemes 

provide undesirable results with computational cost [262]. On the other hand, it is 

becoming significantly obvious that none of the methods alone are adequate and that the 

application of different approaches will clear the various aspects of data to be explored 

[41, 166, 263, 264]. Thus, this thesis attempts to incorporate the strength of two 

techniques and discard the disadvantages. Here, an implicit algorithm based on k-means 

and level set algorithms for classifier decision boundaries is presented. It applies k-

means algorithm to get initial label estimation for level-set algorithm. In other words, k-

mean is used as an initial curve or surface function of level-set algorithm. Summarizing, 

the contribution of this thesis at segmentation stage is to propose a new and creative 

segmentation algorithm which develops the medical expert systems for precision 

diagnosis. The algorithm increases the accuracy of segmentation while decrease the 

computational cost.  

The performance of proposed algorithm is compared with traditional level set 

algorithm and Fuzzy C-mean thresholding method in two cut off, in the data set of 

eighty six skin cancer images. It is performed using four factors of False positive error, 

Hammoude distance, True detection rate and Similarity and found the results which are 

competitive with the mentioned methods in this practice. The k-mean and level set 

frameworks followed by the proposed algorithm are explained as follows. 

4.3.1 The K-means Algorithm 
 

K-means algorithm is a clustering algorithm which firstly presented by MacQueen 

in 1967 [265]. This algorithm divides the pixels into k clusters and heavily relies on 

selecting the number of clusters k and initial cluster centroids vi, i = 1, ... 2, k. The 

centroids of clusters are calculated based on the average of pixel intensities in each 

cluster. These initial centres have effectively influence on number of iterations in k-

means algorithm. After calculating the centroids vi, the distance of pixels and centres 

are estimated and each pixel xj is iteratively assigned to the closest cluster as in equation 

(4.5). 

  dij=||xj-vi||      (4.5) 
 

The matrix of U with the membership values are determined by  
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U=|uij|           (4.6) 

Where 1,0iju  for all i and j. 11 ij
k
t

u  for all j and n
j ij nu

1
0  for all i 

(k=number of clusters, t=0, n=number of pixels). 
The cluster centres are updated by computing the mean of each cluster as in 

equation (4.7).  
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(4.7) 

This process is repeated till reaching the centre values same as the prior values since 

it indicates the current values are the optimal results. 

This algorithm optimize the objective function Jw (U, v) in a manner that 
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(4.8) 

It is spotted that the algorithm is sensitive to cluster initialization and distance 

measure [161, 266, 267]. 

4.3.2 The Level Set Framework 
 

Level set algorithms, firstly presented by Osher and Sethian [268,269], offer an 

impressive implementation of curve evolution. This approach is based on enchasing 

contour C as the zero level set of the graph of a higher dimensional function Ø(x,y,k), as 

in equation (4.9). 

Ck={(x,y) l Ø(x,y,k) =0}            (4.9) 
 
Where k represents an artificial time-marching parameter, and then evolves the 

graph as moves pursuant to the prescribed flow. Therefore, the level set can change 

topology and expand singularities as remains smooth and preserve the form of a graph. 

In this manner, the curve evolution is defined as equation (4.10). 

∂c/∂k=VN      (4.10) 
 
Where V is the speed of curve evolution, N is the normal vector of inward unit. 

From Ø(Ck,k), the following equation is achieved:  

 
(∂Ø/∂k) +▼Ø ● (∂c/∂k) =0         (4.11) 
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  According to the level set function definition described above, the vector N may be 

written as . Then it can be implemented corresponding to curve evolution 

equation (4.12): 

∂Ø/∂k=V||▼Ø||    (4.12) 
 

The initial level set function is generated using the initial given curve. In addition, the 

function requires to be re-initialized consecutively during the update process which 

generally takes a lot of computing time. 

4.3.3 The Proposed Active Contour Tracking Method 
 

The presented method seeks a new target location t1 in the current frame exploiting 

the k-means procedure and initializing the level set segmentation algorithm from the 

location t0 of the target in prior frame. The weighs are computed based on the scale of 

bandwidth h centred at t0. In other word, the initial curve of each sample is set up and 

evolved based on the target location t0 obtained by the k-means algorithm. The energy 

function is refined using the previous knowledge of target model achieved by k-means. 

The presented active contour tracking algorithm is explained in detail as follow. The 

proposed algorithm have been published in the proceeding of “The 11th IASTED 

International Conference on Biomedical Engineering (BioMed 2014)”  

4.3.3.1 The Proposed Algorithm 
 

As described above, k-means clustering algorithm needs K clusters which should be 

initialized manually. The number of clusters is 3 in this algorithm because the skin 

cancer images are expected to be clustered into less or equal to 3 parts consisting the 

background (skin), tumour, and possible extra parts. That is, the first cluster is named 

cluster 1 and the last one is cluster 3. Since the skin cancer image is greyscale image in 

which the minimum intensity value is equal to 0 and the maximum intensity value is 

equal to 255, the centroid of cluster 1 is 0 and the centroid of cluster 3 is 255. Equation 

(4.13) indicates the calculation of centroid in cluster k, Ck, while pseudo code 4.1 shows 

k-means clustering procedure. 

             Ck=rand*255    (k = > 1 and k < =3)  (4.13) 
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Pseudo code 4.1 shows the total procedure of k-means clustering of this work. After 

determining the initial centroid values of the clusters, the pixels are distributed to one of 

3 clusters which the centroid value is the most closest to that pixel intensity. The 

centroids of clusters are updated by the mean intensity values of its pixels. This process 

is repeated till reaching the constant value. The target segmented location t1 achieved 

by this algorithm is used to initialize the level set algorithm.  

For each sample sk
i in level set framework, a curve is initialized by a target 

segmented location t1 with the scale of h achieved by k-means segmentation algorithm. 

Thence, the curve is evolved using level set algorithm upon the time k, Ik , and the 

target model t as appeared in equation (4.14): 

  Ck
i =evo (sk

i, Ik, t) = Sk
i(M)    (4.14) 

Where Sk indicate the contour at time k and iterate M times to the direction of 

reducing the energy function Eimg. in equation (4.15). 

Eimg=ER(c1,c2,∂)   (4.15) 
Where c1, c2 indicate positive constant, ∂ is the indicator of regions (∂= 1 lesion, ∂= 

-1 background) 

By the end of this process, the true target segmentation is achieved which includes 

the energy smaller than other samples in evolution process. Therefore, the algorithm of 

this process is illustrated in pseudo code 4.2. 

Input: target segmented location t1with a scale of h achieved by k-means segmentation 

Input: The original skin cancer image 
Output: Initial Segmented image 
 

1. Initialize centroid of clusters randomly 
2. loop while CTr=CTr-1 

 If CTr=CTr-1, then disk,i=|CTk-Iij| for all pixels 

 Assign pixels to the closest distance 

 Estimate the new centroid for 3 clusters  ctk=Avg(Ik) 

       End loop 

3. The segmented skin lesion is achieved at location t1 with the scale of h  

CTr :  Cluster centroid  at round r 
Iij:  Pixel in an image 

Pseudo code 4.1 pseudo code of K-means clustering with 3 clusters 
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algorithm 
Output: True target segmentation t2 
 

1. Initialize a curve by a target segmented location t1 

2. Run curve evolution in M iterations toward the direction of energy reduction 

3. Calculate the weights 

4.If the (t2-t1) <  ε and mark t2 as the result 

Pseudo code 4.2 Level set segmentation algorithm initializing by k-means clustering algorithm 
 

4.4  Feature Extraction 
 

Feature extraction plays a vital role in recognition systems. To classify the images 

into benign or melanoma, the extraction of features is needed to feed the classification 

stage. Therefore, to characterize the various types of lesions, a parametric approach has 

been considered. In such kind of approach, the skin mole is resumed by a vector of 

features that its dimension depends on the number of extracted properties.  In this thesis, 

several statistical properties are computed as features. These obtained features have 

been considered as a source data for the following stages. The features properties are 

very important due to the different ways of taking pictures by physician; the lesions 

may have different sizes and properties. Full list of proposed features are represented as 

follows. 

4.4.1 Texture properties 
 

This feature allows characterizing the discontinuity of the mole by differentiating 

between the colors in the mole, that is a beneficial tool applied by physicians to 

recognize weather a mole is malignant or not. To represent the texture, local binary 

pattern (LBP) of the skin image that creates a code of variability in the neighbourhood 

of each pixel is employed. The texture properties have been extracted are in table 4.1 

and table 4.1. 

Autocorrelation Contrast Correlation Cluster 
Prominence 

Cluster Shade 

Dissimilarity Energy Entropy Homogeneity Maximum 
probability 

Sum of squares Sum average Sum variance Sum entropy Difference 
variance 

Difference entropy Information Information Inverse difference Inverse difference 
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measure of 
correlation1 

measure of 
correlation2 

(INV) is homom normalized (INN) 

Variance Inverse difference 
moment 
normalized 

   

Table 4.1.GLCM features 

In table 4.1 GLCM features are calculated using the ‘GLCM_Features1’ function. 

The reference to this function is accessible in: 

http://au.mathworks.com/matlabcentral/fileexchange/22187-glcm-texture- features/ 

content// GLCM_Features1.m. Although in Matlab, there is a function called 

‘graycoprops()’ which computes Contrast, Energy, Correlation and Homogeneity, this 

function ‘GLCM_Features1’ provide the computation of whole features in table 4.1.On 

the other hand, it should be noticed that there is no preference consideration in table 4.1. 

Table 4.2 shows the additional properties which are used in this thesis for image 

analysis. 

Short Zones Emphasis (SZE) Long Zones Emphasis (LZE) Low Grey-Level Zone Emphasis 
(LGZE) 

High Grey-Level Zone Emphasis 
(HGZE) 

Short Zone Low Gray-Level 
Emphasis (SZLGE) 

Short Zone High Gray-Level 
Emphasis (SZHGE) 

Long Zone Low Gray-Level 
Emphasis (LZLGE) 

Long Zone High Gray-Level 
Emphasis (LZHGE) 

Gray Level Non-Uniformity 
(GLNU) 

Zone Length Non-Uniformity 
(ZLNU) 

Zone Percentage (ZP)  

Table 4.2. Volumetric zone length type texture 

In table 4.2 Volumetric zone length type texture features are calculated using the 

‘grayrlprops’ function. The reference to this function is accessible in: 

http://au.mathworks.com/matlabcentral/fileexchange/17482-gray-level-run- length- 

matrix-toolbox. Using this function, the high order run length features are extracted. On 

the other hand, it should be noticed that there is no preference consideration in table 4.2. 

4.4.2 Shape properties 
 

This feature characterizes the shape properties in the mole which gives how circular 

or irregular and elliptic is the mole. This feature is very important in the classification of 

a mole. This feature indicates not only the shape, but the mole uniformity as the internal 

shape as well. The extracted shape properties which have been considered are in table 

4.3. 

 



 
 

44 
 

Area BoundingBox ConvexHull ConvexImage SubarrayIdx 

ConvexArea Eccentricity EquivDiameter EulerNumber WeightedCentroid 

Extent Extrema FilledArea FilledImage  

Image MajorAxisLength MaxIntensity MeanIntensity 

MinIntensity MinorAxisLength Orientation Perimeter 

PixelIdxList PixelList PixelValues Solidity 

Table 4.3.Extracted shape properties 

In table 4.3, shape properties are calculated using the following function in Matlab : 

                      STATS=Regionprops (image, ‘All’)                                 (4.16) 

Where STATS is the structure array which its cells show the different properties. It 

should be noticed that there is no preference consideration in table 4.3. 

4.5 Feature Selection 
  

The feature selection is the key point of classification which should be adequate in 

order to achieve an accurate detection rate. As there can exist complex interaction 

among features, feature selection has been a difficult task. An individually redundant or 

irrelevant feature may become relevant when working outright with other features and 

vice versa. Thus, the optimal feature subsets have to be a group of supplementary 

features which span over the various properties of the classes to make them properly 

discriminate. On the other hand, feature selection task has been challenging due to the 

large search space. This search space may increase exponentially based on the number 

of features available in the data set [270]. Thus, a thorough search in most situations is 

practically impossible. 

The robust and discriminative subset of the extracted features of previous stage will 

be selected by the Smart Feature Selection algorithm. This proposed algorithm is 

Sequential Feature selection/ Particle Swarm Optimization - Support Vector Machines 

(SFS/PSO-SVM) which attempts to represent the best subset of characteristics to feed 

classification stage. It specifies the best subset of measurements out of a set of total 

measurements. The experimental results are reported in Chapter 5. For explaining the 

proposed algorithm in this stage; the following components are firstly defined as 

follows. 
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4.5.1 Sequential Feature selection (SFS) 
 

The SFS [271] is an ascendant search method of the set of superlative discriminative 

parameters among an initial set of parameters (Ei) as in equation 12: 

   (4.17) 

In this method, one parameter pj is appended at a time to ESFS subset. SVM is 

trained using the corresponding subset and the corresponding classification error (Err) is 

calculated in equation (4.17), the remaining parameters pj in Ei is added into ESFS in 

each step and the corresponding classification error (Err) is also calculated. 

 

       (4.18) 

Where q: total image number of the training database. di: desired output. ai: real 

output. In every step, the selected parameter (pj) is the one in which the new ESFS 

subset allow minimizing the classification error: 

 
(4.19) 

Therefore, the first selected parameter is the more discriminative of the initial set of 

parameters. The parameters selection is curbed by increasing the classification error in a 

condition of adding a new parameter to ESFS. 

4.5.2 Particle Swarm Optimization 
 

Particle Swarm Optimization (PSO), firstly presented by Kennedy and Eberhart in 

1995 [272, 273].This technique works by simulating the social behaviours such as 

fishes schooling or birds flocking to a promising position for achieving accurate 

objectives [274]. This population-based stochastic technique is based on swarm 

intelligence. The PSO technique includes a set of particles or agents which are known as 

swarm, it “flies” over the solution space attempting to locate promising regions. These 

particles are represented as possible solutions in the optimization problem and are 

indicated as points in the n-dimensional search space. 

In standard PSO, every particle (Xi) include its own velocity (Vi) bounded with a 

maximum value (Vmax), the memory of its best obtained position is (Pi) and the best 
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found neighbourhood solution is considered as (G). In this search process, PSO updates 

its population of particles with respect to their internal velocity and position that are 

achieved by the experiment of all particles.  Each particle adjusts its position based on 

the equations (4.20) and (4.21): 

 (4.20) 

 
(4.21) 

 
Where k: the current generation, c1 and c2 : positive constants, r1 and r2 : random 

numbers on the interval [0,1]. 

In this thesis, the Inertia based Particle Swarm Optimization (IPSO) is used. Shi et 

al. [275] has modified the standard PSO as “Inertia based Particle Swarm Optimization 

(IPSO)” by adding inertia weight (ϖ) as a parameter to it. This inertia weight is 

multiplied by the prior velocity in the standard velocity equation. A nonzero inertia 

weight moves the particle to the same direction it was in the prior iteration as shown in 

equation (4.22). 

 
(4.22) 

Where w: the none zero inertia weight. 

 It is set based on the equation (4.23): 
 

 
(4.23) 

where itermax : the maximum number of iterations , iter : the number of current iteration. 
  

The interpolation of this parameter insures the balance between the capacities of 

global and local search. The wrong value selection of this parameter will effect on the 

speed of algorithm convergence. So, the initial selection would be very important [276]. 

4.5.3 Support Vector Machine 
 

Recently, the strong and powerful theoretical foundation and superb practical 

performance of Support Vector Machines have possessed a great consideration in 

machine learning community [205]. It has been applied in various applications of 

biomedical and automatic recognition systems of different diseases [277]; like, micro-

classification detection in mammograms, polyps in CT colonography, cancer in optical 
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images, and many melanoma detection in dermoscopic images [9]; This study has also 

adopted this technique as one required component in feature selection algorithm. 

Support vector machine (SVM) is a statistical machine learning method was 

presented by Vapnik in 1995 [278]. It applies a linear separating hyperplane for creating 

a classifier to maximize the margin. The width of margin between the classes is 

considered as the optimization criterion. Margin is defined as the distance of optimal 

hyperplane and nearest training data points of a class. In cases of non-linearly separation 

of original input space, in 1992, Guyon, Boser and Vapnik presented an approach to 

generate nonlinear classifiers using kernel functions [279]. SVM firstly transforms the 

original feature to a higher dimensional feature space. The transformation may be 

obtained using different nonlinear mappings. The kernel function K(x; y) may be 

chosen to suit the problem. The common kernels include in equations from (4.24) to 

(4.29) [280]:  - Linear Kernel                                                                           (4.24)   - Radial Basis Kernel                                 (4.25) - Polynomial Kernel                                                  (4.26) - Gaussian Kernel                                                   (4.27) - Radial Basis Kernel                                   (4.28) - Sigmoid                                                                    (4.29) 
 

After this transformation, the optimal hyperplane may easily found. The achieved 

hyperplane is the optimal case with respect to a maximal margin [281]. 

In this thesis, SVM is selected as the method of choice as it linearly classifies data in 

a high dimensional feature space which is related nonlinearly to the input space using 

specific Radial Basis (RBF) kernel. The RBF kernel has been adopted due to various 

reasons [205]: (i) the Linear kernel is unable to handle the problems of nonlinearly 

separable classification, and actually it is a particular form of RBF kernel [282]; (ii) 

computation of RBF kernel is much more stable than Polynomial kernel, that may 

return values of zero or infinity in various cases; (iii) the Sigmoid kernel may only valid 

(i.e., satisfies Mercer’s conditions [283]) in some certain parameters; (iv) the RBF 

kernel require less parameters to be calculated than Sigmoid and Polynomial kernels. 
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 SVM Theoretical Background 
  

Consider a set D of n training data points as [256]: 

 
(4.30) 

Where xi: a point in d-dimensional space (d-dimensional vector), yi: a two-class 

label.  

Assume a hyperplane which separates the positive and negative samples. The points 

x on this hyperplane satisfies the following condition: 

 (4.31) 

Where w : the normal vector to the hyperplane , dot(.) : the dot products of the two 

vectors.  

The parameter is considered as the perpendicular distance (offset) of 

hyperplane to the origin along with the normal vector (||w|| is assumed as the Euclidean 

norm of w. If two such hyperplanes is assumed between the positive samples and 

negative ones, the SVM maximise the distance among them. Considering d+ and d− are 

the shortest distance of hyperplanes with the closest samples (positive and negative), the 

margin is determined as d+ + d−. In a linearly separable sample sets, the training data 

may satisfy the following constraints: 

 (4.32) 

 (4.33) 

That can be composed to yield: 

 (4.34)  
The samples which satisfy Equation (4.34) fall on the hyperplane H1: xi.w+b = 1 

with the distance from the origin, and those samples satisfying the Equation (4.34) 

are considered as a member of hyperplane H2 : xi.w + b = −1 with the distance 

. Therefore, and the margin would be . To find the pair of 

maximum margin hyperplanes,  may minimised, considering the given constraints 
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in Equation (4.34). The training samples which are satisfying those are called support 

vectors. 

The optimisation problem may convert to a dual form by applying the following 

formulation: 

 
(4.35) 

By considering the inequality constraints: 

 (4.36) 

And equality constraint: 

 
(4.37) 

 
In nonlinear separable cases, positive slack variables  are 

appended to the constraints. In addition, the user selected parameter C could be placed 

as the upper bound of  as a penalty parameter related to classification errors.  

 (4.38)  
4.5.4  The Proposed Algorithm  

 
In this thesis, an approach is proposed for reducing the dimension of extracted 

features. This approach is achieved by SFC-IPSO-SVM implementation. According to 

the details of Sequential Feature Selection (SFC), Inertia based Particle Swarm 

Optimization presented (IPSO) and Support Vector Machine, explained above, the 

proposed algorithm in detail is as follows. 

 SMART IPSO-SVM Approach: 
 

In this thesis, a “Smart IPSO-SVM” approach is proposed for feature selection. The 

main task of “Smart IPSO-SVM” algorithm is to choose a best subset of features and 

tuning the parameters of SA-SVM in classification. 
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- Initialization: 

In this achievement, each particle is defined as an array with two parts. The first part 

of particle is an array includes two cells in relation to gamma and cost parameters of 

SVM which can get a value between 2-5to 25. The second part includes an array of 53 

cells, refers to 53 features, which contains weights, numbers in range of 0 and 1. These 

weights indicate the significance of corresponding features;  

In first population, the first particle of PSO is initialized by Sequential feature 

extraction algorithm. In other word, the SFC would propose its best selected subset of 

features and feed the first particle of PSO. The other particles in first population of PSO 

are initialized by generating a random vector with the same dimensionality. - Selection of features in particle : 

 In each iteration, features with the weight more than a specified threshold are 

chosen. All the particles are sent to SVM for calculating their accuracy based on 

corresponding features.  - Fitness function 

 To compute the fitness of each particle; SVM algorithm is trained by the training 

set and the selected features from the corresponding particle and the performance of the 

SVM on the test set with the corresponding feature set is considered as the fitness of 

that particle. For implementing this algorithm, cross validation is used to generate the 

training and testing set. 

After achieving the accuracy of particles, the best accuracy in a population would be 

considered as “gbest” and the best accuracy in the history of that particle would be as 

“pbest”. The particles in next populations are generated according to the detailed 

formulas which have been described in 4.4.2. Apparently, in the first population “pbest” 

and “gbest” are same. By reaching to maximum number of iteration the process is 

stopped and the obtained “pbest” with its corresponding features is considered as the 

best solution candidate.  

By finishing this algorithm, the best subset of features and setting for the SVM and 

SA-SVM in the next step is reported to do classification. Pseudo code 4.2 and Figure 
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4.3 demonstrates the proposed algorithm of “Smart IPSO-SVM” for feature selection 

stage. 

1-Specify data sets of features to feed SFC 

2-Initialize the IPSO 

i. The first particle using the proposed subset of SFC 
ii. The other particles using a random vector 

3-Do until the maximum number of iterations is reached  

{  

4. For each particle  

i. Specify the corresponding features subset, and SVM parameters according to the particle.  

ii. Use SVM to calculate accuracy as the fitness of the particle.  

5. Update particles  

6. Go to 3.  

7-End Do 

}  

8-Report the best features subset and SVM parameters 

Pseudo code 4.2 The proposed algorithm for feature Selection 
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Figure 4.3.Flowchart of proposed SMART IPSO-SVM 
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4.6  Classification 
 

In this thesis, two types of classifiers including SVM and Self-advising SVM (SA-

SVM) are examined. The details of SVM can be found in section 4.4.3. The details of 

SA- SVM are explained in the following. 

4.6.1  Self-advising SVM 
 

The SA-SVM is a developed version of SVM had been introduced by Yashar et al 

[256], in 2014. It is a non-iterative method which may extracts pursuant knowledge 

from training phase. According to [256], the SA-SVM provide more promising results 

than SVM, as it can produce subsequent knowledge from the misclassified data. Thus, 

this thesis is using the SA-SVM as an efficient classifier in the area of skin cancer 

detection. In SA-SVM, pursuant knowledge may be in the form of any additional 

information derived about the first or second type of support vectors, e.g. distribution. 

More specifically, SA-SVM intends to obtain subsequent knowledge through 

misclassified data in SVM’s training phase. These misclassified data may achieve 

through two potential sources such as outliers or data which could not separate linearly 

by applying any type of kernels. This classifier advices weights according to the usage 

of misclassified data in training phase to employ it along with the decision values in the 

SVM’s test phase. The weights assist the algorithm to omit the outlier data. 

To find the misclassified data it is defined in equation (4.39) as follows: 

 

(4.39) 

Consider a training set of  samples (  ,  ),…,(  ,  ),…,(  ,  )  ×*±1+, where  

is the input vector corresponding to the  sample that is labelled by  depending on its 

class. k (xi, xj) is the kernel function. The 3 most common kernel functions in SVM are: 

Polynomial Kernel:                                                (4.40) 

RBF Kernel:                                                              (4.41) 

Sigmoid Kernel:                                                       (4.42) 

Here , y are kernel parameters. 
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Any SVM decision function and kernel in the right side of equation may be 

employed. In training phase, although the happening of misclassified data is prevalent, 

it can be null as well. 

The neighbourhood length (NL) of each xi in MD is described in equation (4.43): 

 (4.43) 

Where xj ,  j=1,…, n are the training data. 

The distance of xi and xj may be calculated according to the following equation 

when the training data is mapped to a higher dimension. 

 (4.44) 

 

Finally, the advised weight is calculated as follows: 

 

(4.45) 

The advised weights are in a range of [0, 1]. It determines the closeness of test data 

to misclassified data. 

4.7  Experimental Evaluation and Comparison of Results 
 

To assess and evaluate the performance of machine learning algorithms, different 

measures may be applied [285]. The different performance evaluation methods in 

supervised machine learning approaches have been described in section 3.2.7. 

In this study, for a more reliable evaluation of results, Accuracy and F- score along 

with T-test has been employed to determine the performance and efficiency of proposed 

algorithm.  

The Accuracy and F-score are calculated in various observations between the 

following cases: 

- No feature selection with SVM classification 

- Sequential feature selection with SVM classification 



 
 

55 
 

- Sequential feature selection with SA-SVM classification 

- IPSO-SVM feature selection with SA-SVM classification 

- Smart IPSO-SVM feature selection with SA-SVM classification   

Finally, the T-test is applied to do statistical comparison for determining the 

performance of proposed method whether it is significant or not. The p-values achieved 

by T-test show the significant difference between the obtained results of proposed 

algorithm and the other practical approaches employed in this thesis as will be shown in 

chapter 5. 

4.8  Summary 
 

This chapter reviewed the proposed algorithms in different stages of skin cancer 

detection system. This process consists of pre-processing, segmentation, feature 

extraction and selection, and classification. In pre-processing stage, different 

comparisons were performed to select the suitable method for proposed algorithm in 

which Adaptive Median and Adaptive histogram Equalization have been considered in 

this process. In segmentation stage, a new algorithm based on K-mean and level set 

algorithms has been proposed and the results are compared with traditional Level set 

and Fuzzy c-means thresholding (in two cut off, sw=0 and sw=1) in next chapter. In 

next step, after extracting the different features from images, the proposed algorithm for 

feature selection (Smart PSO-SVM Feature Selection) is performed to choose the best 

subset of features to feed the classification stage. This proposed algorithm is compared 

with 4 other feature extraction algorithms in chapter 5 (Sequential feature selection with 

SVM classification, Sequential feature selection with SA-SVM classification, IPSO-

SVM feature selection with SA-SVM classification and when there is no feature 

selection in the algorithm). In classification stage, SA-SVM is selected as a suitable 

classifier in proposed algorithm. It is compared with SVM (next chapter) to prove its 

better performance of algorithm. The Accuracy, F-score and T-test are explained to 

estimate the performance of proposed algorithms. 

  



 
 

56 
 

 
 

CHAPTER 5 

DISCUSSION OF RESULTS  
5.1 Introduction 

 
This chapter discuss about the results obtained from proposed algorithms in this 

thesis. During this research, it was necessary to propose different algorithms based on 

specific application of skin cancer detection system. However, new ideas and 

algorithms in segmentation and feature selection stages have been proposed to improve 

the accuracy of the system. Since these algorithms can be applied in different areas of 

machine learning, they are presented separately in this chapter. 

5.2  Pre-Processing 
 
In this section, the five different filters on different noises have been experimented 

to get the better filter for improving the images’ quality.  The results have been 

published in the paper titled “Comparing the Performance of Various Filters on Skin 

Cancer Images” in Journal Procedia Computer Science, Volume 42, 2014, Pages 32-37, 

Elsevier. 

The following figures represent the Skin cancer image after simulating of Gaussian, 

Salt & Pepper , Speckle and Poisson noise, and de-noising the results using Median 

filter, Adaptive Median filter, Mean filter, Adaptive Mean filter, Gaussian smoothing 

filter and Wiener filter to evaluate the best de-noising filter on different noisy images as 

shown in figures 5.1 to figure 5.4. The Simulation is run by MATLAB 7.12.0 (R2011a). 
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Figure 5.1. a) Original image b) Simulated Speckle noise and de-noising by c) Gaussian Filter d) Median 

Filter e) Mean Filter f) Adaptive Median Filter g) Adaptive Wiener 

 

 
Figure 5.2. a) Original image b) Simulated Gaussian noise and de-noising by c) Gaussian Filter d) Median 

Filter e) Mean Filter f) Adaptive Median Filter g) Adaptive Wiener   

Figure 5.3. a) Original image b) Simulated Salt & Pepper noise and de-noising by c) Gaussian Filter d) 
Median Filter e) Mean Filter f) Adaptive Median Filter g) Adaptive Wiener 
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Figure 5.4. a) Original image b) Simulated Poison noise and de-noising by c) Gaussian Filter d) Median 
Filter e) Mean Filter f) Adaptive Median Filter g) Adaptive Wiener 

The comparison of images to achieve the most effective filter on different noises in 

different densities has been evaluated by peak signal-to-noise ratio (PSNR) which is the 

popular and well-known index to compare the original and de-noised image. Mostly, the 

higher PSNR conduct a higher quality and less noisy image [286]. The experiments 

have been tested on 15 digital images. Since these images have been evaluated in 8 

different densities, each image is like a new image. The following table shows the 

PSNRs for a sample Skin cancer image which has been simulated by Gaussian, Salt & 

Pepper , Speckle and Poisson noise, and then de-noised using Median filter, Adaptive 

Median filter, Mean filter, Adaptive Mean filter, Gaussian smoothing filter and Wiener 

filter to compare their noise removal performance and to choose the most effective filter 

which are the main purpose of this section. Table 5.1 has been classified according to 

10% - 80% densities. 



 
 

59 
 

 

 Table 5.1.Comparison of PSNR for a skin cancer image after simulating different noises and de-noising 
by filters in different densities 

In table 5.1: when the noise is speckle with the density of 10%, the adaptive wiener 

shows the highest PSNR which means the better performance of this filter in de-noising 

the speckle noises; when the noise is gussian with the density of 10%, the mean filter 

shows the highest PSNR which means the better performance of this filter in de-noising 

the gussian noises; when the noise is salt & pepper with the density of 10%, the 

adaptive median shows the highest PSNR which means the better performance of this 

filter in de-noising the salt & pepper noises; when the noise is poison with the density of 

10%, the adaptive wiener shows the highest PSNR which means the better performance 

of this filter in de-noising the poison noises. The same illustration is considered for the 

whole table. After analysing Table 5.1, the most effective filters for removing different 

types of noises with densities of 10% - 80% have been summarized as Table 5.2. 
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After analysing Table 5.1, the most effective filters for removing different types of 

noises with densities of 10% - 80% have been summarized as Table 5.2. 
 

 

 

According to table 5.2, Adaptive Wiener filter has the best performance (highest 

PSNR) in different intensities of Gaussian, Poison, and lower intensities of Speckle 

noise. In Speckle, when the intensities of noise increased more than 40%, Mean Filter 

performs the best. In all densities of salt & pepper noise, the Adaptive Median is the 

best candidate. So, according to images, the best candidate for proposed algorithm of 

skin cancer detection in this thesis is Adaptive Median. 

In the following of noise removal, the experiments on three contrast enhancement 

techniques “Histogram Equalization (HE) “,”Adaptive Histogram Equalization (AHE) “ 

and “Unsharp Masking (UM) “are performed to determine the best technique for 

employing in the pre-processing stage of proposed algorithm as shown in figure 5.5. 

The results have been published in another paper “Pre-Processing of Automatic Skin 

Cancer Detection System: Comparative Study “in International Journal of Smart 

Sensing and Intelligent Systems, Vol. 7, No. 3, September 2014, PP 1364-1377. 

 

Figure 5.5.Comparison of AHE,HE and UM 

Table 5.2. The most effective Filters on different noises with densities between 10% - 80% 
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Experimental results on skin cancer images show although the performance of UM 

and AHE are very close, the AHE is more effective than UM in most of images. The 

Modified Hausdorff Distance, Euclidean distance and Correlation are applied as 

measurement indexes. 

Since the smaller value in Modified Hausdorff Distance indicates more similarity to 

the pattern, in Table 5.3 and Figure 5.6, the values show the better performance of UM 

in more images than AHE and HE. In addition, the close values of UM and AHE in 

most of images in the result table represent the close performance of these two contrast 

enhancement techniques as well. 

 

 Table 5.3 .Result table of Modified Hausdorff Distance 
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Figure 5.6. Modified Hausdorff Distance 

In Euclidean Distance measurement, the smaller value shows the degree of 

mismatch between the resulted image and pattern. Therefore, the values in Table 5.4 

and Figure 5.7 depict the better performance of AHE in more images than UM and HE. 

Moreover, the more similar values in the result table show the close performance of UM 

and AHE in most of images as well. 

 

Table 5.4.Result table of Euclidean Distance 
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Figure 5.7. Euclidean Distance 

 

The results of third quality measurement are represented in Table 5.5 and Figure 

5.8. In Correlation, the larger value shows the degree of matching between the resulted 

image and pattern. Therefore, the better performance of AHE among other techniques is 

obvious in most of images. On the other hand, the results of Correlation in Table 5.5 are 

much closer to the results of Euclidean distance measurement in Table 5.4. In other 

words, according to the result tables, both measurements indicate the better performance 

of AHE among these three contrast enhancement techniques. 
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Table 5.5: Result table of Correlation 

 

Figure 5.8. Correlation 

 

 The above three Tables show the good performance of AHE and UM, and the 

worse performance of HE as a contrast enhancement technique. Although AHE and UM 

have a close performance, two measurements of Euclidean Distance and Correlation 

among three applied measurements show the better performance of AHE in most of 
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images. Therefore, in this thesis, the AHE is selected to perform as a contrast 

enhancement technique of proposed algorithm. 

This stage is performed to minimise the effect of background skin on analysis and 

maximise the concentration on lesion pixels. 

5.3 Segmentation 
 

In this section, the proposed algorithm is tested on eighty six images taken from 

digital cameras. In order to demonstrate the improved method, a multiple algorithms 

have been run with the same condition. The first algorithm is the traditional level set 

(TLS), proposed in [269], the second is Fuzzy c-means thresholding (FCM) [162] in 

two cut off (sw=0, cut between the small and middle class, sw=1, cut between the 

middle and large class), and the last one is the proposed algorithm for segmentation 

stage.  

Figure 5.9 shows the segmentation results achieved by the proposed algorithm in 

which the k-means segmentation results have been considered as an initial curve or 

surface function of level set algorithm. 

 

Figure 5.9. a) Original Image b) Initial k-means segmentation c) Converting the segmented image to 
binary d) Segmented result of proposed algorithm after initializing the level set segmentation technique 

by k-means algorithm 

To perform the comparison of segmented results with the ground truth images, let 

SR and GT indicate the result of automatic segmentation method and the ground truth 

segmentation, respectively. Figure 5.10 indicates this comparison. 
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Figure 5.10. Comparison of ground truth image with the segmented image of proposed algorithm a) 
Ground truth image b) Segmented result c) Pixels in segmented lesion as well as ground truth 

(Subscription of ‘a’,’b’ images) 

Figure 5.11 demonstrates the results achieved by “Fuzzy c-means thresholding” 

method which has been applied to compare with the proposed algorithm. 

 

Figure 5.11. Fuzzy c-means thresholding in two cut-off position a) Original image b) Otsu thresholding c) 
FCM (sw=0) d) FCM (sw=1) 

Figure 5.12 show the comparison of segmented images with different segmentation 

methods and proposed algorithm. 
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Figure 5.12.Comparison of a) the proposed segmentation method b) traditional level set method c) Fuzzy 
c-means thresholding (sw=0) d) fuzzy c-means thresholding (sw=1) 

Four different metrics of Border error, Similarity, Hammoude distance and Rms 

error are used to quantify the boundary differences. Each metric is calculated between 

the segmented results achieved by TLS, KLS, FCT (sw=0) and FCT (sw=1) with 

ground truth images. Table 5.6 shows the statistical comparison of mentioned 

algorithms by these metrics. As it is obvious from table 5.6, in KLS, the average Border 

error, Hammoude distance and Rms Error between the ground truth and segmented 

images have the lowest values and similarity has the highest value. It shows the better 

performance of KLS among other algorithms. 

 TLS KLS FCT (sw=0) FCT (sw=1) 
 

Bordererorr 0.10301628 0.0740709 0.09167442 0.33709060 

Similarity 0.91481977 0.94976046 0.93741395 0.69192209 

Hammoude distance 0.33093837 0.26466872 0.30811977 0.56523721 

RmsError 0.20566395 0.15874302 0.19043721 0.48864069 

Table 5.6 .Comparison of Proposed method, TLS, FCT (w=0), FCT (w=1) by the Bordererror, Similarity, 
Hammoude distance and Rms error 

 

To determine the statistical difference of proposed algorithm with others, one-way 

analysis of variance (ANOVA) as a statistical inference is applied with a 0.05 

significance level. It is known as a popular and powerful tool which is robust to non-

homogeneity of the data [40]. The Anova test compare “the border errors achieved by 

TLS segmentation algorithm” with “the border errors achieved by KLS segmentation 

algorithm” with “the border errors achieved by FCT (sw=0) segmentation algorithm”, 
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and finally with “the border errors achieved by FCT (sw=1) segmentation algorithm”. 

The purpose is to find out how significant is the results’ difference of proposed 

algorithm with others. Table 5.7 represents the p-values achieved by Anova test on the 

Border error, Similarity, Hammoudedis and rmsErr metrics between “KLS and TLS”, 

“KLS and FCT (sw=0)”, and “KLS and FCT (sw=1)”. As it can be observed in table 

5.7, on the first column, all the mean values are less than 0.05, which shows the 

significant difference between KLS and TLS. In second column, the mean values of 

“Border Error” and “Rms Error” show the significant difference between KLS and FCT 

(sw=0), while the other metrics show although there is improvement (according to table 

5.6), it is not significant. The mean values of third column show the significant 

difference between KLS and FCT (sw=1). 

 KLS , TLS KLS , FCT (sw=0) KLS, FCT (sw=1) 
 

Border Erorr 0.001297208 0.054251731 1.74945E-28 

Similarity 0.001634137 0.100855147 3.67806E-27 

Hammoude distance 0.012623932 0.093412074 3.67806E-27 

Rms Error 0.020616402 0.054273962 3.44266E-30 

Table 5.7. Anova test on Bordererror, Similarity, Hammoude distance and Rmserror metrics between 
“KLS and TLS”, “KLS and FCT (w=0)” , “KLS and FCT (w=1)” 

 

The experimental results achieved by Anova test are illustrated separately in tables 

5.8 to 5.19. 

Border Error Metric : 
 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

LS 86 8.8594 0.103016 0.004299 

KLS 86 6.3701 0.074071 0.002435 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 0.036027 1 0.036027 10.70006 0.001297 3.896742 

Within Groups 0.572386 170 0.003367 

Total 0.608413 171         
Table 5.8.Difference of Border error achieved by LS and KLS 

 
Table 5.8 shows that, when LS segmentation method is performed on images, the 

average and variance of border error are 0.103016 and 0.004299, while in a case of KLS 

segmentation, the average and variance of border error are 0.074071 and 0.002435 
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respectively. Anova test shows the significant difference of average and variance of 

border errors between these two groups (p-value).Since it is equal or less than 0.05, it is 

considered as significant difference. 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 6.3701 0.074071 0.002435 

FCT (w=0) 86 7.884 0.091674 0.004659 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 0.013325 1 0.013325 3.756737 0.054252 3.896742 

Within Groups 0.602982 170 0.003547 

Total 0.616307 171         
Table 5.9.Difference of Border error by achieved KLS and FCT(w=0) 

 
Table 5.9 shows that, when KLS segmentation method is performed on images, the 

average and variance of border error are 0.074071and 0.002435, while in a case of 

FCT(w=0) segmentation, the average and variance of border error are 0.091674and 

0.004659respectively. Anova test shows the significant difference of average and 

variance of border errors between these two groups (p-value).Since it is equal or less 

than 0.05, it is considered as significant difference. 
 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 6.3701 0.074071 0.002435 

FCT (w=1) 86 28.9898 0.337091 0.030569 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 2.974714 1 2.974714 180.2603 1.75E-28 3.896742 

Within Groups 2.805395 170 0.016502 

Total 5.780109 171         
Table 5.10. Difference of Border error achieved by KLS and FCT(w=1) 

 

Table 5.10 shows that, when KLS segmentation method is performed on images, the 

average and variance of border error are 0.074071and 0.002435, while in a case of 

FCT(w=1) segmentation, the average and variance of border error are 0.337091and 
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0.030569 respectively. Anova test shows the significant difference of average and 

variance of border errors between these two groups (p-value).Since it is equal or less 

than 0.05, it is considered as significant difference. 

Similarity Metric : 
 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

LS 86 78.6745 0.91482 0.008057 

KLS 86 81.6794 0.94976 0.002189 

ANOVA 
Source of 
Variation SS df MS F P-value F crit 

Between Groups 0.052497 1 0.052497 10.24691 0.001634 3.896742 

Within Groups 0.870939 170 0.005123 

Total 0.923435 171         
Table 5.11. Difference of Similarity achieved by LS and KLS 

 
Table 5.11 shows that, when LS segmentation method is performed on images, the 

average and variance of Similarity are 0.91482and 0.008057, while in a case of KLS 

segmentation, the average and variance of Similarity are 0.94976and 

0.002189respectively. Anova test shows the significant difference of average and 

variance of similarity between these two groups (p-value).Since it is equal or less than 

0.05, it is considered as significant difference. 

 
Anova: Single Factor 

 
SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 81.6794 0.94976 0.002189 

FCT (w=0) 86 80.6176 0.937414 0.002628 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 0.006555 1 0.006555 2.72144 0.100855 3.896742 

Within Groups 0.409456 170 0.002409 

Total 0.416011 171         
Table 5.12. Difference of Similarity achieved by KLS and FCT(w=0) 

 
Table 5.12 shows that, when KLS segmentation method is performed on images, the 

average and variance of Similarity are 0.94976 and 0.002189, while in a case of 

FCT(w=0) segmentation, the average and variance of Similarity are 0.937414 and 
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0.002628 respectively. Anova test shows the difference of average and variance of 

similarity between these two groups by p-value. Since it is not equal or less than 0.05, it 

is considered as not significant difference, although there is improvement. 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 81.6794 0.94976 0.002189 

FCT (w=1) 86 59.5053 0.691922 0.031843 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 2.858667 1 2.858667 167.9998 3.68E-27 3.896742 

Within Groups 2.892702 170 0.017016 

Total 5.751368 171         
Table 5.13. Difference of Similarity achieved by KLS and FCT(w=1) 

 
Table 5.13 shows that, when KLS segmentation method is performed on images, the 

average and variance of Similarity are 0.94976 and 0.002189, while in a case of 

FCT(w=1) segmentation, the average and variance of Similarity are 0.691922and 

0.031843 respectively. Anova test shows the difference of average and variance of 

similarity between these two groups by p-value. Since it is equal or less than 0.05, it is 

considered as significant difference. 

Hammoude Distance Metric: 
 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

LS 86 28.4607 0.330938 0.037492 

KLS 86 22.76151 0.264669 0.021937 

ANOVA 
Source of 
Variation SS df MS F P-value F crit 

Between Groups 0.188842 1 0.188842 6.355242 0.012624 3.896742 

Within Groups 5.051434 170 0.029714 

Total 5.240275 171         
Table 5.14. Difference of Hammoude Distance achieved by LS and KLS 

 
Table 5.14 shows that, when LS segmentation method is performed on images, the 

average and variance of Similarity are 0.330938and 0.037492, while in a case of KLS 

segmentation, the average and variance of Similarity are 0.264669 and 0.021937 
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respectively. Anova test shows the difference of average and variance of Hammoude 

Distance between these two groups by p-value. Since it is equal or less than 0.05, it is 

considered as significant difference. 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 22.76151 0.264669 0.021937 

FCT (w=0) 86 26.4983 0.30812 0.035106 

ANOVA 
Source of 
Variation SS df MS F P-value F crit 

Between Groups 0.081184 1 0.081184 2.846413 0.093412 3.896742 

Within Groups 4.84864 170 0.028521 

Total 4.929824 171         
Table 5.15. Difference of Hammoude Distance achieved by LS and FCT(w=0) 

 
Table 5.15 shows that, when KLS segmentation method is performed on images, the 

average and variance of Similarity are 0.264669 and 0.021937, while in a case of 

FCT(w=0) segmentation, the average and variance of Similarity are 0.30812and 

0.035106 respectively. Anova test shows the difference of average and variance of 

Hammoude Distance between these two groups by p-value. Since it is not equal or less 

than 0.05, it is not considered as significant difference. 

 
Anova: Single Factor 

 
SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 22.76151 0.264669 0.021937 

FCT (w=1) 86 48.6104 0.565237 0.073113 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 3.884681 1 3.884681 81.73982 3.41E-16 3.896742 

Within Groups 8.079241 170 0.047525 

Total 11.96392 171         
Table 5.16. Difference of Hammoude Distance achieved by LS and FCT(w=1) 

 
Table 5.16 shows that, when KLS segmentation method is performed on images, the 

average and variance of Similarity are 0.264669 and 0.021937, while in a case of 

FCT(w=1) segmentation, the average and variance of Similarity are 0.565237 and 

0.073113respectively. Anova test shows the difference of average and variance of 



 
 

73 
 

Hammoude Distance between these two groups by p-value.Since it is equal or less than 

0.05, it is considered as significant difference. 

 
Rms Error Metric: 
 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

LS 86 17.6871 0.205664 0.024423 

KLS 86 13.6519 0.158743 0.010251 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 0.094668 1 0.094668 5.460539 0.020616 3.896742 

Within Groups 2.947237 170 0.017337 

Total 3.041905 171         
Table 5.17. Difference of Rms Error achieved by LS and KLS 

 
Table 5.17 shows that, when LS segmentation method is performed on images, the 

average and variance of Similarity are 0.205664and 0.024423, while in a case of KLS 

segmentation, the average and variance of Similarity are 0.158743and 

0.010251respectively. Anova test shows the difference of average and variance of Rms 

Error between these two groups by p-value: 0.020616.Since it is equal or less than 0.05, 

it is considered as significant difference. 

 
Anova: Single Factor 

 
SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 13.6519 0.158743 0.010251 

FCT (w=0) 86 16.3776 0.190437 0.012749 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 0.043194 1 0.043194 3.756036 0.054274 3.896742 

Within Groups 1.955 170 0.0115 

Total 1.998195 171         
Table 5.18. Difference of Rms Error achieved by KLS and FCT(w=0) 

 
Table 5.18 shows that, when KLS segmentation method is performed on images, the 

average and variance of Rms Error are 0.158743and 0.010251, while in a case of 

FCT(w=0) segmentation, the average and variance of Rms Error are 0.190437and 
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0.012749 respectively. Anova test shows the difference of average and variance of Rms 

Error between these two groups by p-value. Since it is equal or less than 0.05, it is 

considered as significant difference. 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

KLS 86 13.6519 0.158743 0.010251 

FCT (w=1) 86 42.0231 0.488641 0.037323 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 4.679796 1 4.679796 196.7396 3.44E-30 3.896742 

Within Groups 4.043747 170 0.023787 

Total 8.723544 171         
Table 5.19. Difference of Rms Error achieved by KLS and FCT(w=1) 

 
Table 5.19 shows that, when KLS segmentation method is performed on images, the 

average and variance of Rms Error are 0.158743 and 0.010251, while in a case of 

FCT(w=1) segmentation, the average and variance of Rms Error are 0.488641 and 

0.037323 respectively. Anova test shows the difference of average and variance of Rms 

Error between these two groups by p-value. Since it is equal or less than 0.05, it is 

considered as significant difference. 

The figure 5.13 shows the comparative view and difference of Border error, 

Similarity, Hammoude distance and Rms error achieved by “KLS and TLS”, “KLS and 

FCM (sw=0)”, and “KLS and FCM (sw=1)” using Anova test. The red lines in the 

middle of each area show the average in the figures. 
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As noticed before, another contribution achieved in this thesis is the computational 

cost which is significantly reduced in compare with TLS method. Table 5.20 indicate 

the comparison results. 

Anova: Single Factor 
 

SUMMARY 
 

Groups Count Sum Average Variance 

LS 86 62.58818 0.727769 0.000424 

KLS 86 61.71328 0.717596 0.000372 

ANOVA 

Source of Variation SS df MS F P-value F crit 

Between Groups 0.00445 1 0.00445 11.18839 0.001013 3.896742 

Within Groups 0.067619 170 0.000398 

Total 0.072069 171         
Table 5.20. Difference of Computational cost achieved by LS and KLS 

Figure 5.13. Difference of Border error, Similarity, Hammoude distance and Rms error of “KLS and TLS”, “KLS and 
FCM (sw=0)”, and “KLS and FCM (sw=1)”. 
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Table 5.20 shows that, the average of computational cost when LS is performed is 

0.727769 while in a case of KLS segmentation, the average is 0.717596. Anova test 

shows the difference of average between these two groups by p-value: 0.001013.Since it 

is equal or less than 0.05, it is considered as significant difference. 

 Using the KLS hybrid algorithm, the results indicated that the proposed 

algorithm in skin cancer segmentation stage outperforms the commonly used algorithms 

of level set and Fuzzy c-means thresholding, in two cut off (sw=0, sw=1), in terms of 

accuracy. 

5.4 Feature Extraction and Selection 
 
This step of thesis intends to rank the available extracted features by attention to 

their impact on skin cancer detection. As mentioned in section 4.3, 53 features have 

been extracted for 86 images.  

The proposed “Smart IPSO-SVM” algorithm after 100 iterations had reported the 

selected features to the next step. The SVM type used is LIBSVM, this library is 

available at http://www.csie.ntu.edu.tw/~cjlin/libsvm. 

The “Smart IPSO-SVM” algorithm introduced in section 4.5.1, and LIBSVM is 

used here as a common library for support vector machines. In this study, IPSO with 40 

particles is chosen with c1 and c2 set to be 2.0. The threshold value for selecting a 

feature is set to be 0.5. In SVM, Radial basis function is considered as a kernel function. 

The 86 samples are divided into 3 sets as train, test, and validation. The first two sets 

are used by “Smart PSO-SVM”, and the final Accuracy and F-score are obtained by 

detecting the validation sets. The experimental results of this section are reported in 

section 5.5 (together with classification results). 

5.5  Classification  
 
Here, the purpose is to classify the tumour to benign or melanoma. The selected 

subset of features using the proposed feature selection algorithm, “Smart IPSO-SVM”, 

from previous stage is sent to classification stage. As Yashar et al,[256] proposed a new 

developed SVM ,SA-SVM, which has the higher accuracy than the traditional SVM, in 
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this thesis the SA-SVM is selected as a best candidate for the classification stage. The 

details of SA-SVM have been explained in section 4.5.2.1. 

5.6   Results of Feature Selection and Classification 
 
The results have been reported in two parts. In the first part, the Accuracy and F-

score have been achieved by proposed algorithm, “Smart IPSO-SVM feature selection 

algorithm with SA-SVM classification” is experimented, and in the second part, the 

proposed algorithm is compared with 4 other algorithms. 

5.6.1 Experimental Result by Smart IPSO-SVM Feature Selection Algorithm 
Followed By SA-SVM Classifier 
 

Table 5.21 shows the average performance in each selected set of features to detect 

the melanoma by “the proposed feature selection algorithm followed by SA-SVM 

classifier”. It should be noted that this results are achieved by the proposed “Smart 

IPSO-SVM” algorithm in 40 experiments. 

 Accuracy 
 

F-Score 

Number of 
Observations 

SA-SVM Classification with SFS-PSO-SVM 
Feature Selection 

SA-SVM Classification with SFS-PSO-SVM 
Feature Selection 

1 82.6299 0.8842 

2 87.0455 0.9133 

3 84.7944 0.9025 

4 87.2294 0.9205 

5 87.2294 0.9194 

6 88.474 0.9273 

7 87.1753 0.9167 

8 87.1212 0.9142 

9 86.1147 0.9086 

10 84.9297 0.9041 

11                                 86.039 0.9101 

12 88.3036 0.9265 

13 86.039 0.9088 

14 88.5281 0.9285 

15 88.5281 0.9285 

16 84.8485 0.8986 

17 88.3117 0.9255 

18 86.0931 0.9097 

19 87.3106 0.9199 

20 87.2294 0.9184 

21 88.4199 0.9255 

22 86.0931 0.9104 
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23 88.1818 0.9264 

24 86.0931 0.908 

25 86.039 0.9101 

26 87.1753 0.9136 

27 88.4199 0.9264 

28 85.4329 0.9077 

29 88.4199 0.923 

30 87.2294 0.9195 

31 88.3658 0.9272 

32 88.4091 0.923 

33 87.2294 0.9181 

34 87.0942 0.9156 

35 88.2576 0.925 

36 88.934 0.9294 

37 88.3117 0.9251 

38 87.1753 0.918 

39 85.9578 0.9101 

40 87.2294 0.9172 

Table 5.21. Average performance of each set of features by proposed “Smart IPSO-SVM algorithm and 
SA-SVM classifier” for detecting the melanoma   

 

Based on the results, average accuracy and F-score of “the proposed approach” are 

87.0611 and 0.9395, respectively.  

5.6.2 Comparison of the Proposed Algorithm with Different Algorithms 
 

In this thesis to benchmark the proposed algorithm, different implementations and 

comparisons are performed. 

o “SVM Classification without Feature Selection” & “SVM Classification with 

Sequential Feature Selection” 

In this section, it is intended to experiment that the use of feature selection algorithm 

increases the algorithm performance. For this purpose, firstly the SVM is trained with 

“original features” and compared the results with the SVM which has been trained by 

the subset of features obtained by “Sequential feature selection” algorithm. Table 5.22 

shows the comparison of these two algorithms.    
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 Accuracy 
 

F-score 

Number of 
Observations 

SVM Classification 
without Feature 

Selection 

SVM Classification 
with Sequential 

Feature Selection 

SVM Classification 
without Feature 

Selection 

SVM Classification with 
Sequential Feature 

Selection 
1 81.3041 87.1591 0.875 0.9197 

2 82.5457 85 0.8867 0.9074 

3 81.3853 83.6851 0.8802 0.8959 

4 80.276 87.1753 0.8654 0.9154 

5 82.5 86.1147 0.8843 0.9109 

6 79.6672 87.0942 0.8653 0.9122 

7 81.2229 83.7662 0.8777 0.8961 

8 81.5476 84.8485 0.8804 0.9024 

9 83.2251 83.9015 0.8914 0.8999 

10 79.1667 81.4935 0.8633 0.8785 

11 82.5216 77.9221 0.8866 0.8566 

12 79.1667 86.1472 0.8635 0.9106 

13 81.3853 87.2511 0.8795 0.9168 

14 82.5487 88.3658 0.8853 0.9256 

15 82.5487 88.3658 0.8853 0.9256 

16 81.3745 68.4794 0.8798 0.7563 

17 81.2906 86.0931 0.8747 0.9077 

18 81.2635 89.6104 0.8713 0.934 

19 82.4269 86.1201 0.8809 0.9107 

20 80.8523 87.1212 0.8728 0.914 

21 82.6299 87.4188 0.8873 0.9185 

22 80.211 87.2835 0.8694 0.9177 

23 82.5487 84.7835 0.8854 0.9017 

24 82.4838 82.5216 0.8822 0.8876 

25 82.5108 79.1667 0.8846 0.8673 

26 82.6299 87.1753 0.884 0.9161 

27 81.3636 82.5216 0.8753 0.8858 

28 81.4394 88.2305 0.8765 0.9256 

29 81.9535 68.5335 0.8833 0.7563 

30 81.4394 88.3658 0.8772 0.9236 

31 80.322 88.4145 0.8699 0.9251 

32 81.4665 72.0238 0.8795 0.7768 

33 82.5108 83.631 0.8843 0.8924 

34 82.6569 70.9253 0.8879 0.7694 

35 79.1126 86.0931 0.8642 0.9097 

36 75.5952 87.2835 0.8437 0.9197 

37 83.6851 82.4675 0.8916 0.8833 

38 81.4935 83.869 0.878 0.899 

39 81.4394 84.8214 0.8774 0.9028 

40 80.2273 85.9199 0.8683 0.9035 

Table 5.22. Average performance of “SVM Classification without Feature Selection” and “SVM 
Classification with Sequential Feature Selection” 
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Based on the results, average accuracy and F-score of “SVM Classification without 

Feature Selection” are 81.3985 and 0.8775 and in “SVM Classification with Sequential 

Feature Selection” approach are 83.9291 and 0.8919 respectively. It is very obvious 

that using feature selection approaches can improve the result in compare with using the 

original data. The results would firmly confirm this hypothesis. For statistical evaluation 

between these two approaches, the pair t-test with a level of significance of ɑ=0.05 is 

used, where the p value of t-test is 0.004 as shown in table 5.23.  

t-Test: Paired Two Sample for Means 
 

SVM Classification without Feature 
Selection 

SVM Classification with 
Sequential Feature Selection 

Mean 81.39847 83.9291 

Variance 2.139318 28.62196 

Observations 40 40 

Pearson Correlation -0.20956 
Hypothesized Mean 

Difference 0 

df 39 

t Stat -2.74321 

P(T<=t) one-tail 0.004572 

t Critical one-tail 1.684875 

P(T<=t) two-tail 0.009144 

t Critical two-tail 2.022691 
Table 5.23. The T-test result between “SVM Classification without FS” and “SVM Classification with 

SFS” 
 

These statistical tests show that the results achieved by these approaches are 

statistically different. Therefore, the Sequential feature selection is used since it has 

simpler structure and higher accuracy.  

o “SVM Classification with Sequential Feature Selection” & “SA-SVM 

Classification with Sequential Feature Selection” 

 In this section, the “SVM Classification with Sequential Feature Selection” & 

“SA-SVM Classification with Sequential Feature Selection” is compared to experience 

the performance of SA-SVM classification against SVM. The Sequential Feature 

Selection has been considered as a feature selection technique for both classifiers. Table 

5.24 shows the comparison of these two algorithms.    
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 Accuracy 
 

F-score 

Number of 
Observations 

SVM Classification 
with Sequential 

Feature Selection 

SA-SVM Classification 
with Sequential 

Feature Selection 

SVM Classification with 
Sequential Feature 

Selection 

SA-SVM Classification 
with Sequential Feature 

Selection 
1 87.1591 87.2024 0.9197 0.9201 

2 85 85.9848 0.9074 0.9134 

3 83.6851 83.7662 0.8959 0.9006 

4 87.1753 88.3658 0.9154 0.9263 

5 86.1147 88.2197 0.9109 0.9264 

6 87.0942 88.3117 0.9122 0.9253 

7 83.7662 82.5 0.8961 0.8939 

8 84.8485 82.6136 0.9024 0.8908 

9 83.9015 83.8636 0.8999 0.9002 

10 81.4935 82.5216 0.8785 0.8845 

11 77.9221 82.5216 0.8566 0.8924 

12 86.1472 87.7435 0.9106 0.9233 

13 87.2511 84.8485 0.9168 0.9067 

14 88.3658 89.5238 0.9256 0.9343 

15 88.3658 89.5238 0.9256 0.9343 

16 68.4794 81.3636 0.7563 0.8876 

17 86.0931 87.2294 0.9077 0.9188 

18 89.6104 87.2835 0.934 0.9202 

19 86.1201 87.2781 0.9107 0.9201 

20 87.1212 88.3117 0.914 0.9251 

21 87.4188 87.2835 0.9185 0.9213 

22 87.2835 87.2835 0.9177 0.9196 

23 84.7835 82.5216 0.9017 0.8939 

24 82.5216 86.6477 0.8876 0.9175 

25 79.1667 81.3853 0.8673 0.8863 

26 87.1753 88.2765 0.9161 0.9264 

27 82.5216 87.1753 0.8858 0.9201 

28 88.2305 87.1672 0.9256 0.9201 

29 68.5335 81.3853 0.7563 0.8877 

30 88.3658 87.1753 0.9236 0.9201 

31 88.4145 87.1753 0.9251 0.9202 

32 72.0238 82.5487 0.7768 0.8889 

33 83.631 84.8864 0.8924 0.9056 

34 70.9253 81.3853 0.7694 0.8876 

35 86.0931 87.2727 0.9097 0.92 

36 87.2835 86.2256 0.9197 0.9157 

37 82.4675 87.1753 0.8833 0.9197 

38 83.869 86.039 0.899 0.9134 

39 84.8214 84.8214 0.9028 0.9036 

40 85.9199 87.1212 0.9035 0.917 

Table 5.24. Average performance of “SVM Classification without Feature Selection” and “SVM 
Classification with Sequential Feature Selection” 
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Based on the results, average accuracy and F-score of “SVM Classification with 

Feature Selection” are 83.9291 and 0.8919 and in “SA-SVM Classification with 

Sequential Feature Selection” approach are 85.7482 and 0.9112 respectively. The 

results show the better performance of SA-SVM versus SVM.  The achieved results 

would firmly confirmed by the results achieved on the paper used as a reference, “Self-

Advising SVM for Sleep Apnea Classification” by Yashar et al.[256]. Both the 

reference paper and the results show a same direction in performance of SVM and SA-

SVM.  

For statistical evaluation between these two approaches, the pair t-test is used with a 

level of significance of ɑ=0.05, where the p value of t-test is 0.002. 

t-Test: Paired Two Sample for Means 
 

  
SVM Classification with Feature 

Selection 
SA-SVM Classification with 

Sequential Feature Selection 

Mean 83.9291025 85.748225 

Variance 28.62195582 6.213365515 

Observations 40 40 

Pearson Correlation 0.764835891 
Hypothesized Mean 

Difference 0 

df 39 

t Stat -3.028066611 

P(T<=t) one-tail 0.002174393 

t Critical one-tail 1.684875122 

P(T<=t) two-tail 0.004348785 

t Critical two-tail 2.02269092 
Table 5.25. The T-test result between “SVM Classification with Feature Selection” and “SA-SVM 

Classification with Sequential Feature Selection” 
 

These statistical tests show that the results achieved by these approaches are 

statistically different. Therefore, the SA-SVM is used as a classifier of the algorithm 

because it helps to improve the performance.  

o “SA-SVM Classification with Sequential Feature Selection” & “SA-SVM 

Classification with IPSO-SVM Feature Selection” 

In this section, it is going to compare the performance of two different feature 

selection algorithms, “Sequential Feature Selection “and “IPSO-SVM”, which are 

followed by SA-SVM, separately. Table 5.26 shows the comparison of these two 

algorithms.  
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 Accuracy 
 

F-score 

Number of 
Observations 

SA-SVM Classification 
with Sequential 

Feature Selection 

SA-SVM Classification 
with PSO-SVM 

Feature Selection 

SA-SVM Classification 
with Sequential Feature 

Selection 

SA-SVM Classification 
with PSO-SVM Feature 

Selection 
1 87.2024 86.0931 0.9201 0.9098 

2 85.9848 86.066 0.9134 0.9079 

3 83.7662 87.2294 0.9006 0.9171 

4 88.3658 86.931 0.9263 0.9111 

5 88.2197 87.1753 0.9264 0.9157 

6 88.3117 84.9567 0.9253 0.9027 

7 82.5 88.3658 0.8939 0.9255 

8 82.6136 87.1753 0.8908 0.917 

9 83.8636 87.2294 0.9002 0.9148 

10 82.5216 85.9307 0.8845 0.9066 

11 82.5216 84.8674 0.8924 0.8987 

12 87.7435 84.7944 0.9233 0.8962 

13 84.8485 85.9578 0.9067 0.9039 

14 89.5238 87.2294 0.9343 0.9173 

15 89.5238 87.2294 0.9343 0.9173 

16 81.3636 86.1147 0.8876 0.9104 

17 87.2294 85.0325 0.9188 0.902 

18 87.2835 87.3295 0.9202 0.9202 

19 87.2781 82.5108 0.9201 0.8885 

20 88.3117 87.2024 0.9251 0.9143 

21 87.2835 87.0942 0.9213 0.914 

22 87.2835 85.9199 0.9196 0.9059 

23 82.5216 87.2294 0.8939 0.9178 

24 86.6477 84.9567 0.9175 0.9036 

25 81.3853 87.362 0.8863 0.918 

26 88.2765 87.1753 0.9264 0.9161 

27 87.1753 86.039 0.9201 0.9118 

28 87.1672 88.934 0.9201 0.9309 

29 81.3853 84.8485 0.8877 0.9003 

30 87.1753 86.066 0.9201 0.908 

31 87.1753 89.4481 0.9202 0.9291 

32 82.5487 88.5227 0.8889 0.9285 

33 84.8864 84.8674 0.9056 0.9004 

34 81.3853 88.3658 0.8876 0.9272 

35 87.2727 86.1472 0.92 0.9106 

36 86.2256 86.0227 0.9157 0.9071 

37 87.1753 85.0054 0.9197 0.902 

38 86.039 88.3387 0.9134 0.9255 

39 84.8214 87.1753 0.9036 0.914 

40 87.1212 86.0931 0.917 0.9099 

Table 5.26. Average performance of “SA-SVM Classification with Sequential Feature Selection” and 
“SA-SVM Classification with IPSO-SVM Feature Selection” 
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Based on the results, average accuracy and F-score of “SA-SVM Classification with 

Sequential Feature Selection” are 85.7482 and 0.9112 receptively and in “SA-SVM 

Classification with IPSO-SVM Feature Selection” approach are 86.5258 and 0.9119 

respectively. The results show the better performance of “SA-SVM with IPSO-SVM 

Feature Selection”.  For statistical evaluation between these two approaches, the pair t-

test is used with a level of significance of ɑ=0.05, where the p value of t-test is 0.05.  

t-Test: Paired Two Sample for Means 
 

 SA-SVM Classification with 
Sequential Feature Selection 

SA-SVM Classification with 
PSO-SVM Feature Selection 

Mean 85.748225 86.52581 

Variance 6.213365515 1.907148 

Observations 40 40 

Pearson Correlation -0.116236369  

Hypothesized Mean 
Difference 

0  

df 39  

t Stat -1.646557024  

P(T<=t) one-tail 0.053842554  

t Critical one-tail 1.684875122  

P(T<=t) two-tail 0.107685107  

t Critical two-tail 2.02269092   

Table 5.27. The T-test result between “SA-SVM Classification with Sequential Feature Selection” and 
“SA-SVM Classification with IPSO-SVM Feature Selection” 

 
 Since, these statistical tests show that the results achieved by “SA-SVM 

Classification with Sequential Feature Selection” and “SA-SVM Classification with 

IPSO-SVM Feature Selection” are not statistically very different, it is intended to 

improve the performance of “SA-SVM Classification with IPSO-SVM Feature Selection 

algorithm” by proposing “The proposed feature selection algorithm with SA-SVM 

classifier”. Then, it is compared with “SA-SVM Classification with Sequential Feature 

Selection” in next section to show the statistical difference appeared. 

o “SA-SVM Classification with Sequential Feature Selection” & “SA-SVM 

Classification with IPSO-SVM Feature Selection” 

Since in previous section “SA-SVM Classification with IPSO-SVM Feature 

Selection” algorithm wasn’t statistically different with the “SA-SVM Classification with 

Sequential Feature Selection” - as mentioned in previous section- it is going to improve 

its performance and accuracy by proposing the algorithm which has been described in 

section 4.5 and its results have been shown in section 5.5.1. In this section, the 
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performance of “SA-SVM Classification with Sequential Feature Selection” & the 

proposed algorithm of “SA-SVM Classification with Smart IPSO-SVM Feature 

Selection” are compared. Table 5.28 shows the comparison of these two algorithms.    

 Accuracy 
 

F-score 

Number of 
Observations 

SA-SVM Classification 
with Sequential 

Feature Selection 

SA-SVM Classification 
with SFS-PSO-SVM 
Feature Selection 

SA-SVM Classification 
with Sequential Feature 

Selection 

SA-SVM Classification 
with SFS-PSO-SVM 
Feature Selection 

1 87.2024 82.6299 0.9201 0.8842 

2 85.9848 87.0455 0.9134 0.9133 

3 83.7662 84.7944 0.9006 0.9025 

4 88.3658 87.2294 0.9263 0.9205 

5 88.2197 87.2294 0.9264 0.9194 

6 88.3117 88.474 0.9253 0.9273 

7 82.5 87.1753 0.8939 0.9167 

8 82.6136 87.1212 0.8908 0.9142 

9 83.8636 86.1147 0.9002 0.9086 

10 82.5216 84.9297 0.8845 0.9041 

11 82.5216 86.039 0.8924 0.9101 

12 87.7435 88.3036 0.9233 0.9265 

13 84.8485 86.039 0.9067 0.9088 

14 89.5238 88.5281 0.9343 0.9285 

15 89.5238 88.5281 0.9343 0.9285 

16 81.3636 84.8485 0.8876 0.8986 

17 87.2294 88.3117 0.9188 0.9255 

18 87.2835 86.0931 0.9202 0.9097 

19 87.2781 87.3106 0.9201 0.9199 

20 88.3117 87.2294 0.9251 0.9184 

21 87.2835 88.4199 0.9213 0.9255 

22 87.2835 86.0931 0.9196 0.9104 

23 82.5216 88.1818 0.8939 0.9264 

24 86.6477 86.0931 0.9175 0.908 

25 81.3853 86.039 0.8863 0.9101 

26 88.2765 87.1753 0.9264 0.9136 

27 87.1753 88.4199 0.9201 0.9264 

28 87.1672 85.4329 0.9201 0.9077 

29 81.3853 88.4199 0.8877 0.923 

30 87.1753 87.2294 0.9201 0.9195 

31 87.1753 88.3658 0.9202 0.9272 

32 82.5487 88.4091 0.8889 0.923 

33 84.8864 87.2294 0.9056 0.9181 

34 81.3853 87.0942 0.8876 0.9156 

35 87.2727 88.2576 0.92 0.925 

36 86.2256 88.934 0.9157 0.9294 

37 87.1753 88.3117 0.9197 0.9251 

38 86.039 87.1753 0.9134 0.918 
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39 84.8214 85.9578 0.9036 0.9101 

40 87.1212 87.2294 0.917 0.9172 

Table 5.28. Average performance of “SA-SVM Classification with Sequential Feature Selection” and 
“SA-SVM Classification with Smart IPSO-SVM Feature Selection” 

 
Based on the results, average accuracy and F-score of “SA-SVM Classification with 

Sequential Feature Selection” are 85.7482 and 0.9112 and in “SA-SVM Classification 

with Smart IPSO-SVM Feature Selection” approach are 87.0611 and 0.9167 

respectively. The results show the better performance of proposed algorithm of “SA-

SVM Classification with Smart IPSO-SVM Feature Selection” than another algorithm.  

For statistical evaluation between these two approaches, the pair t-test is used with a 

level of significance of ɑ=0.05, where the p value of t-test is 0.0009.  

t-Test: Paired Two Sample for Means 
 

 SA-SVM Classification with 
Sequential Feature Selection 

SA-SVM Classification with SFS-
PSO-SVM Feature Selection 

Mean 85.748225 87.06108 

Variance 6.213365515 1.831366251 

Observations 40 40 

Pearson Correlation 0.282242507  

Hypothesized Mean Difference 0  

df 39  

t Stat -3.350752558  

P(T<=t) one-tail 0.000899517  

t Critical one-tail 1.684875122  

P(T<=t) two-tail 0.001799033  

t Critical two-tail 2.02269092   

Table 5.29. The T-test result between “SA-SVM Classification with Sequential Feature Selection” and 
“SA-SVM Classification with Smart IPSO-SVM Feature Selection” 

 
These statistical tests show that the results achieved by these approaches are 

statistically significance different. Therefore, according to achievement, the 

performance of the proposed algorithm is much better than the other compared 

algorithms.  

5.7   Summary 
 
This chapter reviewed the experimental results of proposed algorithms in different 

stages of skin cancer detection system. In pre-processing stage, the results show the 

better performance of Adaptive Median and Adaptive histogram Equalization among 

others. In segmentation stage, an algorithm is proposed based on K-mean and level set 

and the results compared with traditional Level set and Fuzzy c-means thresholding. 
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Four metrics of Border error, Similarity, Hammoude distance and Rms error were used 

for this purpose. The promoted results show the successful performance of proposed 

algorithm when compares to traditional level set segmentation method and Fuzzy c-

means thresholding, in two cut off (sw=0, cut between the small and middle class, 

sw=1, cut between the middle and large class). To approve the improved results, 

ANOVA test has been applied for assurance. Additionally, the proposed algorithm can 

easily be retargeted to apply in other domains of interest. In next step, after extracting 

the different features of images, the proposed algorithm for feature selection (Smart 

IPSO-SVM Feature Selection) is performed to choose the best subset of features to feed 

the classification stage. In classification stage, the SA-SVM is compared with SVM and 

selected as a better classifier which has been used in this detection algorithm. This 

proposed algorithm is compared with 3 other algorithms and also the algorithm with no 

feature extraction. The experimental results show the better performance of proposed 

algorithm of “SA-SVM Classification with Smart IPSO-SVM Feature Selection” than 

the other algorithms. The average accuracy and F-score are estimated as 87.0611and 

0.9167 respectively. The statistical evaluation using t-test also shows the superiority of 

proposed algorithm when compares with other algorithms employed in this thesis.  
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CHAPTER 6 

SUMMARY AND FUTURE RESEARCH 

 

6.1 Introduction 
 
During recent decades, the incident of malignant melanoma as the lethal form of 

skin cancer has been raised. This cancer can be cured successfully if it is detected in 

early stages. Therefore, this early diagnosis is an important factor to decrease the 

mortality rates.  Although there are many developments in imaging technology like 

dermoscopy, this diagnosis suffers challenging subjectivity, especially in initial 

physicians’ care that would be the primitive gateway of patients in dermatology 

community. Since the diagnosis of melanoma from benign is not an easy process in 

early stages, the dermatologist should be trained as an expert. Therefore, the computer-

based diagnosis systems may be a beneficial tool for physicians with less experience. It 

can be useful to take the information achieved by computer into account for final and 

precise decision. For this purpose, physicians need a system to be more reliable and 

accurate than what it has been presented so far. 

This thesis proposed creative and effective algorithms which can improve the 

performance of computer-aided diagnostic systems for melanoma detection. This 

chapter covers an overall review on this thesis with respect to the components of 

system, the proposed algorithms, contributions and experimental achievements. This 

chapter is finalized by pursuing the discussions on some directions for future work in 

the area. 

6.2  Overall Review on This Thesis 
 
An automatic detection system of melanoma includes several stages: image 

acquisition, image segmentation, feature extraction and selection, and classification. 
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In pre-processing stage, different comparisons were performed to select the suitable 

method for proposed algorithm. In order to dispossessing the noise, five noise removal 

filters were investigated. Gaussian, Median, Mean, Adaptive Median, Adaptive Wiener 

filters were compared in the noise removal part. The experimental results indicate that 

the Adaptive Median has better performance on skin cancer images. In the following of 

this step, three contrast enhancement techniques of “Histogram Equalization (HE) 

“,”Adaptive Histogram Equalization (AHE) “ and “Unsharp Masking (UM) “were 

compared. The experimental analysis show the better results when Adaptive Histogram 

Equalization (AHE) is applied. After enhancing the quality of an image in pre-

processing stage, the algorithm is proposed to segment the skin image. In this proposed 

algorithm, the kmean algorithm is used as surface function or initial curve for level set 

algorithm. The level set algorithm starts evolving from this curve. This algorithm is 

compared with traditional Level set and Fuzzy c-means thresholding in two cut off 

(sw=0, cut between the small and middle class, sw=1, cut between the middle and large 

class). Four metrics of Border error, Similarity, Hammoude distance and Rms error are 

used for this purpose. The experimental results indicate the successful performance of 

proposed algorithm when compares to traditional level set and Fuzzy c-means 

thresholding algorithms. The proposed algorithm has less Border error, Hammoude 

distance and Rms error and more Similarity when compares with other mentioned 

algorithms.  To determine the statistical difference of proposed algorithm with others, 

one-way analysis of variance (ANOVA) as a statistical inference is applied. 

Experimental results show the significant difference between KLS and TLS, while the 

mean values of “Border Error” and “Rms Error” show the significant difference 

between KLS and FCT (sw=0) and the other two metrics show although there are 

improvement, it is not significant. The mean values of third column show the significant 

difference between KLS and FCT (sw=1). On the other hand, the results show the 

reduction in computational cost. Increasing the performance and decreasing the 

computational cost would be considered as two beneficial contribution of segmentation 

section which can easily be retargeted to apply in other domains of interest. After 

separating the tumour from its background (skin) in segmentation stage, it is going to 

the next stage which is feature extraction.  

In the studies related to skin cancer detection systems, many different features were 

used. One of the main disadvantages of previous works can be the few study on feature 
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selection algorithms. Another disadvantage is the lack of strong feature selection 

algorithms in most previous researches, and many of these studies did not provide 

enough information about their experimental settings and parameters. For adding the 

contribution to this area, after extracting 53 features from 86 images, the “Smart IPSO-

SVM” feature selection algorithm is proposed to choose the best subset of features to 

feed the classification stage. In this algorithm, IPSO include 40 particles in each 

population. In first population of IPSO, the first particle is initialized smartly using 

Sequential feature selection. The other particles are initialized randomly. The threshold 

value is set to 0.5. The weights more than this threshold are selected as a chosen 

features. To compute the fitness of each particle; SVM algorithm is trained by the 

training set and the selected features from the corresponding particle and the 

performance of the SVM on the test set with the corresponding feature set is considered 

as the fitness of that particle. The accuracy of each particle is compared with other 

particles to determine the best fitness. The best accuracy in a population is considered as 

“gbest” and the best accuracy in the history of that particle is “pbest”. The particles in 

next populations are generated according to the velocity and particles’ position which 

the formulas have been described in 4.4.2. After generating the next population the 

same process happens. Apparently, in the first population “pbest” and “gbest” are same. 

By reaching to 100th iteration the process is stopped and the obtained “pbest” with its 

corresponding features is considered as best solution candidate. The best selected subset 

of features is sent to classifiers to find out whether it is melanoma or not.  

Most of researchers in skin cancer detection systems have used the SVM as a 

classifier in their studies.  One of the main disadvantages of previous works can be the 

lack of study on SA-SVM which is a new and developed classifier. For adding another 

contribution to this area, the SA-SVM is selected as classifier in classification stage. 

This classifier generates further information from misclassified data in training phase. 

The details have been explained in section 4.5.2.1. However, it is compared with SVM 

in the study as well and the results confirm the better performance of this classifier 

versus SVM in skin cancer detection system. 

The proposed “Smart IPSO-SVM feature selection algorithm with SA-SVM 

classifier” is compared with 4 other algorithms including, “Sequential feature selection 

with SVM classifier”, “Sequential feature selection with SA-SVM classification”, 
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“IPSO-SVM feature selection with SA-SVM classification” and when there is no 

feature selection in the algorithm. The results compared according to the average of 

Accuracy and F-score in 100 iterations with 40 particles. For statistical analysis of the 

proposed algorithm, t-Test is performed in 40 observations to determine whether the 

results are statistically different or not. The average accuracy and F-score are estimated 

as 87.0611and 0.9167 respectively. The statistical evaluation using t-test also shows the 

superiority of proposed algorithm when compares with other algorithms in this thesis. 

To sum up, the objective of this thesis to investigate and experiment the different 

steps of detection system has been achieved completely and the other objective to 

propose an algorithm for classifying the lesion as malignant or benign satisfied 

successfully. 

6.3   Directions for Future Work 
 
This research indicated new ideas and approaches to address the key components in 

a computer-based system for diagnosis of melanoma. Now, various possible directions 

which may be pursued for further advance of this study are drawn. 

To develop a reliable real-world computer-based diagnosis system of skin cancer, it 

is required to test the system rigorously with a large number of images in different 

conditions, for example on thousands of lesions from people. This would entail a well-

organised take parting of different medical institutions. This system has to meet the 

necessity of (i) expert gainers, like dermatologists who are demanding a second opinion 

for their clinical diagnosis on the given lesion (ii) non-expert gainers, like general 

practitioners who are demanding to amend their diagnosis accuracy to have more 

confidence. This system may be designed to be considered as a training tool for medical 

students as well. The final purpose is to make people able to do primitive analysis on 

their skin and based on the results taken would pursue a medical doctor for advice and 

treatment. This will save the time and cost and earlier diagnosis. 

It could be beneficial to provide a large dataset include different images of the same 

lesion. These similar images can be taken from different imaging modalities such as 

ultra sound, dermoscopy and etc. to consider the various aspect of lesion. This can 

appeal the different information about the same tumour such as depth of lesion, or 

surface of the lesion and other criteria. Thus, the acquired information would be useful 
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to estimate and predict more accurately. On the other hand, in some cases the sequential 

images taken in a period of time would be a good option for detection. 

Further research on the line of this thesis may be done by going through different 

segmentation methods for improving the traditional ones and make them more 

consistent with the skin cancer images in diagnosis systems. Moreover, the SA-SVM as 

a new developed classification technique is capable to be investigated and improved. 

Also, it can be feed with other advance techniques in feature extraction to improve its 

accuracy. Finally, another contribution in the area can be the investigation on 

pathologist images with the same or improved algorithms. The hybrid segmentation 

algorithms maybe applied on pathologist images to improve the segmentation results.  

6.4 Limitation of the Study 
 
Although the current thesis generate great findings in the area, it can be confirmed 

that the present research have the capability to be improved more in respect to solving 

the limitations. A limitation of this research it just used digital camera skin image and 

did not used pathologist images or other type of images. Based on using digital images, 

the research had not considered the depth of the melanoma and just used two dimension 

images. The propose system also did not consider a set of continue capturing images, it 

was limited to individual image testing. 

The proposed system is applicable in the specific area of skin cancer detection and 

can be modified to be used in other similar systems. 
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