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Abstract vi

Abstract
The analytic expression for an American option price under the Black-Scholes model 

requires the early exercise boundary as one of its inputs, and this is not known a priori. 

An implicit integral equation can be found for this free boundary, but it has no known 

closed-form solution, and its numerical solution is highly non-trivial. This has given rise 

to a number of analytical solution methods and numerical techniques designed to handle 

the early exercise feature.

The aim of this thesis is to explore Fourier-type solution methods for pricing Ameri­

can options. The price is defined as a free boundary value problem, whose solution sat­

isfies the Black-Scholes PDE with certain final and boundary conditions. This problem 

is solved using the incomplete Fourier transform method of McKean (1965). The method 

is generalised to American options with monotonic and convex payoffs in a systematic 

way, and is further extended by applying it to solve the PIDE for the American call option 

under Merton’s (1976) jump-diffusion model. In this case numerical integration solutions 

require an intense level of computation. The thesis considers the Fourier-Hermite series 

expansion method as an alternative approach. This is extended to allow for jump-diffusion 

with log-normally distributed jump sizes. The main contributions of the thesis are:

• Evaluation of American Options under Geometric Brownian Motion - Chapters 

2 and 3. The details of McKean’s (1965) incomplete Fourier transform are pro­

vided for a monotonic payoff function, and several forms for the price and free 

boundary are reproduced in the case of an American call. A numerical scheme 

for implementing the equations is given, along with a comparison of several ex­

isting numerical solution methods. The applicability of the transform technique 

to more general payoff types is demonstrated using an American strangle posi­

tion with interdependent component options. A coupled integral equation system 

for the two free boundaries is found and solved using numerical integration. The 

resulting free boundaries are consistently deeper in-the-money than those for the 

corresponding independent American call and put.

• Pricing American Options under Jump-Diffusion - Chapter 4. The incomplete 

Fourier transform method is applied to the jump-diffusion model of Merton 

(1976). The PIDE for an American call is solved, and the results are simpli­

fied to replicate the integral equations of Gukhal (2001) for the price and free



Abstract

boundary. An implicit expression for the limit of the free boundary at expiry is 

derived, and an iterative algorithm is presented for solving the integral expres­

sions numerically. The results are demonstrated to be consistent with existing 

knowledge of American options under jump-diffusion, and display behaviour 

that is consist with market-observed volatility smiles.

• Fourier-Hermite Series Expansions for Options under Jump-Diffusion - Chap­

ter 5. The Fourier-Hermite series expansion method is extended to the jump- 

diffusion model of Merton (1976) in the case where the jump sizes are log­

normally distributed. With the aid of a suitably calibrated scaling parameter, 

the method is used to evaluate American call options. The pricing accuracy of 

this approach is shown to be comparable to both the iterative numerical integra­

tion method, and the method of lines technique by Meyer (1998). The series 

expansion method displays a high computation speed in exchange for some loss 

of accuracy in the free boundary approximation.

vii



CHAPTER 1

Introduction

1.1. Literature Review and Motivation

The Black-Scholes option pricing formula has been a fundamental tool for option 

traders in financial markets around the world for many years. Following the derivations 

by Merton (1973) and Black and Scholes (1973) of the analytic pricing formulae for Euro­

pean call and put options on stocks, the Black-Scholes methodology has been extensively 

analysed, explored and expanded, with new extensions and applications of the theory aris­

ing constantly. One key area of derivatives pricing that remains the focus of a great deal 

of financial literature is that of American options.

An American option contract is in many ways identical to it’s European counterpart. 

Both provide the holder with the right to buy (call option) or sell (put option) some under­

lying asset in the future for a pre-determined settlement price, known as the strike price. 

The key difference lies in the times at which the holder may exercise this right to purchase 

or sell. For a European option, the holder may only exercise at a pre-determined expiry 

date. In the case of an American option, however, the holder may exercise the contract at 

any time from the moment the contract is written, up until and including the expiry date. 

While this difference in exercise terms is fundamentally simplistic, it results in a pricing 

problem that is far more complicated to solve mathematically.

American options are commonplace instruments within modem financial markets. 

They are written on many underlying assets, including stocks, futures and foreign ex­

change rates. While the instruments themselves are readily found in the financial market­

place, a consistent pricing framework like the Black-Scholes formula is not in use. A key 

reason for this is that finding the price of an American option under the Black-Scholes 

framework is equivalent to solving an optimal stopping problem. While an analytic ex­

pression for the American option price exists, it is not easy to implement, especially when 

compared with the European case.

l
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The analytic expression for an American option price requires the optimal early exer­

cise boundary as one of its inputs, and this is not known a priori. While an integral expres­

sion can be obtained for this boundary, it results in an implicit integral equation that has 

no known closed-form solution, and whose numerical solution is highly non-trivial. Such 

complications do not arise when pricing European options, where special functions are 

employed to evaluate the relevant pricing formulae. Since extending the Black-Scholes- 

Merton analysis for European options to the American case does not appear simple on the 

surface, this has given rise to an extensive range of research into methods for solving the 

American option pricing problem. In a survey of this work, Myneni (1992) identified sev­

eral fundamental methods that can be used to price American options. These can broadly 

be summarised into four distinct classes: approximate solutions; the compound options 

technique; discrete numerical methods; and the free boundary problem approach.

During the late 1970s, through to the mid 1980s when the Black-Scholes framework 

was first being extended to American options, computing power was not very extensive. 

This motivated a considerable amount of work into finding approximation formulae for 

the prices of American options. Roll (1977) proposed a method whereby the price of 

an American call could be approximated via a weighted linear sum of three European 

call options, chosen to replicate the behaviour of the American call when there was only 

one dividend payment expected during the life of the option. The method was refined 

by Geske (1979a), Whaley (1981) and Geske (1981), who finally demonstrated that the 

replicating portfolio used was not unique, and hence there was no unique solution for 

the American call price when found via this approach. Identifying an approximation for 

the early exercise boundary, Johnson (1983) produced an estimate for the American put 

price, using the European put as a lower bound. Blomeyer (1986) extended Johnson’s 

approach to the case of an American put option written on an asset with one ex-dividend 

date prior to expiry, requiring at most 5 European put prices to generate the American put 

approximation.

The greatest appeal of approximation methods is that they can be implemented with 

great ease and evaluated very rapidly. MacMillan (1986) derived one such approximation 

for the American put, based on neglecting small-valued terms in the Black-Scholes partial 

differential equation (PDE). The same approach was used by Barone-Adesi and Whaley
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(1987) to derive a quadratic approximation for American calls and puts written on com­

modities and futures. Such methods offered a high degree of computational efficiency, 

but they achieved this at significant cost to the pricing accuracy.

Another way to reduce the complexity of the American option is to instead consider 

a Bermudan-type option, where there are only a finite number of early exercise dates. 

Parkinson (1977) found a binomial approximation for the American put using this ap­

proach. A more complex method presented itself within the work of Geske (19796), who 

studied the pricing of compound options under the Black-Scholes framework. When one 

assumes that the American option can only be exercised at a series of discrete time points, 

the price can be expressed as a compound option problem. The Geske-Johnson technique, 

named after the work of Geske and Johnson (1984), offers analytic solutions for American 

calls and puts under the assumption of discrete early exercise dates. Their solution covers 

both the presence and absence of dividends, and unlike the approximation approaches, 

these satisfy the Black-Scholes PDE exactly, along with all the relevant boundary and 

initial conditions. It was also demonstrated that as the number of early exercise dates was 

increased, the compound option solution converged to the continuous American option 

price.

The compound option methodology has subsequently found many American option 

applications. Whaley (1986) developed an approximation method based on the compound 

option approach, while Selby and Hodges (1987) and Schroder (1989) presented ways to 

reduce the required computation time for the method. Generalisation to two-factor models 

has also been successful, with Ho, Stapleton and Subrahmanyam (1997) extending the 

Geske-Johnson technique to the case where the risk-free rate evolves stochastically.

Since the early exercise feature added great complexity when finding exact solutions 

to the Black-Scholes PDE, a common alternative was to use numerical solution tech­

niques, as these could be easily adapted to handle early exercise by using dynamic pro­

gramming within a time-stepping algorithm. Approximating the continuous stochastic 

process for the stock price with a binomial tree, Cox, Ross and Rubinstein (1977) pre­

sented one of the simplest generalisations of the Black-Scholes framework that could 

easily handle American options. Binomial trees represent a numerical solution that in­

volves discretising both the time and state variables, another example being finite differ­

ence methods. Brennan and Schwartz (1977) were the first to use finite differences to
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solve the Black-Scholes PDE for the price of an American put. Finite difference tech­

niques are particularly powerful in that they can solve the Black-Scholes PDE for a vast 

range of American payoff functions without the approximations introduced by the bino­

mial method. Since the method is convergent and unconditionally stable (in the case of 

implicit and Crank-Nicolson schemes), it has been the subject of many further American 

option studies, including Wu and Kwok (1997) and Barraquand and Pudet (1996).

The method of lines can be used to solve PDEs by first discretising the time domain 

to create a system of ordinary differential equations, which are then solved discretely at 

each time step. Meyer and van der Hoek (1997) applied this to American calls and puts, 

and proved that the method was convergent. Chiarella, El-Hassan and Kucera (1999) 

used an alternative method based on path integrals. Expanding the American put price 

in a Fourier-Hermite series, they derived a backward recursion algorithm for the price 

and early exercise boundary. The series expansion method was unique in that it required 

only time discretisation; the price estimate was provided as a continuous function of the 

underlying asset value. Unlike trees and finite differences, the method of lines and series 

expansions both demand that the early exercise boundary be estimated to a fine degree of 

precision during computation. This can make these methods more appealing in applica­

tions where a detailed account of the free boundary is sought.

The fourth methodology for American option pricing was adapted from the field of 

physics. There exists a number of physical problems known as “free boundary problems”. 

Kolodoner (1956) provided an extensive discussion on several such problems, which typ­

ically arise from change of phase models, whose dynamics are governed by the well- 

known PDE called the “heat equation”. It is well understood that this PDE is equivalent 

to the Black-Scholes PDE for option prices, after some suitable transformations.

The connection between free boundary problem theory and American option pricing 

was first made by McKean (1965) in an appendix to an economic discussion of warrants 

by Samuelson (1965). The warrants being analysed were the equivalent of American call 

options. To find the value of this American call, McKean modelled the underlying stock 

as a stochastic process, and derived the PDE for the American call’s price, along with the 

correct final and boundary conditions. Under this formulation, the free boundary value 

problem for American options is related to the classical Stefan problem in the area of 

heat diffusion (see for example Rubinstein (1971) and Crank (1984)). The free boundary
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problem was solved using an incomplete Fourier transform, which produced an integral 

expression for the American call price, along with a corresponding integral equation for 

the free boundary. This approach allowed McKean to produce a solution that was, for all 

intents and purposes, equivalent to a Black-Scholes formula for American options. The 

only drawback was that the integral equations could not be solved analytically.

There has since been a large amount of research into American option pricing as a free 

boundary problem. Some alternative examples were considered by van Moerbeke (1974), 

(1976), and Karatzas (1988) used martingale methods to reproduce McKean’s results. The 

most significant analysis of McKean’s findings was providedby Kim (1990), who updated 

the Fourier transform results to account for risk-neutral pricing theory. Kim also proved 

that McKean’s integral equations were consistent with the Geske-Johnson solution when 

the number of finite exercise dates is allowed to become infinitely large. This was the first 

indication that the compound option and free boundary approaches were mathematically 

equivalent. The results also yielded a decomposition of the American put price into its 

European value plus a positive early exercise premium term, an economic interpretation 

that was further supported by Jacka (1991), and Carr, Jarrow and Myneni (1992). At the 

same time, Jamshidian (1992) derived expressions for American option prices in the case 

of equities with a continuous dividend yield, again supporting Kim’s findings. Mallier 

and Alobaidi (2000) also attempted to solve the PDE using partial Laplace transforms, 

but were unable to find a simple inversion for their result.

With the correct integral equations for the American option price and free boundary 

well established, it became clear that the greatest computational burden in numerically 

solving these equations would arise from the free boundary component. Once the free 

boundary was known, the task of calculating the option price was straightforward. In 

light of this fact, there has been a great deal of work devoted to finding efficient ways 

to calculate the early exercise boundary. Underwood and Wang (2000) implemented the 

integral equation for the boundray using a fixed-point iterative method, but found the 

method slow to converge. AitSahlia and Lai (1999) transformed the American option 

problem to a single canonical optimal stopping problem for Brownian motion. Having 

estimated the free boundary points at a small number of time points, they obtained a 

continuous approximation for the free boundary using a cubic spline, and then proceeded
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to numerically price the American option. Little, Pant and Hou (2000) produced a one­

dimensional integral representation for the American put free boundary by noting that all 

values of the underlying asset from zero up to the critical stock price will satisfy a certain 

equality. They implemented this new representation numerically, and found that it yielded 

encouraging results.

Allegretto, Barone-Adesi and Elliott (1995) approximated the price of an American 

put by using a combination of relaxation techniques and numerical methods to quickly 

estimate the free boundary. Barron and Jensen (1990) used utility arguments to estab­

lish an obstacle stopping problem for the American call. The problem was solved using 

a stochastic optimal control model. Elliott, Myneni and Viswanathan (1990) looked at 

both finite and perpetual American options using a martingale approach, along with some 

initial extensions to American portfolios. Buchen, Kelly and Rodolfo (2000) explored an 

alternative approach, estimating the free boundary using cubic splines, and then applying 

an iterative scheme to McKean’s integral equation for the free boundary. The spline pro­

vided an accurate estimate for the free boundary’s derivative, and the method was proof 

that McKean’s equations were more tractable than Carr et al. (1992) had claimed.

Huang, Subrahmanyam and Yu (1996) proposed a recursive method for finding the 

early exercise boundary of American options. They used the Geske-Johnson technique to 

find the free boundary at a small number of time points. Richardson extrapolation was 

used to estimate the entire boundary, which was then taken as an input for the analytic 

American option pricing formula. The method worked well, and this prompted Ju (1998) 

to propose an alternative approximation for the free boundary along the same lines, but 

using a piece-wise exponential function. The method was highly accurate, and Ju was 

able to draw the fundamental conclusion that the American option price was not overly 

sensitive to the value of the free boundary. Following on from this, AitSahlia and Lai 

(2001) proposed that the free boundary could be approximated using linear splines with 

very few knots, again with extremely accurate results. There is considerable value in 

these findings, as the bulk of the computation time in solving for American option prices 

is dedicated to solving for the free boundary. When this can be simplified without any 

loss in pricing accuracy, it becomes possible to compute accurate American option prices 

at much greater speeds.
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Given that the free boundary behaves most erratically near the expiry date, and that 

McKean’s integral equations for the boundary are singular at that time point, small-time 

expansions have been developed to approximate the free boundary close to expiry. Bar- 

les, Burdeau, Romano and Samsoen (1995) provided one such approximation for the free 

boundary of the American put, while Wilmott, Dewynne and Howison (1993) have con­

ducted analysis for the free boundary of American call options written on dividend paying 

assets. Kuske and Keller (1998) also derived expressions for the American put early exer­

cise boundary near expiry by solving the relevant integral equations asymptotically. One 

of the most extensive studies into the American put free boundary is that of Chen and 

Chadam (2000), who noted that several different approximations for the free boundary 

near expiry exist, and they sought to determine which ones, if any, were correct. They 

derived four different approximations, and showed that each was applicable for different 

time frames. Such approximations offer an alternative to numerical solutions for the free 

boundary near expiry, in which the free boundary’s rapid change in slope is not always 

well handled.

With such a vast range of solution methods now established for American option prob­

lems in the basic Black-Scholes framework, there has been considerable work extending 

the various methods to more complex models and problems. Kim and Yu (1993) gener­

alised Kim’s results to several alternative diffusion processes, including absorbing Gauss­

ian diffusion, residual volatility diffusion, and constant elasticity of variance diffusion. 

As detailed by Zhang (1997a), there exists a large range of option contracts where the 

payoff function involves more than one underlying asset. The exercise regions for Amer­

ican options on multiple assets have been analysed by Broadie and Detemple (1997) and 

Villeneuve (1999). American options have been priced in the case of stochastic volatility 

by Ritchken and Trevor (1999) and Cakici and Topyan (2000) using discrete GARCH 

models, and as stated previously, Ho et al. (1997) considered American options on equi­

ties when the risk-free rate is stochastic. The pricing of American bond options has been 

conducted by Chesney, Elliott and Gibson (1993) and Yu (1993), while Chiarella and 

El-Hassan (1999) have priced American bond options using the method of lines. Pham 

(1997) and Gukhal (2001) also extended the Black-Scholes American option results to 

allow for jump-diffusion in the asset dynamics.
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The primary motivation for this thesis is the incomplete Fourier transform method of 

McKean (1965) as it applies to the American option pricing problem, and the accompa­

nying simplifications and analysis of Kim (1990). The added complexity involved when 

pricing American options has given rise to a wide range of solution techniques. At present, 

no single technique has gained acceptance as a standard method for solving American op­

tion problems. We propose that the incomplete Fourier transform method is the most ideal 

choice for this purpose. It offers a simple generalisation of the European price solution 

within the Black-Scholes framework, and is readily extended to a broad class of payoff 

types and more complex stochastic dynamics. The method’s flexibility is demonstrated by 

applying it to an American strangle portfolio, and showing how the transform can be used 

to solve the partial-integro differential equation (PIDE) in the case of American options 

under jump-diffusion. As an extension to this research, we generalise the Fourier-Hermite 

series expansion method of Chiarella et al. (1999) to allow for jump-diffusion in the un­

derlying, and demonstrate its usefulness as an alternative Fourier-style analysis technique 

for this more complex problem.

1.2. Structure of the Thesis

There are three main topics of research within the thesis. The first two focus on 

the use of the incomplete Fourier transform method to solve free boundary problems for 

American options. The first of these is presented in Chapters 2 and 3, which focus on the 

price and free boundary of American options under the geometric Brownian motion model 

of Black and Scholes (1973). Chapter 4 uses the incomplete Fourier transform method 

to evaluate American options under the jump-diffusion model of Merton (1976). The 

third part, covered in Chapter 5, extends on this by applying the Fourier-Hermite series 

expansion method to price American options under jump-diffusion. Chapter 6 provides a 

summary of results and findings, along with potential related paths for future research.

1.2.1. Evaluation of American Options under Geometric Brownian Motion. Amer­

ican calls and puts are common derivatives in modem financial markets. Written on a 

range of underlying assets, including stocks, futures, and foreign exchange rates, there 

has long been a real-world demand for an extension of the Merton (1973) and Black and 

Scholes (1973) results for European call and put options to the American case. This has 

since been achieved by numerous studies, such as Karatzas (1988), Kim (1990), Jacka
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(1991), Carr et al. (1992), and Jamshidian (1992), each using a varied approach, many 

of which require knowledge of the associated European option solution as a prerequi­

site. One exception to this is the often underestimated solution method of McKean (1965) 

which, at its most basic level, is a natural extension of the Black-Scholes solution to the 

case where early exercise is allowed. That McKean was able to derive the correct result 

without prior knowledge of the European solution is a testament to the method’s broad 

scope. In Chapter 2 we provide a detailed review of the incomplete Fourier transform 

technique, and reconcile this with the work of Kim (1990) and Carr et al. (1992).

Using mathematical results from Kolodoner (1956), McKean derived the integral 

equation for both the price and early exercise boundary of an American call option as 

the solution to a free boundary problem using an incomplete Fourier transform. Since 

the equivalent complete transform can be used to solve the problem in the European case, 

this method was a natural extension of the Black-Scholes European call option solution 

methodology. Combined with Kim’s simplifications and analysis, an analytic formula 

for the American option price was found, suggesting that it may be possible to solve the 

problem without resorting to numerical PDE solution techniques such as finite differences 

(Brennan and Schwartz 1977), or the binomial approximation (Parkinson 1977).

The Fourier transform method is made even more attractive in that it requires no time- 

discretisation, unlike the compound option method of Geske and Johnson (1984), which 

yields an equivalent result once the time step sizes are reduced to zero in the limiting 

sense. Fourier transforms also allow the problem to be solved in relatively general terms. 

Whereas the form of the payoff needs to be almost specific for most of the other cited 

methods, the incomplete Fourier transform is capable of generating some form of solution 

to the free boundary problem for a range of general payoffs. We do not endeavour to prove 

the existence or uniqueness of the solution in the case of general payoffs, but note that 

Jacka (1991) has done so for the American put case.

The focus in Chapter 2 is to demonstrate how to apply the incomplete Fourier trans­

form technique for a monotonic payoff function, and then recover several forms for the 

price and free boundary in the case of an American call option. A numerical scheme 

for implementing the equations is also provided, accompanied by a selection of results.
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The discussion serves to provide a practical explanation of the incomplete Fourier trans­

form, whilst reconciling in full the results of McKean (1965), Kim (1990), and Carr et al. 

(1992).

To demonstrate the applicability of the transform technique to more general payoff 

types, in Chapter 3 we apply the method to an American strangle position, research that 

has since been accepted for publication (Chiarella and Ziogas 2003). Elliott et al. (1990) 

considered a related problem in the form of an American straddle, deriving the coupled 

integral equation system for the straddle’s free boundaries. There is, however, no clear 

indication of how the system could be solved, nor what impact the interdependent free 

boundaries have on the price of the portfolio. The American portfolios under considera­

tion are defined such that if exercised early, the entire payoff is optimally realised. In this 

way they are fundamentally different to a portfolio formed using independent American 

calls and puts. Chapter 3 demonstrates how the incomplete Fourier transform is applied to 

this problem. The coupled integral equation system for the two free boundaries is solved 

using numerical integration, and the results are compared with a standard strangle formed 

by combining independent American calls and puts. The topic is of considerable market 

significance, given that options are typically traded in positions (such as straddles and 

butterflies) as opposed to individual contracts.

1.2.2. Pricing American Options under Jump-Diffusion. Numerous studies into 

the returns of stocks and foreign exchange rates (e.g. Jarrow and Rosenfeld (1984), Ball 

and Torous (1985), Jorion (1988), Ahn and Thompson (1992), and Bates (1996)) indicate 

that real-world financial data contains leptokurtic features that are better described by 

jump-diffusion processes, rather than the pure-diffusion process of Black and Scholes 

(1973). Merton (1976) proposed a model for European options where the underlying 

asset followed jump-diffusion dynamics. The jumps arrive according to a Poisson process 

with random jump sizes. The model was later extended to the American option case by 

Pham (1997) using probability arguments, and Gukhal (2001) who extends the Geske- 

Johnson compound option approach of Kim (1990) to cater for jumps. In Chapter 4 

we demonstrate how the incomplete Fourier transform of McKean (1965) can be used to 

derive the integral expression in the case of an American call option under jump-diffusion.

There have been several attempts at calculating the price and early exercise boundary 

for American options in the jump-diffusion setting. The binomial tree method of Amin
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(1993) demonstrated that the addition of jumps was able to recreate the so-called “volatil­

ity smile” affect observed in market option prices. Zhang (19976) and Carr and Hirsa 

(2003) used finite difference methods to solve the problem, while Wu and Dai (2001) 

used a multi-nomial tree approach. Meyer (1998) developed a recursive algorithm for 

use with the method of lines and d’Halluin, Forsyth and Vetzal (2003) were able to price 

American puts under jump-diffusion using a fixed-point iteration method.

We use the jump-diffusion model of Merton (1976) to demonstrate an extension of 

McKean’s Fourier transform approach to price American options with more complex 

price dynamics. Chapter 4 solves the PIDE for an American call using the incomplete 

Fourier transform technique, and generalises the simplifications of Kim (1990) to recover 

the integral expressions of Pham (1997) and Gukhal (2001) for both the price and free 

boundary of the option. An expression for the limit of the free boundary at expiry is found, 

again based on Kim’s analysis for the pure-diffusion case. An iterative algorithm is pre­

sented for solving the integral expressions numerically, and the results are demonstrated to 

be consistent with existing knowledge of American options under jump-diffusion, such as 

those of Amin (1993). The chapter thereby provides an extension of the methods outlined 

in Chapters 2 and 3 to the jump-diffusion model.

1.2.3. Fourier-Hermite Series Expansions for Options under Jump-Diffusion.

The numerical implementation of the integral expressions for American calls under jump- 

diffusion in Chapter 4 suggests a simple way to analyse the properties of American option 

prices and free boundaries in this setting. A shortcoming of this approach is that a sub­

stantial amount of computation time is involved, which increases exponentially with the 

level of time discretisation used. This prompts us to consider another Fourier-type of 

solution method that can produce a space-continuous approximation for the American 

call price, along with an estimate of the early exercise boundary for a less cumbersome 

computational load.

Tree methods, such as Amin (1993) and Wu and Dai (2001) are at best a discrete 

approximation of the underlying process for asset returns, and this discretisation can in­

troduce bias in prices if not correctly handled. Using finite differences, the problem can be 

solved as a variational inequality (Zhang 19976), or by direct application of a scheme like 

Crank-Nicolson to the PIDE (Carr and Hirsa 2003). In this case the option price is found 

on a discrete space-time grid, and interpolation must be conducted for any spot price that
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falls between space grid points. Meyer (1998) extended the method of lines solution of 

Meyer and van der Hoek (1997) to price American calls and puts under jump-diflusion. 

The method is convergent and fast to compute, and yields an accurate free boundary esti­

mate as part of the solution. This still requires discretisation in both dimensions, however, 

and is best suited to discrete jump sizes.

Applying ideas from the evaluation of path integrals, Chiarella et al. (1999) demon­

strated how Fourier-Hermite series expansions could be used to price both European and 

American options under pure-diffusion dynamics. The method is fast to compute, sim­

ple to implement, and finds an estimate of the early exercise boundary as part of the 

solution for American options. Furthermore, the option price is estimated by a weighted 

series of basis functions which are continuous in the underlying asset, avoiding the need 

for two-dimensional discretisation. In Chapter 5 we extend this Fourier-based numerical 

method to cater for the jump-diffusion model of Merton (1976) in the case where the jump 

sizes are log-normally distributed. The method requires no discrete approximation for the 

jump size density, and with the aid of a suitably calibrated scaling parameter, can be read­

ily applied to evaluate American call options. The results and performance of the series 

expansion approach are compared with the iterative numerical integration of Chapter 4, 

along with the method of lines technique of Meyer (1998), and conclusions are drawn on 

the conditions under which the various methods are most effective.



CHAPTER 2

Pricing American Options under Geometric Brownian Motion

2.1. Introduction

The evaluation of American options under the models of Black and Scholes (1973) 

and Merton (1973) has been investigated using a vast array of analytic techniques and 

numerical methods. Unlike European options, American options can be exercised at any 

time during the term of the derivative contract. As a result there exists some value of the 

underlying asset at which it is optimal to exercise the option, and this varies with time 

to maturity. There are numerous ways the problem can be explored within the Black- 

Scholes framework. McKean (1965) (who seems to have been the first to consider the 

problem) treats the American call as a free boundary value problem for the Black-Scholes 

partial differential equation (PDE). Using an incomplete Fourier transform, he obtains an 

integral expression for the American call price that involves the free boundary. Evaluating 

this expression at the early exercise boundary produces an integral equation for the free 

boundary. Although applied to the American call case, in principle this approach should 

be applicable to any general payoff function.

Parkinson (1977) considers the American put problem by taking series expansions 

of the solution in transform-space. For numerical implementation, he uses a binomial 

approximation of the continuous log-normal density for the stock price process. By as­

suming that the option can only be exercised at a discrete number of time points, Geske 

and Johnson (1984) treat the American put as a Bermudan option. They solve the prob­

lem using compound option theory, and offer the method as a discrete approximation for 

continuous American put prices. Kim (1990) takes the limit of the Geske-Johnson solu­

tion and shows that it yields an integral expression for the American put price, along with 

an integral equation for its free boundary, however this representation differs from that 

of McKean (1965). A similar result is found for the American call in the case where the 

underlying asset pays a continuous dividend yield. In both the call and put examples, the 

compound option method relies on explicit knowledge of the option payoff in order to

13
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proceed. Kim (1990) also shows that the limit of the Geske-Johnson method is equivalent 

to McKean’s solution, as he converts McKean’s integral equations into his own represen­

tation. Furthermore, Kim (1990) gives a clear economic interpretation to his solution for 

the American call and put, something that is extremely difficult to deduce from McKean’s 

expression.

Jacka (1991) shows that the American put is equivalent to an optimal stopping prob­

lem. He confirms Kim’s results, and shows that the solution is unique. Carr et al. (1992) 

contribute to the American put analysis by obtaining an alternative representation. They 

decompose the American put into its intrinsic value and time value components, and 

provide lower and upper bounds for the American put solution. Establishing a suitable 

hedging argument, Karatzas (1988) finds an expectation for the fair price of American 

contingent claims under the Black-Scholes model. In this way he finds the Snell envelope 

representation for the American put. Jaillet, Lamberton and Lapeyre (1990) use varia­

tional inequalities to evaluate American options. Little et al. (2000) derive an alternative 

representation for the free boundary of an American put. They take advantage of infor­

mation about the stopping region to find an integral equation that is faster to evaluate 

numerically.

This chapter seeks to consolidate and give some perspective on some of these various 

contributions. In particular, we shall focus this survey on the results of McKean (1965), 

Kim (1990) and Carr et al. (1992). Taking the free boundary value problem approach, we 

use McKean’s Fourier transform method to solve the Black-Scholes PDE for an American 

contingent claim with a general monotonic payoff function. In the process, we derive all 

the relevant properties of the incomplete Fourier transform. We demonstrate how to go 

from McKean’s representation to that of Kim, and vice versa. The Carr-Jarrow-Myneni 

representation is also reproduced, and we consider the economic interpretations of the 

various representations. We draw out the fact that certain methods can cater for payoffs 

of a fairly general form whilst others (e.g. Kim (1990)) are tied rather strongly to the 

particular payoff being considered.

A brief comparison of numerical methods for calculating the American option price 

is provided, along with free boundary estimates where applicable. The numerical so­

lutions presented include numerical integration of Kim’s integral equations, the method 

of lines (Meyer and van der Hoek 1997), Fourier-Hermite series expansions (Chiarella
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et al. 1999), finite differences (Brennan and Schwartz 1977), and binomial trees (Cox 

et al. 1977). Comprehensive studies comparing various numerical methods for American 

option pricing have also been conducted by AitSahlia and Carr (1997), and Broadie and 

Detemple (1996).

The remainder of this chapter is structured as follows. Section 2.2 details the Ameri­

can option pricing problem under consideration. Section 2.3 proceeds to solve this prob­

lem using the incomplete Fourier transform method. We invert the transform of the so­

lution in Section 2.4, and consider the specific example of an American call option in 

Section 2.5, detailing the various ways in which the integral equations can be represented. 

Section 2.6 uses the compound option solution method as applied to an American call, 

and Section 2.7 contains a comparison of the price and, where appropriate, early exercise 

boundary, as found using a range of numerical techniques. Conclusions follow in Section

2.8, with the various mathematical proofs provided in appendices.

2.2. Problem Statement - Monotonic Payoff

Let Ca(S, t) be the price of an American option written on an underlying asset with 

price S at time t, and time to expiry (T — t). The underlying pays a continuously com­

pounded dividend at the rate q. Let the payoff function for the option be given by c(S). 

We assume that c(S) is a non-negative, monotonic increasing function of S (strictly so 

for all S such that c(S) > 0), and that c(S) —» 0 as S —> 0. The early exercise bound­

ary for this American option is denoted by «(/ ). Figure 2.1 demonstrates the payoff and 

continuation region for Ca(S,t) in the case where Ca is an American call option, with 

c(S) = max(5' — K, 0).

Under the assumption that the price, S, of the underlying asset is driven by the geo­

metric Brownian motion

dS = fiSdt + aSdW, (2.2.1)

with drift /x, volatility a and Wiener process increments dW, it is known (for example 

using the standard hedging argument) that Ca satisfies the Black-Scholes PDE

dCa
dt

, 1 2 q2+ -<tS
d2Ca
dS2

+ (r - q)S
dCa
dS

- rCa = 0, 0 <t<T, (2.2.2)
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Continuation Region 
0 < S < a(t)

Stopping Region
S > a(t)

K a(t)

FIGURE 2.1. Continuation region in 5-space for an American call option

in the region 0 < 5 < a(t), where r is the risk-free rate, and q is the dividend rate of 5 

(continuously compounded), subject to the following final time and boundary conditions:

Ca(S,T) — c(S), 0 < 5 < oo, (2.2.3)

Ca(0,t) = 0, t > 0, (2.2.4)

Ca(a(t), t) = c(a(t)), t > 0, (2.2.5)

r dCa hm ^ 
S^a(t) dS = =c(a(f)), t>0.

S=a(t)
(2.2.6)

Condition (2.2.3) is the payoff function for the option at expiry, while conditions (2.2.5)-

(2.2.6) are collectively known as the “smooth-pasting” conditions. These ensure that the 

price, Ca(S,r), and its first derivative with respect to 5 are both continuous. This is 

necessary to maintain the Black-Scholes assumption of an arbitrage-free market.

It is convenient to first transform the PDE (2.2.2) to a forward-in-time equation, with 

constant coefficients. Setting S — ex and t — T — t, we define the transformed function 

Vb by
Ca(S, t) = Ca(ex, T-t) = Vb(x, r). (2.2.7)

The transformed PDE for Vb is then

m
dr

i 2d2v,,avb
2a ~d^ + k -rVb, 0 < r < T, (2.2.8)
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in the region — oo < x < In b(r) where k — r — q — |a2. The transformed free boundary 

is denoted by 6(r) = a(T — r), and the payoff is now v(x) = c(ex). The transformed 

initial and boundary conditions are

Vb(x, 0) = v(x), —oo < x < oo, 

lim Vb(x,r) = 0, r > 0,
x—>•—OO

Vb(]nb(T),r) = u(ln6(T)), r > 0, 
dVb dv(x)lim

x—>ln 6(r) OX dx

(2.2.9)

(2.2.10)

(2.2.11)

(2.2.12)= i/(ln6(r)), r > 0.
x=ln 6(r)

In what follows, we will use the notation b = b(r) for simplicity, unless there is a partic­

ular reason to highlight the maturity dependence of b.

In order to be able to apply integral transform methods to solve this PDE for V& (x, r), 

the x-domain shall be extended to — oo < x < oo by expressing the PDE as

rC . fj - £ ~ ' U T -

—----- -a—^— k-rjn L X / ^ 1 2^
<9x

+ rH = 0, (2.2.13)

where #(x) is the Heaviside step function, defined as

H(x) =

1, x > 0, 

h x — 0, (2.2.14)

0, x < 0.

The reason for the appearance of the factor of | at the point of discontinuity is explained 

below. The initial and boundary conditions remain unchanged.

2.3. Applying the Fourier Transform

We propose to solve the free boundary value problem defined by equations (2.2.8)-

(2.2.12) by using the Fourier transform technique to reduce the PDE to an ordinary dif­

ferential equation (ODE), whose solution is readily obtainable. This is the same method 

used by McKean (1965). Given that the payoff function for the option is well-known to 

have a “binding” influence on the price and sensitivities of the associated option contract, 

we can safely assume the function Vb ar|d its first two derivatives with respect to x can be 

treated as zero when x tends to —oo. This assumption is subsequently justified by virtue 

of the fact that the general payoff function under consideration will have both a delta and
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gamma of zero for some large negative value of x, given the price behaviour specified 

in (2.2.10). Further justification arises in that the solution obtained satisfies the PDE and 

associated boundary conditions, and that the solution is unique1.

Since the x-domain is now —oo < x < oo, the Fourier transform can be applied to 

the PDE. The Fourier transform of V„ T{Vi,(x, r)}, is defined as

/
OO

eir,xVb(x,T)dx.

-OO

Thus applying the Fourier transform to the PDE (2.2.13) we obtain

dVh
+kT{H(\nb-x)-~} -rT{H(\nb-x)Vb}.

By definition

F{H{\nb - x)Vb{x,T)}
-l

-L

eirixH(ln b — x)Vb(x, r)dx
OO

In b
ei7,xVb(x, T)dx

= ^b{Vb(x,T)} = Vb(V,T), (2.3.1)

where for convenience we introduce the notation Vb(rj)T) to also denote the transform. 

We note that, Tb is an incomplete Fourier transform, since it is equivalent to a standard 

Fourier transform applied to r) in the x-domain of — oo < x < In b. The inversion 

formula for this incomplete Fourier transform is given in Proposition 23.1.

PROPOSITION 2.3.1. The inverse of the Fourier transform of the function /(x, r) = 

H(a — x)g(x7 r), with a = a(r), is given by

1 noo r pa '
g{x, T) = 7r 9(x, T)e%vxdx

2^" J — OO _«/ —oo .
e~ir>xdr], -oo < x < a. (2.3.2)

Proof: Refer to Appendix 2.2.

□

'This is a standard procedure in the solution of PDEs by integral transform methods; see for example 
Debnath (1995).
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Equation (23.2) of Proposition 23.1 provides the basis for the inversion of the incom­

plete Fourier transform Th. Three specific properties of Tb, given in Proposition 23.2, 

will allow us to convert equation (2.2.13) into an ODE for Tb.

PROPOSITION 23.2. Given the definition of Tb in equation (2.3,1), the following 

identities exist for Th:

= v(lnb)ei7]lnb - ir]Vb] (2.3.3)

= eit?ln V(ln&) “ irjv (In b)) - rj2Vb] (2.3.4)

= eir,lnbv{lnb). (2.3.5)
OT 0

Proof: Refer to Appendix A2.3.1.

□
Note that in deriving the above results, we make use of the so-called “smooth-pasting” 

conditions given in equations (2.2.11)-(2.2.12). Applying the results of Proposition 2.3.2 

to equation (2.2.13) we have:

jrb
dx

\dx2

r
QVb
dr

PROPOSITION 2.33. The incomplete Fourier transform of the PDE (2.2.13) with re­

spect to x satisfies the ODE

+ kir) + r) H (2.3.6)

where

F(t),t) = e_ ir] In b a2v'( In b)
+

a2irj
+ k ) u(lnfe)

The initial condition

T{Vb(x,0)} = Vb(rt,0) 

may be calculated from equation (2.2.9).

(2.3.7)

Proof: Refer to Appendix A2.3.2.

□
Instead of solving a PDE for the function Vb(x, t), we are now faced with the simpler 

task of solving the ODE (2.3.6) for the function Vb(r},r). This can then be inverted via
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the Fourier inversion theorem (see Appendix 2.2) to recover the desired function Vb(x, r). 

Before concluding this section, we obtain the solution to (2.3.6).

Proposition 2.3.4. The solution V&(?7, t) to the ODE (2.3.6) in Proposition 2.3.3 is 

given by

Vb(r]jT) = Vb(ri,0)e-{i<72r,2+kir]+r)T+ I p-(|CTV+fc^+r)(f e~{2°2
JO

T~s)F(r),s)ds. (2.3.8)

Proof: Recalling that 6 is a function of r, the ODE (2.3.6) is of the form

where

a(rj) = -a rj + kir/ + r.

Using the integrating factor ea^T, the solution to the ODE may be expressed as

H(7y,r)ea^-H(7?,0)= f F(V,s)ea^sds,
J o

which is readily reduced to equation (2.3.8).

□

2.4. Inverting the Fourier Transform

Having found Vb(ri, r), the next step is to recover Vb(x, r), the American option price 

in the x-r plane. Taking the inverse (complete) Fourier transform of (2.3.8) gives

H{In b - x)Vb{x, r) = 0)e_(i<TV+fci’J+r)T}

+F-1 jjf e-^aW+kir)+r^T-s)F(r],s)ds^ .
Applying the definition of the Heaviside function, this last equation may be expressed as

Vb(x,r) = V^1\x,t) + V^>(x,t), -oo < x < In b{r).-(2) (2.4.1)

We now determine explicit expressions for V^(x, r) and V^2\x, r).
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PROPOSITION 2.4.1. The function vf)l\x, r) of the representation in equation (2.4.1) 

is given by

Vb{1\x,T) =
e-rr /•!" 6(0+) (x_u+kr)2

oyhvr

Proof: Refer to Appendix A2.4.1.

/J — C
e 2cr2 r v(u)du. (2.4.2)

□
The proof of Proposition 2.4.1 follows from a simple application of the convolution 

theorem for Fourier transforms.

PROPOSITION 2.4.2. The function Vb2\x, r) of the representation in equation (2.4.1) 

is given by
rT &~r(r~s)r{ 2)/ x / 6 ^ '

where

vr(x,r)= r
Jo

h(x, s) =

-.[e b^Qlx^^ds,
Oyj2'K{r — s)

(x — In b(s) + k(r — s))2 
2ct2(t — s) ’

(2.4.3)

(2.4.4)

and

Q{x,s) =
a2v’(\nb(s)) fb'(s) 1

+ +b(s) 2
(x — lnfr(s)) 

(r-s)
v(lnb(s)) (2.4.5)

for —oo < x < ln6(r).

Proof: Refer to Appendix A2.4.2.

□
To arrive at Proposition 2.4.2 we apply the inverse transform directly, which subse­

quently involves evaluating integrals of the exponential of a quadratic function.
Hence with the values of V^(x>t) an(3 H^(*C>T) given by Propositions 2.4.1 and

2.4.2, we may use equation (2.4.1) to write the value of the American option in the x-r 

plane as
V„(x,t) = Vb{1\x,r) + vfW), (2.4.6)

for 0 < r < T and —oo < x < In b(r). Equation (2.4.6) expresses the value of the 

American option in terms of the early exercise boundary, 6(r). At present this remains 

unknown, but we are able to obtain an integral equation that determines the free boundary 

by requiring the expression for V\>(x,t) to satisfy the early exercise boundary condition
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(2.2.11). Recalling our definition for the Heaviside function, the free boundary is thus 

found to satisfy the integral equation

H^Wl»H(loKr),r), (2.4.7)

where V\>(x, t) is given by equation (2.4.6) in conjunction with (2.4.2)-(2.4.5). The factor 

of | appears in the left hand side of (2.4.7) due to properties of the Fourier transform. 

Recall that the complete Fourier transform was applied to a discontinuous function of the 

form H(ln b — x)f(x, r). As proved in Dettman (1965), the inverted Fourier transform of 

a discontinuous function will converge to the midpoint of the discontinuity, as illustrated 

in Figure 2.2 for the American call option example. Thus in equation (2.4.7), when Vj, 

is evaluated at In b(r), the factor of | must be introduced into the left hand side. This is 

accounted for by our Heaviside function definition in equation (2.2.14).

Stopping Region
Continuation Region

FIGURE 2.2. Behaviour of Vb(x, r) at x = In b(r) in the case of an Amer­
ican call option.

It should also be noted that by using the Fourier transform method, we have been 

able to derive equations (2.4.6)-(2.4.7) without specifying the exact form of the payoff 

v(x), beyond a few basic properties. Such generality cannot be easily attained when us­

ing Kim’s (1990) compound option approach, and demonstrates one of the significant 

advantages obtained from using integral transform solution techniques. Thus to price an 

American option with monotonic payoff v(x), one must first solve the integral equation
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(2.4.7) using numerical methods to find b(r) since an analytical solution seems impossi­

ble. Once this is found, it is a simple matter to evaluate r) from equation (2.4.6) via 

numerical integration.

2.5. Alternative Representations of the American Call Value

The Fourier transform approach is capable of handling a broad class of payoff types in 

a general form, as evidenced by the general price for an American option with monotonic 

payoff given by equation (2.4.6). While alternative methods, such as Kim (1990) and 

Carr et al. (1992), are more restrictive in that they require the payoff function to be known 

explicitly, the results thus obtained are far easier to interpret in an economic sense. Thus 

to demonstrate that McKean’s method can readily yield these alternative representations, 

we shall consider the example of an American call option. This also allows us to derive 

the limit of the early exercise boundary at expiry, a task that is far more tractable using 

Kim’s integral equations.

2.5.1. McKean’s Representation. Equation (2.4.6) provides us with an integral ex­

pression for the price of the American call option in the x — r plane. While it is con­

venient to define the price in terms of time until maturity, the log-transformation has 

little economic interpretation. Furthermore, we are unable to conduct any further anal­

ysis while the form of the payoff function c(S) remains unspecified2. For the sake of 

definiteness, we shall consider an American call option with strike price K, for which 

c(S) = max(S — K, 0), and hence v{x) — max(ea: — K, 0). By substituting this expres­

sion for v(x) into (2.4.2) and (2.4.3), simplifying and transforming back to the original 

variable, S, the integral expression for the price of an American call may be written as 

(see Appendix A2.4.3)

Cb(S, t) = CE(S, t) - SeqTN(di(S, r; 6(0+))) - Ke~TTN(d2(S, r; b(0+))) (2.5.1)

+l
T p-r(T-€)-h{S,r)

V27r(r-£)
G‘

+ m , i
m 2

k-
tM

m - k)

2It is possible to carry forward the analysis by considering an affine payoff, where after the first non-zero 
value the payoff function is piecewise linear. The complication of this approach is that it introduces time- 
dependent structural breaks into the early exercise boundary b(r) at times r = •— These t* values
are determined by maintaining continuity in the free boundary at each t*y in the same manner as described 
by Broadie and Detemple (1995) for capped American call options. We instead consider the simplest case 
of an American call option to keep the results presented both clear and concise.
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where

with

Cb{S,T) = Ca(S,t),

CE{S, t) 

h(s,o

= Se-^NidiiS, r; K)) - Ke~rrN(d2{S, r; K)), 
(ln^ + kjT-Q)2 

2cr2(r — £) ’

di(x,T][3) 

<k(x,T;0)

b( 0+)

(\n(x/P) + (k + ct2)t)
CTy/r

di(x,T;f3) -<Jy/r, 

lim b(r),

and
1 fV _9?N(y) — __ / e 2 da.

V 2tT J—oo

Since is in fact the Black-Scholes price for a European call option written on S, 

equation (2.5.1) represents a decomposition of the American call price into its European 

value, given by CE, and the premium paid for early exercise, determined by the remaining 

terms. This is the solution form presented by McKean (1965), and we henceforth refer 

to this as McKean’s representation for the price of an American call option. While this 

form is a valid mathematical representation, it seems impossible to develop from it any 

economic meaning for the early exercise premium. The presence of the derivative of the 

free boundary, 6'(r), in the integral equation is also undesirable for the purposes of solving 

equation (2.5.1) numerically, since it creates numerical difficulties due to the infinite slope 

of 6(r) at maturity.
2.5.2. Kim’s Representation. An alternative representation of the American call op­

tion price can be found by an approach due to Kim (1990). Kim arrived at a simplified 

form of equation (2.5.1) by taking the limit of the compound option approach to Ameri­

can option pricing (see Section 2.6). By manipulating (2.5.1) and applying integration by 

parts, Kim showed how the b'(r) term could be removed. These manipulations are based 

on integration by parts, and it is important to note that unless the payoff is given explicitly, 

further simplification becomes impossible. In this way the simplifications of Kim (1990) 

are closely tied to the particular payoff function being considered. When the payoff is 

given explicitly, an important consequence of this re-expression of the American option
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price is that the early exercise premium becomes more readily interpreted. The result 

obtained by this approach may be stated as in Proposition 2.5.1.

PROPOSITION 2.5.1. Using integration by parts, the American call price Cb(S, r) in 

equation (2.5.1) can be expressed as

qSe~q(T~^ N (d\ (S, r — £M)))<% (2-5.2)

- f rKe-r^N(d2(S, r - &(0M,
Jo

where 0 < S < b(r). Furthermore, the free boundary b(r) is given by

b{r)-K = CE{b{r))T)+ l\b{r)e-q^N{d1{b{T),r-^b{md^
Jo

rKe-r^N(d2(b(r),r - £;6(0)K- (2-5.3)

Proof: Refer to Appendix A2.5.1.

□
Note that the factor of | is no longer required when using Kim’s integral equation for 

the American call price. While Kim does not discuss this detail in the original paper, we 

provide a more complete explanation in Appendix A2.5.1. Furthermore, by following the 

steps outlined in Appendix A2.5.1 in the reverse order, it is possible to return to McKean’s 

representation for the American call price given by equation (2.5.1). The manipulations 

are not as intuitively obvious when going from (2.5.2) to (2.5.1), but they are certainly 

achievable nonetheless.

With Kim’s representation it is now possible to give an economic interpretation to 

the early exercise premium. This premium is comprised of two integral components on 

the right-hand side of (2.5.2). Should the holder of the call exercise early, borrowing 

an amount K to purchase the underlying S, then the portfolio held will be of the form 

(S — K). Thus the early exercise premium is the expected dividend earnings received by 

holding S, less the expected interest to be repaid on the loan of K. This represents the 

expected value of the cash flows that the holder of the American call can realise via the 

early exercise feature.

2.5.3. The Carr-Jarrow-Myneni Representation. There exists a third representa­

tion for the American call, first derived by Carr et al. (1992), that focuses on the time

Cb(S,r) = CE(S,r) + L
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value of the American option. This is found by decomposing the value of a European call 

option into its intrinsic value and delayed exercise value.

PROPOSITION 2.5.2. By first decomposing Ce(S, t) inequation (2.5.2), the American 

call price Cb(S, r) can be expressed as

S'rr2 fT
Cb(S, t) = max(S - K, 0) + — e~^N'(d1(S, r - K))<% (2.5.4)

* J 0

+ r qSe-^[N(<h(S, r - 6(C))) - N(di(S, r - C; K))]d£
Jo

rKe-r^[N(d2(S, r - C; 6(C))) - ^(d2(S, r - C; K))]d£,

where 0 < S < b(r), and

N\y) = e_
2

Proof: Refer to Appendix A2.5.2.

□
The intrinsic value component of the American call price is given by the present value 

of the payoff, max (.S' — K, 0), equivalent to the immediate exercise value of the call. The 

additional terms represent the added value gained by delaying the exercise, which can 

also be interpreted as the time value of the American call option.

To better understand the economic meaning behind the integral terms in (2.5.4), con­

sider a portfolio of Cb(S, t) — max (S’ — K, 0) held in the continuation region for the 

American call. The payoff component is achieved by investing K dollars in government 

bonds and shorting one unit of the underlying asset, S, only when the call is in-the-money. 

Note that this portfolio will have a net value of zero at expiry, or upon the underlying price 

entering the stopping region. Given this portfolio, the integral terms in (2.5.4) are the ex­

pected present value of the cash flows incurred during the life of this portfolio. The first 

integral term is the sum of movements in the underlying asset’s price about the strike. The 

last two terms measure the dividends earned, and interest rate expense incurred, while the 

call is in-the-money but remaining unexercised.

2.5.4. The Free Boundary at Expiry. Before concluding this section, we shall present 

one additional result regarding the free boundary of the American call option, as found by 

Kim (1990). Using Kim’s representation of the integral equation for the free boundary,
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it is relatively straight-forward to find the limit of 6(r) at expiry (i.e. as r —> 0+). This 

result is important when trying to solve equation (2.5.3) numerically for 6(r).

PROPOSITION 2.5.3. Taking the limit as t tends to 0+ in equation (2.5.3), the value 

of the free boundary, b(r), at expiry is given by

Thus the value of />(()1) depends entirely on the relative parameter values of the risk­

free rate, r, and the continuously compounded dividend yield, q. Note that when q is 

reduced to zero, the value for 6(0+) becomes infinite, which coincides with the well- 

known result that it is never optimal to exercise an American call option early in the 

absence of dividends.

When r = 0, the decision whether or not to exercise the call depends entirely on the 

value of the underlying, S, when compared with the strike, K. As such, the early exercise 

boundary at expiry is simply given by 6(0) = K. It is therefore important to note that a 

consequence of equation (2.5.5) is that 6(t) can be discontinuous at 6(0), and this occurs 

specifically when r > q. There has been some confusion regarding this detail in the 

literature, where many have defined 6(0) to be the result in equation (2.5.5), rather than 

6(0+) = limT^0+ 6(r). Throughout the thesis we shall adopt this more explicit notation 

for the limit of 6(r) to avoid confusion.

Kim (1990) was one of the first to confirm equations (2.5.2)-(2.5.3) for the American 

call using McKean’s method, however his primary derivation was based on the com­

pound option approach of Geske and Johnson (1984). Here we replicate this alternative 

approach, both to contrast the methodology with the incomplete Fourier transform, and 

to reiterate the equivalence of the results obtained by the two solution techniques.

For the American call, C)(,S', r), assume that we can only exercise at a finite number 

of time points r*., A; = n, n — 1,..., 1,0 with r*, — rfc_] = At for all k, and expiry occurs

(2.5.5)

Proof: Refer to Appendix 2.6.

□

2.6. American Call as a Compound Option
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at r0 (i.e. r = 0). Let p(Sk~i,rk-i\Sk,rk) be the transition density for Sk-i at time to 

maturity Tfc_1? given that price Sk was observed at time to maturity T&.

Let U (Sk, kAr; bk-\) denote the value of the unexercised call at time to maturity fcAr, 

where bk~i = b((k — 1) At). Since the holder of the call will not be able to exercise early 

until time At in the discrete case, we find that at time At prior to expiry, the unexercised 

call has value

U(S1,At;K) = Ce(S1,At) = S1e~<>ATN(d1(Sl,AT]K))

-Ke-rATN(d2{SuAT;K)), (2.6.1)

which is simply a European call option with At remaining until maturity. The early 

exercise boundary, b\, is given by

bx-K = ble~qATN(dl{bx, At; K)) - Ke-rArN(d2(b1, At; K)). (2.6.2)

With the starting case of U(SX, At-, K) completed, we now develop an induction proof 

to find U(Sn, uAt; 6n_i).

PROPOSITION 2.6.1. The price of the unexercised call, U, at time to expiry 2At is 

U{S2,2Ar-,b1) = Ce{S2,2At)+o{At) (2.6.3)
POO

+ e~rAr [(1 - e-qAT)Sx- (1 - e~rAT)K} p{Su Ar\S2,2AT)dSx.
Jbi

The early exercise price, b2, at time to expiry 2 At is defined implicitly by

b2 — K = U (&2, 2At; bx).

Proof: Refer to Appendix A2.7.1.

□

Having derived an expression for U when n — 2, we proceed to find the value of U 

for a general non-zero integer value of n.
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PROPOSITION 2.6.2. The price of the unexercised call, U, at a general time until 

maturity nAr is

n—l ~oo
U(Sn, nAr, = £ e-(n-k)rAT [(1 _ e-^)Sk _ (1 _ e“rAr) A]

xp(Sk, kAr\Sn, nAr)dSk

+CE(Sn, nAr) + o(nAr). (2.6.4)

k=i

77h5 equation is satisfied for n — 2, as shown in Proposition 2.6.1, and for n = m and 

n = m+l, where m is a non-negative integer.

Proof: Refer to Appendix A2.7.2.

□
Equation (2.6.4) provides us with the value of an unexercised American call option 

with discrete, equally spaced early exercise dates. The integral term calculates the ex­

pected present value of the cash flows incurred when holding the portfolio S — K in the 

stopping region. Up until this point, the solution method is equivalent to that of Geske 

and Johnson (1984). Kim’s contribution was to take the limit of U as At —> 0, thereby 

returning to the continuous American call case.

PROPOSITION 2.6.3. The price of the unexercised American call, Cb, at a general 

time until maturity nAr is

Cb(Sn,nAT) = CE(Sn, nAr) + o(nAr) (2.6.5)

[qSk ~ rK]p(Sk, kAT\Sn, nAr)dSk^ At.

Taking the limit of (2.6.5) as At —» 0, this becomes equation (2.5.2) of Proposition 2.5.1.

Proof: Refer to Appendix A2.7.3.

□
There are several important observations one can make regarding this method. Firstly, 

it is important to note that the compound option approach requires that the payoff function 

be known explicitly before the analysis can be carried out. In particular, demonstrating 

that some of the terms are of order At requires that the payoff be given in an explicit 

form. The initial steps of the Fourier transform method are not restricted by the need
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for an explicit payoff function, though we note that some information on the limits and 

derivative of the payoff are still required for meaningful analysis.

The second detail to note is that the compound option method requires that we first 

consider a discrete time situation, and then apply limit analysis to find the continuous 

case. When using Fourier transforms we are able to remain in continuous time at no 

significant increase in the mathematical complexity of the solution. In this sense the 

Fourier transform approach is a more natural extension of the PDE solution methods 

applied to European options. Using the compound option approach for American options 

introduces an additional level of theoretical complexity that can otherwise be avoided.

2.7. Numerical Examples

Equation (2.5.2) is an explicit expression for the price of an American call option, but 

it requires the free boundary, b(r), to be known before it can be used. While b{r) can 

be found by solving equation (2.5.3), there exists no known closed-form solution for the 

free boundary. This implies that one must use numerical methods in order to estimate 

the price and free boundary of the American call option. In this section we apply five 

existing numerical methods for pricing American options. We consider a 3-month call 

(T — t = 0.25), with strike K — 100 and volatility a = 20%. The first call under 

consideration has risk-free rate r = 8% and dividend yield q = 12%. For the second call, 

we take r — 12% and q = 8%. This allows us to demonstrate the results for the individual 

cases of r < q and r > q.

The first method we use is the binomial tree procedure of Cox et al. (1977). We cal­

culate the risk-neutral transition probabilities as detailed in de Jager (1995) (p.251-252), 

and structure the tree such that the nodes at expiry are centred about the strike. We use 

a tree with 10,000 layers (At — 2.5 x 10-5). Next we consider the finite difference so­

lution for the PDE (2.2.2), subject to the boundary and final conditions (2.2.3)-(2.2.6). 

The method was first suggested in option pricing by Brennan and Schwartz (1977). The 

Crank-Nicolson scheme is used, with 4,000 space nodes between S — 0 and S = 200, 

and 400 time steps (At = 6.25 x 10~4). Note that both of these methods do not explic­

itly compute the early exercise boundary as part of the solution, instead using dynamic 

programming to check the early exercise condition at each time step.
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The other three methods we consider all provide an estimate of the early exercise 

boundary, as they require this to be calculated in the process of finding the option price. 

Using techniques frequently applied to Volterra integral equations, we numerically in­

tegrate equation (2.5.3) to obtain the free boundary, as suggested by Kim (1990). The 

resulting free boundary estimate is then used to perform a simple numerical integration 

to solve (2.5.2) for the call price. We use a simplified version of the implementation out­

lined in Section 3.6 for the American strangle, and take 100 time steps (At — 2.5 x 10-3). 

Note that the method is applied twice, the second time using 200 time steps, and the free 

boundary estimates are then combined using Richardson extrapolation to ensure that the 

free boundary estimate is smooth and monotonic. A finer time grid was used for the first 

2 time steps to help increase the accuracy near expiry.

The fourth technique is the method of lines, as given by Meyer and van der Hoek 

(1997). We used cubic splines for any interpolation, and 1,600 time steps (At = 1.5625 x 

10-4). 40,000 space nodes were used in the region 0 < -S' < 200. The large number of 

space nodes is required to help improve the smoothness of the free boundary estimate. We 

do not apply a finer grid near expiry in this case, and uniform grids are applied throughout. 

The last technique used is the Fourier-Hermite series expansion of Chiarella et al. (1999). 

80 basis functions were used, along with 40 time steps.

In Tables 2.1 and 2.2 we present the price profiles generated by each of the five nu­

merical methods for spot values of S — 80,90,100,110 and 120. Table 2.1 considers the 

case where r < q, and we find that all five methods produce prices that are almost always 

consistent to 2 decimal places, and in many cases consistent to 3 decimal places. The most 

notable discrepancy appears in the Hermite series results when the call is in-the-money. 

Table 2.2 presents prices generated by the same methods, but in the case where r > q. 

It is interesting to note that the first 4 methods are all consistent to 3 decimal places for 

this example, but the Hermite series shows some signs of having more difficulty. At worst 

the Hermite method is consistent with the others to 1 decimal place, and is most accurate 

when the call is out-of-the-money.

To complete this comparison, we present plots of the free boundary estimates obtained 

for these American call options in the case where the strike has been rescaled to A = 1. 

Since the binomial tree and Crank-Nicolson methods do not attempt to estimate the early 

exercise boundary as part of their solution, we only consider the free boundaries given
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S Binomial Crank-Nicolson Integration Method of Lines Hermite
80 0.029 0.029 0.029 0.029 0.029
90 0.580 0.580 0.580 0.580 0.580

100 3.525 3.525 3.525 3.524 3.525
110 10.357 10.356 10.357 10.356 10.352
120 20.000 20.000 20.000 20.000 20.000

Table 2.1. Comparison of numerical solution methods for American call
option prices with parameter values K = 100, 
0.20 and T-t = 0.25.

r — 0.08, q = 0.12, a =

S Binomial Crank-Nicolson Integration Method of Lines Hermite
80 0.052 0.052 0.052 0.052 0.052
90 0.841 0.841 0.841 0.841 0.840

100 4.396 4.396 4.396 4.396 4.392
110 11.546 11.546 11.546 11.546 11.535
120 20.691 20.691 20.691 20.691 20.676
Table 2.2. Comparison of numerical solution methods for American call 
option prices with parameter values K = 100, r = 0.12, q = 0^08, a =
0.20 and T-t = 0.25.

by numerical integration, the method of lines and the Fourier-Hermite series expansions. 

Figure 2.3 presents the free boundary estimates when r < q. We find that numerical 

integration and method of lines provide very similar approximations for 6(r) in this case. 

The Hermite solution, however, appears to underestimate the free boundary profile. This 

is most likely because the polynomial basis functions are poor at estimating the call price 

when it is close in shape to the piecewise-linear payoff function, introducing some error 

in the free boundary near r = 0 that persists for larger values of r. Note that the Hermite 

estimate is still smooth, and reaches some fixed level below the other estimates.

Figure 2.4 shows the early exercise boundary estimates when r > q. Again we observe 

that the numerical integration and method of lines approximations are extremely close. 

The Hermite series, however, is not performing very well by comparison. Note that at 

expiry, the method must start with 6(0) = K = 1, and cannot make good use of the 

knowledge that 6(0+) = Kr/q = 1.5 in this case. As in the r < q example, this error 

is attributable to the Hermite polynomial approximation being unable to provide a good 

fit for the American call price profile close to expiry. While this helps explain why the 

Hermite method was the least accurate when pricing the call for r > q, it is of value 

to note that the price differences are still very small, despite the more pronounced error



2.7. NUMERICAL EXAMPLES 33

Free Boundary: American Call, r = 0.08, q = 0.12

1.14 -

£ 1-08

----- Integration
-----Method of Lines
• — • Fourier-Hermite estimate

FIGURE 2.3. Comparing free boundary estimates for an American call 
option with K = 1, a = 20%; r = 8%, q = 12%, and T — t = 0.25.

Free Boundary: American Call, r = 0.12, q = 0.08

1.59 -

1.57 -

1.53 -

1.52 -

----- Integration
-----Method of Lines
• — • Fourier-Hermite estimate

Figure 2.4. Comparing free boundary estimates for an American call 
option with K — 1, a — 20%; r = 12%, q = 8%, and T — t — 0.25.

that can be seen in the free boundary estimate. It is apparent, however, that the errors 

in Hermite prices which occur for the in-the-money call are most likely caused by the 

method providing a suboptimal free boundary estimate.

To compare the relative efficiency of these numerical methods, we provide an overview 

of the computation time required by each. The code for all five methods was implemented 

using LAHEY™FORTRAN 95 running on a PC with a Pentium 4 2.40 GHz processer,



2.7. NUMERICAL EXAMPLES 34

512MB of RAM, and running the Windows XP Professional operating system. Table 

2.3 lists the time required in seconds. The fastest method by far is the Crank-Nicolson 

scheme, needing only 0.781 seconds to find the price profile in the space-time grid. As 

mentioned previously, however, the method does not offer a comprehensive estimate of 

the early exercise boundary as part of the solution. The Fourier-Hermite series is the 

second fastest method, needing 0.875 seconds to solve the problem. This includes an es­

timate of the free boundary, but both the boundary and the in-the-money prices produced 

show some small degree of inaccuracy. It is interesting to note that such problems are not 

evident in the original results of Chiarella et al. (1999), where they report values only for 

the American put with no dividends. It could be that the method performs less well upon 

the introduction of a continuous dividend yield (which is necessary for the American call 

problem). Numerical integration is the next fastest, with a runtime of 2.719 seconds. The 

majority of this time is dedicated to estimating the free boundary. The option price is 

found at 400 values of S as part of the computation.

Method Computation Time
BinomiaP 4.875 sec
Crank-Nicolson6 0.781 sec
Integration0 2.719 sec
Method of Lines6 254.609 sec
Hermite0 0.875 sec

Table 2.3. Typical computation time for each of the numerical methods. 
All code was implemented using LAHEY™FORTRAN 95 miming on a 
PC with a Pentium 4 2.40 GHz processer, 512MB of RAM, and running 
the Windows XP Professional operating system.
“This is the time required to find the price for a single value of S.
6These methods find the option price at all points within the grid as part of 
the solution.
“These computation times involved finding the option price at 400 different 
values of S as part of the calculations.

The binomial method needs only 4.875 seconds to find the option price, but this again 

does not include an accurate free boundary estimate, and the method only provides the 

price for a single value of S. Further prices require constructing a new tree in each case. 

Finally, the method of lines was the slowest of the five techniques, needing 254.609 sec­

onds to compute in full. Like the Crank-Nicolson scheme, the method of lines finds option 

prices at all grid points, but it also provides a very accurate free boundary estimate. Note



2.8. CONCLUSION 35

that the long computation time is clearly caused by the dense space-grid we have applied 

in order to keep the free boundary estimate monotonic. Thus there is evidence that the 

integration method, although being quite simple, can offer the best tradeoff in terms of 

accuracy and time efficiency.

2.8. Conclusion

In this chapter we have presented a survey of the methods for deriving the various 

integral representations of American option prices, with particular focus on the American 

call. We revisited McKean’s (1965) incomplete Fourier transform method, and demon­

strated how his results reconcile with the early exercise premium representation of Kim 

(1990), and the intrinsic/time value decomposition of Carr et al. (1992). We reviewed the 

compound option solution technique used by Kim for the American call option, and indi­

cated that the method relies upon explicit knowledge of the payoff function to produce the 

final integral expression for the American option price. McKean’s transform approach, 

on the other hand, is able to produce an integral expression based only on knowing that 

the function is monotonic. In this respect the incomplete Fourier transform demonstrates 

a higher degree of flexibility when considering a broader class of payoff functions within 

a single framework.

Given that there exists no closed-form solution for the American call option, we 

compared five existing numerical techniques. We found that binomial trees, the Crank- 

Nicolson finite difference scheme, direct numerical integration and the method of lines 

were all able to produce prices of comparable accuracy. The Fourier-Flermite series ex­

pansion method was relatively close to these other four methods, but showed some minor 

pricing inconsistencies. For numerical integration, the method of lines and the Hermite 

series expansion, we were also able to compare the free boundary estimates produced. 

While the first two methods were again highly consistent, the Hermite series showed 

some signs of error, and in particular was ill-suited to the case where the risk-free rate 

exceeded the continuous dividend yield of the underlying.

In terms of computational efficiency, finite differences proved the fastest method, al­

though no free boundary estimate was generated as part of the solution. The method 

of lines proved to be the slowest, but this was caused by a highly demanding space- 

discretisation, designed to maximise the quality of the free boundary estimate. Numerical



APPENDIX 2.1. 36

integration of Kim’s integral equation for the early exercise boundary appeared to pro­

vide the best compromise between numerical accuracy and computational efficiency. The 

method seems highly attractive for simple problems, such as the American call under con­

sideration, with most of the ^computation time being dedicated to finding the early exercise 

boundary.

This survey implies several directions for further research. Given that the incom­

plete Fourier transform is well-suited to general monotonic payoff functions, it should be 

possible to extend the methodology to consider American options with convex or con­

cave payoffs. In Chapter 3 we consider one such example, in the form of an American 

strangle position. The method can also be applied to evaluate American options with 

more complex price dynamics, such as jump-diffusion models, which we demonstrate in 

Chapter 4. Two-dimensional extensions could also be considered, including American 

options under stochastic volatility, and American options on multiple underlying assets, 

such as an American basket option. When the asset dynamics are more complicated, di­

rect numerical integration may become less efficient than in the simple case considered in 

this chapter. Under these circumstances, alternative methods such as Fourier-Hermite se­

ries expansions and the method of lines may provide a more optimal accuracy-efficiency 

tradeoff. In particular, the Hermite series is a computationally efficient method that sur­

renders some accuracy for gains in runtime. We show in Chapter 5 that in the case of 

jump-diffusion dynamics, the Fourier-Hermite series expansion offers an attractive level 

of accuracy coupled with inexpensive computational costs.

Here we present a collection of fundamental results that are frequently required through­

out the thesis. These results relate to the inversion of Fourier transforms and the evaluation 

of commonly recurring integrals.

A2.1.1. Convolution Theorem for Fourier Transforms. The Fourier transform of 

the convolution integral is given by

Appendix 2.1. Fundamental Results

(A2.1.1)

where F and G are the Fourier transforms, with respect to x, of f(x) T\) and g(x,T2) 

respectively.
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A2.1.2. Integrals of the Exponential-Quadratic Function. Let 75 and q be any com­

plex functions not involving the integration variable 77, with Re(p) > 0. Furthermore, let 

n be any non-negative integer. Then the integral of the exponential-quadratic function 

with respect to 77 is given by

f°° . 2 . [W dn alLj" ""tdn={~iriJwe‘K (A2X2)

In addition, we shall consider a more general form of this integral where the limits are 

finite with n = 0. Let a, and a2 be any real functions not involving 77, along with p and 

q as before. Then the finite integral of the more general exponential-quadratic function 

with respect to 77 is given by

J ear}e (* ? dp = y/pir exp j ^ j {N[f(a2)\ ~ N[f(ax)]} , (A2.1.3)

where

f(u) =
12 / 2u — (2q + ap) 
P

Another useful exponential integral result arises when the exponent involves a sum 

of perfect squares. Define p, q, o , and a2 to be real functions not involving 77, with 

a 1, a2 > 0. Then we can readily show that

[77 + pf [77 + q}2 | A___flra^af __ / (p - q)2/->{" <*1 a2
di7

a 1 + a2
exp

oti + a2
(A2.1.4)

Appendix 2.2. The Incomplete Fourier Transform

Our aim is to prove that if f(x, r) = H(a — x)g(x,r), a = a(r), and H(x) is the 

Heaviside function, then application of the standard Fourier inversion theorem

yields

-1 poo r poo '
f(x,T) = 7T /(£> T)e”^

J—00 .J—00 .

1 poo r pa '
9&, r) = — g(£, r)e%r*d£

J — OO U —00 .

e~iTlxdri, -00 < x < 00,

e tr,xdp, —co < x < a,

which may be regarded as an inversion theorem for the incomplete Fourier transform.
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Firstly,

RHS
-t poo r poo ‘

= ^ J J H{a-09{Lr)e^di

i poo r pa '

e~irixdg

e-ivxdr).

Next consider

LHS = H(a — x)g(x, r) = <

g(x, r), —oo < x < a
g(x, t x = a2 >
0, otherwise.

Hence
-i poo pa '

H(x - a)g(x, r) = — J J git, T)etr*d£ 

or alternatively,

e lT]Xdr\7 —oo < x < oo

-| poo r pa '
g(x’T) = 7jT g(^,r)elvid(

J — oo .J—oo .
e ir,xdg, —oo < x < a

and
g(x,r) 1

-j poo r pa
e %vxdg, x — a.

Refer to Section 2.4 for an explanation regarding the factor of ^ on the left hand side.

Appendix 2.3. Properties of the Incomplete Fourier Transform 

A2.3.1. Proof of Proposition 2.3.2. Firstly consider

= Vf>(lnb>'r)e”Jln6 - irlVb(rhT).

By use of the boundary condition (2.2.11),

Tb m
dx

v{\nb)eir,lnb - igVb.

\ dx2

dVb(x, t)
dx

■ eiljlnb - %gTb
x=\nb m

= u'(ln b)einlDb - ig[v{lnb)eir)lnb - igVb],

Next consider
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where the last equality follows by use of the boundary condition (2.2.12), and the trans­

form result (2.3.3). This simplifies to

T[* ^ = el,?ln6(t/(ln6) ~ irjvQnb)) - rfVb.

Finally consider

- i IT'-w.* ^eiT,lnbVb(lnb,r)

3_
dr

r
V e^ln6H(ln b,r),

where b' = db(r)/dT. Applying the boundary condition (2.2.11) we have

T
dVh dVh b'_ _ irj In bv(\n 6).
dr j dr b

A2.3.2. Proof of Proposition 2.3.3. Taking the incomplete Fourier transform of equa­

tion (2.2.8) with respect to x and using (2.3,3) - (2.3.5), we obtain

dVh (l 2 2 7 - \ *>
“7^7 + ( ~ov +kiT] + r\Vb

_ gir) In b -~v(lnb) —a2(v'(lnb) — ir/v(lnb)) + kv(lnb) 
b 2

It is a simple matter to rewrite this in terms of F(j], r) to produce equations (2.3.6)-(2.3.7), 

and the initial condition is obtained by definition.

Appendix 2.4. Derivation of the American Call Integral Expression 

A2.4.1. Proof of Proposition 2.4.1. Recall the definition of V^(x, r), namely

Vb{1\x,T) = F~l |l4(a:,0)e“(2ffV+fci7?+r)T} .

We shall evaluate this inverse Fourier transform using the standard Fourier convolution 

result given in equation (A2.1.1). To apply this convolution we first let

F( T],n) = e-&2n2+kir>+r)T

Hence
—rr r oo

/(X,n) = ----- e-5aVr-^(*+fcr)dT? =
2^ 7-oo (Jy/2'KT

z£ 2ct2t

by use of equation (A2.1.2) withp = |<t2t, q = i(x + kr) and n — 0.
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Next we let G(r/, r2) = Vb(r], 0). Hence we have

9(x,t2) = H(In b(0+) — x)Vb(x, 0) 

= H(\nb(0+) -x)v(x).

Thus

Vb{1)(x>T) = 00 e~TT (s-«+fcT)*[
J-00 <Ty/2TTT

r In 6(0+)/.

e 2o-2t 77(ln&(0+) — u)v{u)du

_ (x—‘u-f fcr)2
=e 2a2r

r —00 ^ \Z2ttt

A2.4.2. Proof of Proposition 2.4.2. We recall first that

v(u)du.

Vm{XjT) = Jr-KJ j F(r1,s)e-^2+k^+r)(-T-s)ds \ ,

so that

-IT)X F(r], s)e_^<T2j?2+fc”?+r^T~s c??7,
J

where from equation (2.3.7), 

F(tj,s) = ei7? lnb(«) 2u'(ln6(s)) fb'(s) a2ir]
2 +U(^-^ + *Hln6(s))

We can rewrite the function F(?7, s) as

F(f?,5) = ^lnfc(s){/1(S)-r?/2(S)},

where we set

and

<rV(ln6(s)) /6'(s) \ ,h(s)= \ +{-^)+k)v{inKsn’

2 • (j-1
/2O) = —v(ln6(s)).

Thus the inverse transformation of v£2\x, r) becomes

V{2\x, r) = -— [T e-r(T-s) f r° e-^2-^{/i(^) - nh{s)}dn 
2tt Jq [_«/ —00 .

ds,
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where p = a2(r — s)/2, and q = i(x + k(r — s) — In b). Using the result in equation 

(A2.1.2) with n = 0,1 we have

V*>{z-T) = hi 

- f

-r(r—$) ds

3-r(r-s) + ^

X

2
cr2u/(ln6(s)) i fb'(s) 

b(s)+ + k J v(\nb(s)) +
a2 iv (In b(s))q 

2 cr2(r — s)
ds.

Substituting for p and q, we find that

T C~r(T—'s)~^l(X’S)
V,(2) (x,r) = f

Joo cj\J2'k(t - s)
<r2r/(ln b(s)) fb'(s) 1

(A2.4.1)

+ b(s) + 2 k -
(x — lnfr(s)) 

(r - s)
v(ln b(s)) ds,

where we set

2a2 (r — s)
With a simple change of notation, equation (A2.4.1) may be written as it appears in equa­

tions (2.4.3)-(2.4.5).

A2.4.3. McKean’s Representation for an American Call. If we set c(S) — max(5- 

K, 0), this implies that v{x) = max(ex — K, 0), and equation (2.4.2) becomes

Jlnfe(0+) eue~rT (.-«+*r)»
: du — K

lnf>(0+) g—rr

In AT Os/l'KT

= h-Kh.

r\n b(

J\nK

(x —it-j-fcr)^

r-v/2
du

TTT

To simplify ^ (x, r) further, we shall re-express it in terms of the cumulative stan­

dard normal distribution, N(y). For the first term, Iu we can evaluate this using equation 

(A2.1.3) with oci = In A, a2 = lnh(0+), a — 1, q = x + kr andp = 2cr2r. Recalling 

that k — r — q — |cr2, and defining d\(x, r; (3) = (In(x/(3) + (k + a2)r)/a, I\ then 

becomes

Il — exe~^[N(dl(ex,T; K)) - N(d1(ex ,T-,b(0+)))}.
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For the second term, I2, by defining d2(x, r; ft) = (\n{x/ ft) + kr)/ay/r, the integral 

becomes

h = e-rT[N(d2(ex,T-K))-N(d2(ex,r-b( 0+)))].

Thus it is concluded that

Vb{1\x, r) = [e^e-^TV^e*, r; K)) - Ke~rTN(d2(ex, r; tf))]

-[e"e-^7V(d1(e",r;6(0+))) - Ke~rTN(d2(ex, r; 6(0+)))]

It is worth noting that in the case where r < q, 6(0) = K, as proven by Kim (1990), and 

this in turn implies that r) = 0.
Having evaluated Vbl\x, r), it is a simple matter to evaluate Vb2^{x, r) when v(x) = 

max(ex — K, 0), and reverting back to the original underlying asset variable via S — ex 

we obtain (2.5.1).

Appendix 2.5. Alternative Representations of the American Call Price 

A2.5.1. Proof of Proposition 2.5.1. We begin by expressing equation (2.5.1) as

Cb(S, t) = CE(S, t) - Se~qTN(dftS, r; 6(0+))) + Ke-rTN(d2(S, r; 6(0+))) + R(S, r),

where

R(S,t) =
rT g-r(r-€)

Jo (Ty/2ir(T - 0

V2 6(0
+ m , i

6(0 2
lnm

(6(0 - tf) d(.

Following Kim (1990), we aim to remove the 6'(0 term from the integral R(S,t). We 

begin by expressing h(S, 0 as

6(5,0
[In 5 — In 6(Q + {r — q — |cr2)(r — Q]2 

2ct2(t - 0

1 /In 5 + (r - g — \o2)t In 6(0 + (r — g — |cr2)£
2(t - 0 V
[* - P(Q]2

2(r - 0

2

O' a
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where x = [In 5 + (r — q — \a2)T\/a and P(0 = [In 6(^) + (r — q — \cr2)(\/a. Note 

also that P'{Q = + (r — Q ~ !a■ Thus R(S, r) may be rewritten as

R(S,r) = f 
Jo y/2ir(T-£)

ab(0 , 1 (b'(0 , , 1 2a , 1 2a~ + a(Kiy+(r-,,-2<T)-(r-,,-2<r)

1

+ 2
, 1 2a lnKO

(6(0 - K)

It follows that

R(S,t) = f e-r(T-$)'
Jo

e 2(t~o

y/2n(T-£)
o-6(0 + (p’(0 ~ ^(r ~Q~ ^2)

1

2 a
In S - In 6(0 - (:r-q- W)(t - 0

t-Z
(6(0 ~K)

which implies the linear decomposition

R(S
,T) = / 0-r(r-f)

[*--p«re 2(r-«)
'\J2'k(t o L 2

04(0 + (no - ) m - k)
2(r-0

where

JMS,r)= [ e~T^6(0

Jo

e 2(r~o
V27T(T - 0 L2

p: S(5,r)= f
Jo

3-r(r-0. e 2(r-0

a + p'(0 - P-(-^-
W 2(r-0J

x - P(0

dO

no
y/2n(T ~ 0 L 2(r - 0

dO

and
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Beginning with Ri(S, r) we have

Pi (S,r) = r,
Jo

-r(r-£) m

y/T-t .
a(r-0+2P^)(r-Q-x + P(0 

2 (r - 0
1 fs--P(O+O-(T-0]2 . T^ff-W , rr2 / ^X —^=e~ "il-e(x-P(0)a+-r(r-0d^

a/2/k

fT n(r 1 - [»-P(tl±£tT..^j= - e q(r t’S——e 2^-«)
Jo V2^

~ p(0 + g(r ~ 0) - (p,(0 + cr) V(r - 0
(Vt - 02

x - P(£) + <t(t - 0

d£

“ -[e^SV2

- -[‘"r-i)skN\ ^I

Repeating this process for R'ziS, r), we produce

[x-P(Q + g( T-Ol2 Q
___e 2(t~o —

V27T <9£
8 AT (X~ P(0 + ^(T ~ 0

<*£•

P-
[*-pmi2e 2(r-C)

-v^P'(0 + (^-P(0)|^|

= - l\-r(r-i)A
Jo V?

= -f

k-p(Oi2 d,__e 2<t-«) —
a/27r <9£

x - P(0

x - P(0 
Vt-£

(V^)2

da

di

e-r(r-o__N | " , ~ ^ | d£.
d£ \ Vt~£

Substituting for Pi and P2 in R(S, r) gives

e-9(r-oS//N (x~ P(0 + °(T ~ 0R(S,r) = - f 
Jo y/r-t

-r(r~0l.N (X~m
dH \ 2a/t^-£

+K [ e 
Jo

— —S{ e~qp~^N ^X ~ P^ a(T ~ ^
y/r-Z

qe-g{T-^N ^ X - P(0 + <t{t - 0

+p| e-r{T-®N^— P(0\
y/r-Z )
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where the manipulations follow from an application of integration by parts. In order to 

further evaluate R(S, t), we require the limit result that

lim^iL —oo, S < b(r), 

0, S = 6(r),

since the equation for Cb(S, r) must be satisfied for 0 < S < b(r) for a live American 

call. If we introduce a special point-indicator function defined by

1 S=6(t)
l S = b(r), 

0, otherwise,

then further evaluation of R(S, r) produces

R(S,t) = A S=b(r) -qTN
x — P( 0) + err

+K{1tS=6(r) — e di....."«m)

= Se-^Nid^S, r; 6(0+))) - Ke~rTN(d2(S, r; 6(0+))) - ls=*{t)(S - K)

+ f [qSe'^-^NidxiS, r - 6(0))
Jo

-rKe~r^N(d2(S, r - 6(0))]

If we then substitute R(S, r) into the expression for C'b(S, r), the most formal represen­

tation for the American call price is

H(b(r)-S)Cb(S,r) = Ce(S,t) - ls=b{r)(S - K)

+ [T qSe-^NidriS, r - £; 6(£))R 
Jo
[T rKe~r^N(d2(S, r - 0 6(0)R, 

Jo

where 0 < S < b(r). When S is strictly less than 6(r), this can be written more simply 

as equation (2.5.2) in Proposition 2.4.2. Furthermore, if we evaluate Cb at S = 6(r), we
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find that

- K) Ce{Kt),t) - |(6(r) - K)

+ / qb{T)e~q{T~i)N{di(6(t),t - 6(0))d£

Jo

- fT rKe-r^N(d2(b(r),T - £ 6(0)R, 
Jo

which simplifies to

b(r)-K = CE(b(T),T)+ f 96(T)e_9(T_€)JV(di(6(r),r-^;6(0))<iC
Jo

- fT rKe-^-VN(d2(b(T), r - £; 6(£)M,
Jo

which is equation (2.5.3), and explains why the factor of \ is no longer present when 

evaluating Kim’s representation at the free boundary.

A2.5.2. Proof of Proposition 2.5.2. Here we present an alternative method of deriv­

ing the American call option representation given in equation (2.5.4), based on the appen­

dix of Carr et al. (1992). In particular, our derivation of this result demonstrates how one 

can reproduce the Carr-Jarrow-Myneni representation directly from Kim’s (1990) form. 

Taking the European call price, CE(S, r), we can write

CE{S, t) = SH(S -K)- SH(S - K) + 5e“9riV(d1(5, r; K)) - Ke~rTN(d2(S, r; K)).

Given the limit result that

lim dUS, r; K) = lim d2(S, r; K)
T—► 0 T —>0 1

oo, S > K 

0, S = K 

-oo, S < K
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we can express Ce(S, r) as

CE(S, t) = SH(S - K) - Ke~rTN{d2(S, r; if)) + [Se^iV^S, r; if ))]£ 

= Stf (S — if) — Ke~rTN{d2(S, r; if))

+5/ iV'^S, s; if))^K(S, s; AT)]e-«s - ^(^(5, s; if))e-«s ds

- SH(S — K) — Ke~rTN{d2{S, r; if)) - 9S / e^N^S, s; if ))ds
Jo

+S [ e-qsN,(d1{S,s;K))^-[d2{S,s-,K) + a^]ds
Jo *Js

= SH(S - K) - Ke~rTN(d2(S,T-,K)) - qS f e^N^S^] K))ds
Jo

/*t r o "
+5J e~qsN'(d\(S, s; if)) [d2(S,s;/f)] + ^=j ds

= SH(S-K)-Ke~rTN(d2(S,T-,K))-qS f e^N^S^; K))ds
Jo

+S e~qsN\di(S, s; if ))J^[d2(S, s; if )]ds

+5 f e-^N'id^S.s-.K^^ds.
Jo 5
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Noting that N'(di(S, s; K)) = s; K))/S, we have

C£(S,r) = (S-K)H(S-K) + KH(S-K)-Ke~rTN(d2(S,T-K))

-qS f e~qsN(dl(S,s;K))ds +S f 
Jo Jo

+K e~rsN\d2{S, s; K))£d2(S, s; K)]ds

<T

max(5 — JsT, 0) +
5a2 r e~qs2 Jo <?\fs

-qS [ e~qaN{di(S,s-,K))ds 
Jo

N\d!(S,s;K))ds

K{ e-TTN(d2(S, r; K)) - H(S - K)

-f d
e-rsN'{d2(S, 5; K))^-[d2(S, s; tf)]ds 

5<j2 /‘T e~qs
= ma,x(S — K, 0)-\—— —i=N'(di(S,s-1K))ds

2 Jo &VS
-qS [ e-^Nid^s^K^ds

Jo
-K^ [e-rsN(d2(S,s;K))]T0

- £ e~rsN'(d2(S, s; K))£d2(S, s; K)]ds},

where the last line follows by use of the previous limit result for d2. After changing the 

integration variable to s — r — £, we can represent the European call price as

C>_2 fT
CE(S, t) = max(S-tf,0) + -— / e~q^N^d^r - Z;K))d£

* Jo
-qS fT e-^-^Nid^r-bK))#

Jo

+rKf 0-r(r- 0N(d2(S,T-£-,K))d£,

and substituting this into (2.5.2) will yield equation (2.5.4) of Proposition 2.5.2, following 

a simple rearrangement of terms.
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Appendix 2.6. Value of the American Call Free Boundary at Expiry

In deriving equation (2.5.5), it is necessary to analyse the limit of equation (2.5.3) as 

r tends to 0+. Using the method outlined by Kim (1990), we begin by considering

b(r) - K = b(r)e~qTN(d\(b(T), r; K)) - K e~TT N {d2{b{r), r; K))

+ [ qb(T)e~g{T~^N(di(b(T),T - £;&(£)))df 
Jo

- fT rKe-r^N(d2(b(r)} r - £; 6(£)M- 
Jo

This equation can be factorised to produce

b(r) jl - e~qT[N(di(b(r), T-, K)) - J qe~q(T~®N(di(b(T),T - £; b(£)))d£

= K |l - e~rTN(d2(b(r), r; tf)) - jT re~r^N(d2(b(r),r - £; 6(0))]#} 

which then yields the following implicit equation for b(r):

= 1 - e-TTN(d2(b(r)
Jo

re~r^N(d2(b(T), t — 6(0)R KA2.6.1)Hr)
K

Before proceeding further, it should be noted that b(r) > K. To find the value of 6(0+), 

we take the limit of equation (A2.6.1) as r tends to 0+. In order to evaluate this limit, we 

need to find two limits involving d\ and d2. The first to consider is

ln^ | 0, b(0+) = K

oo, 6(0+) > K.
lim d2(b(T),T] K) = lim ----~T^o+ v w’ 7 T^o+ Oy/r

(A2.6.2)

Similarly the following limit for d\ can be shown to be

f o, 6(0+) = K limid1(b(r),r;K)= { V '
T~*0+ oo, 6(0+) > K.

(A2.6.3)

Note also that N(0) = 0.5 and N{oo) = 1. Given that the limits (A2.6.2) and (A2.6.3) 

depend on the value of b(0+) relative to K, there are two cases to consider when finding 

the limit of equation (A2.6.1). Consider the first case where b(0+) = K. Taking the
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limit of equation (A2.6.1) as r tends to 0+, and using the results from equations (A2.6.2)- 

(A2.6.3), we obtain

lim
r—>0+

Hr)
K

= 1, (A2.6.4)

and thus b(0+) - K is one possible solution for 6(01).

Now consider the second case, where b(0+) > K. The limit as r tends to zero of 

equation (A2.6.1) is now of the form and therefore L’Hopital’s rule can be applied. 

Firstly, let

lim
T^0+

6(r)

K t^o+ D(t)
where

N(t) = 1 -e-rTN(d2(b(r),r;K))

- [ re~r{T~^N{d2{b{r),T - £;b(£)))d£,,

Jo

and

D(t) = 1 — e_<?TA(d1(6(r), r; K))

~ f qe~g{T~°N(di(b(T),T - £;&(£)))d£- 

Jo

To apply L’Hopital’s rule, we must differentiate both N(t) and D(t) with respect to 

r, and take their limits as r tends to 0+. For N(t) we have

N'(t) = re-TTN(d2(b(r),T-,K)) - e-rTN\d2(b(T),T-,K))^[d2(b(T)}T-,K)]

-rA(d2(KT)>0;t(r)))

-r f {-re~r(T~i)N{d2{b{T),T - &(£)))

Jo
+e^r{T~°N'{d2(b{r),T - &b(£)))-^[d2(b(T),T - £; b(£))]}d£,

Note that as x —> oo, N'(x) —> 0 at a faster rate than any other terms observed in N’(r) 

(see Kim, 1990). We also note that

lim d2(b(r),T - £; 6(f)) = 0.

Combining all these limit results, it is concluded that
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Similarly for D'(r) it can be shown that

Thus it is concluded that

limi D(t) =
r—>0+ 2

lim b{T) - r

(A2.6.6)

(A2.6.7)
r—>o+ K q

Recalling that this result only holds when 6(0+) > K, it follows that we must have r > q. 

Finally, combining the results from equations (A2.6.4) and (A2.6.7) gives

lim 6(r) = K max ( 1, — 
t-^o+ \ q

which is equation (2.5.5) of Proposition 2.5.3.

Appendix 2.7. Induction Proof for the American Call Option Price

The details of this appendix are drawn from the proofs presented in Kim (1990).

A2.7.1. Proof of Proposition 2.6.1. Given that

U(S1,At;K),S1 <bu
Cb(SuAr) =

Si-K,

the value of U(S2,2Ar; 61) is

U(S2,2Ar; h) = fh e"rAT£/(51, Ar; K)p(S1, At\S2, 2A r)dS1

Jo
poo

+ e~rAr(Si - K)p(Su At\S2, 2Ar)dS1
Jbi

poo
= e~rATU(Si, At; K)p(S\, Arl^, 2Ar)dS\

Jo

-fJbi
f

e~rATU{SuAT-, K)p(SuAt\S2, 2Ar)dSl

+ e~rAT(Si, —K)P(Si,At\S2, 2Ar)dSi 

Cb(S2,2At) + 1(h),

where
p cx

m =
Jh

e-rAT[5x -K- CEiS^ArMSu Ar|52,2Ar)dSl.
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Consider I(bi), which can be manipulated to produce
poo

1(h) = e-rAr(Si-K)p(S1,AT\S2,2AT)dS1
J bi

poo r roo "
- e~rAr e-rAr(S0 - K)p(S0, O^, Ar)dS0

Jbi UK .

xp(S-i, At|52, 2Ar)d5i
POO

= e~rAr(Si — K)p(Si, Ar\S2,2Ar)dSi
Jbx

poo r r poo

- \e~TAT e~rAr(So — K)P(Sq,0\Si, Ar)dSo
Jbi l JO

= r
Jbi

e'rAT(S0 - K)p(S0,0|5lt Ar)dS0 p(Sll At|S2,2Ar)| dSx

-rAr (Si — K)p(S\, Ar|52,2Ar)dSi

f

Jbi
-rAr -rAr(^ie(r-g)Ar K)

p(SuAT\S2,2Ar)^dS1- f e~rAr(So - K)p(S0l 0|5i, Ar)dS0 
Jo

POO

= e'rAT [(5i -K)- Sie-9AT + Ke-rAT] p(S1, At|,S2, 2Ar)dSl
Jbi

poo r pK ~

+ e'rAr e"rAT(S0-*>($>, Ol^Ar)^)
Jbi U 0 .

xp{S1,Ar\S2,2Ar)dS1
POO

= e~rAr [(1 - e-*AT)Sx - (1 - e~rAr)K] p(Su At|S2,2Ar)dS1
Jbi

POO

+ e~rATp(Si, At\S2, 2At)
Jbr

r rK l
x e~rAT(So- K)p(So,0\SuAr)dS0) dSv

Jo .

Let Li be defined as
poo r pK ~

Lx = e~rArp(Si, At|£2,2Ar) e~rAr(K - S0)p(S0,0\S1, Ar)dS0) dSx
Jbi U 0 _

POO

= e-rATp(Si,Ar\S2,2AT)PE(Sl,Ar)dS1,
Jbi
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where PE(SU At) = Ke~rATN(-d2{Su At; JftT))-5ie-9ATAT(-d1(5i, At; K)), which 

is the price of a European put written on S with strike K. Since PE(S\, At) is a decreas­

ing function of Si, an upper bound for Li is
POO

Li< e-rATp{S2,2AT\Sl,AT)PE(b1,AT)dS1,
Jbi

which evaluates to

h < e-rATN(d2(S2,AT;bl))PE(bi,AT).

Note that as (r2 - tx) —> 0, b2 —> 6i. Since S2 < b2 for an unexercised call we find that

lim N(d2{S2,AT;bi)) = 0.
At—>0

For PE(bi, At), since b\ > K, we have

Inf 
lim ■ ■ ■■ ' 

At—+0 yjAr
<

—oo, bi > K, 

0, bi = K.

In either case limAr~»o Pe(Pu At) = 0, and hence the term L\ is of o(Ar). 

The price of the unexercised call at time to maturity 2Ar is therefore

U(S2,2Ar; bi) = CE{S2,2Ar) + o(Ar)

+/'eJbi
-rAr

[(1 - e~gAr)Si - (1 - e~rAT)K] p(5!, Ar|52, Ar)d5,,

as given in equation (2.6.3).

A2.7.2. Proof of Proposition 2.6.2. To find the price of the unexercised call at a 

general time step nAr, Kim (1990) uses an indication proof. Assume that the unexercised 

call price at time mAr is given by

771— 1 pOO

U(Sm,rnAT,bm^) = Y,e~(m-k>AT [(1 - e~gAT)Sk - (1 - e-rAr)K]
k=1 ^bk

xp(Sk, kAT\Sm, mAT)dSk 

+CE(Sm, mAr) + o(mAr),

as stated in equation (2.6.4). It is simple to show that this holds for m = 2 (see Appendix 

A2.7.1). We must now prove that this relationship holds for m-1-1.
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Given that

b-m K — U{bjn■> 7M At,

the value of the unexercised call at (m + 1) Ar is 

U{Sm+i,(m + l)Ar; bm)

= e~rATU(Sm,mAr-,bm-1)p(Sm,mAT\Sm+i(m + l)Ar)dSm
Jo

/
•oo

e~rAT{Sm ~ K)p(Sm,rnAT\Sm+i, (m + 1)Ar)dSm

m
poo

= e-rAr(Sm - K - U(Sm,mAT-bm^))
J bm

xp(Sm, mAr)\Sm+i, (m + 1)Ar)dSm
poo

+ e~rATU(Sm, mAr, 6m_i)
Jo

xp(Sm,mAT\Sm+i(m + 1)A r)dSm

= Ui + U2.

Consider firstly the term U2, which can be simplified as
poo

U2 = e~rATCE(Sm, mAr)p(S'm, mAr|5'm+i, (m + 1)AT)dSm + o(mAr) 
Jo

poo ~ poo
+ e~rAr e_(m_fc)rAr [(1 - e~qAr)Sk - (1 - e~rAr)K]

Jo k=1 Jbk

xp(Sk, kAT\Sm, mAr)dSk

xp(5m,rnAr|5m+i, (m + 1)AT)dSm 

= CE(Sm+1, (m + l)Ar) + o(mAr)
1 poo

+ J2 e"(m-fc+1)rAr [(1 - e~qAT)Sk - (1 - e~rAr)K]
k=l "'6*=

poo
p(Sk, kAr\Sm, mAr)p(5m, mArl^+i, (m + l)Ar)d5md5fc 

Jo
= CE(Sm+1, (m + 1)At) + o(mAr)

x

m—1

+ £ ^-(m-fc+l)rAr
fc=l

poo
[(1 - e-9Ar)Sfc - (1 - e~rAT)K]

Jbk

xp(Sk, fcAr|Sm+1, (m + l)Ar)dS,fc
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Next consider the term U\. Extensive manipulations yield

Ui - f e (Sm - K)p(Sm,mAT\Sm+i, (m + 1)Ar)dSm

poo
e~rATCB(Sm, mAr)p(5m, mAr|5m+1, (m + 1)Ar)dSv

J bm

xp(Sk, kAr\Sm, mAr)dSk

oo m~l
+ / e“rAT e~(m~k)rAT

k=1

poo
(e-qArSk - e~rATK)

Jw

p(Sm, mAT\Sm+1, (m + l)Ar)d5„

/Jb,

oo m—1 /*oo
rAr ^ A ^ — (ra~k)rAr

k=l

POO

{Sk - K)p(Sk, kAT\Sm, mAr)dSk 
Jbk

f

Jbrr,

xp(Sm, mAT\Sm+i, (m + 1)AT)dSm + o(mAr)

-rAr (Sm - (777 + ^At)^

-rArCE(Sm,mAT)p(Sm,mAT\Sm+1, (m + l)Ar)d5„

fc=i

m—2
^ ^ ^ —(m—/c+l)rAt

/c=l

X

f

Jbm
m— 1 /»oo

+ £ g-(m-fc+l)rAr ^ mAr|5m+1, (m + 1)Ar)
^ b-rn

POO

(e~qAr Sk - e~rArK) p{Sk, kAr\Sm, mAr)dSkdSm
Jby

POO

p(Sm, 7nAr|S'm+i, (m + 1) Ar)
*J bm

POO

(Sk - K)p(Sk, kAr\Sm} mAr)dSkdSm 
Jbk

POO

-e2rAr p(Sm, mAT\Sm+i, (m + l)Ar)
J bm

POO

x I (5m—1 K)p(Sm-ii ^Tn^T^dSjpi—idSpji
J bm — 1 

+o(mAr).

If we set
771—1 POO

= ^e-(—fc+DrAr / p(5m) mAr|Sm+1> (m + 1)At)
'J bm

POO

(e~qATSk - e~rArK) p(Sk, kAT\Sm, mAT)dSkdSm, 
Jb,,

k= 1
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then further manipulations yield

Ui - fJ bm
e~rAT(Sm - K)p(Sm, rnAr|5m+1, (m + 1)Ar)dSn

rAr / .-mAr (50-K)p(5o,0|5ro,mAr)d5o

T)

roo /*
- e_rAr

Jbm JK
xp(Sm,mAT\Sm+u (m + l)Ar)dS,

TTl 2 /»00

+^rn - e~(m_fc+1)rAT . p(Sm,rnAT\Sm+1, {m + 1)A
k= i Jb•»

POO

x (Sk~ K)p(Sk,kAT\Sm,rnAT)dSkdSm
hk

poo
J p(Sm, mAT\Sm+i, (m + l)Ar)

poo
(sm-1 - K)p(5m_i, (m - 1)Ar|Sm, mAr)d5m_id5, 

Jo
poo

+e~2rAr p(Sm, mAr|5m+i, (m + l)Ar)
Jbm 

pbm-1
x (Sm-1 - K)p(Sm-i,{m - l)Ar|5lm,mAr)d5,

Jo

-2rAr

X

m— 1 dSm

= /
Jbm

-rAr

+o(mAr)

(5m - K)p(Sm, rnAr|5m+i, (m + l)Ar)d5'„

m—2

E'
fc=0

, — (m—fc+l)rAr
poo

p(Sm, mAr|S'm+i, (m + l)Ai
J bm

poo
(Sk - K)p(Sk, kAT\Sm, mAr)dSkdSm

Jbk
poo

(Sme{r~g)AT - K)p(Sm, mAT\Sm+1, (m + l)Ar)dS„
Jbm

+Lm + Lm + o(mAr),

—2rAr

where

H2) = g—2rAr
poo

p(Sm, mAr|5m+1, (m + l)Ar)
Jbm 

pbm-1
^ / (^m—1 K^p^Sm— 1) Tn^.T^dSm—

Jo
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and we use the notation 60 = b(0) = K. Thus if we set

m—1
£S> ^ -(m-fc+2)rAr

poo
p(Sm, m/S.T\Sm+\, (m + l)Ar)

J brn

X
poo

(Sk-! - (fc - l)Ar|5m, mAr)dSfcA}
Jbk-!

U\ becomes
' /*oo

C/i = e_rAr[{l — e~gAT)Sm — (1 — e~rAT)K]p(Sm, mAr|5m+1, (m + l)Ar)dS„ 
Jbm

+^m) + ^m + L$ + o(raAr),

and defining Lm = Lm + L$ + Lm , U(5m+1, (m + l)Ar; bm) reduces to

U(Sm+h (m + 1)At; bm) — CE(5m+i, (m + l)Ar) + o(mAr) + L„

+ E ^ — (to—k+l)rAr
poo

[(1 - e-A’)St - (1
Jblr

— e -rAr )K]
k=1 " bk

xp(Sk, fcAr|5m+i, (m + l)Ar)5fc.

All that remains is to prove that Lm is of o(At). We begin by noting that when 

sm = bm, u(Sm, mAr; bm-1) becomes
771—1

i~tAt)K}
mi—± p00

bm - K = e~{m'k)rAT [(1 - e~qAT)Sk - (1
fc=i ^bk

xp(Sk, A:Ar|6m, mAr)dSk 

+CE(bm, mAr) + o(mAr)
poo

= Y,e~(m~k)rAT (Sk-K)p(Sk,kAr\bm,mAr)dSk 
J bu

771—1

k — 1
771—1

E'

A;=l

t — (m—k)rAr
poo

(e-qATSk - e~rArK)p(Sk, fcAr|6m, mAr)dSk 
Jbk

poo
+e-rmAr (5q _ 0|&ro, mAr)dS0 + o(mAr),

Jk
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and thus

bm-K
7Ti 1 pOO

X>_(m_fc+1)rAr (Sk-i - K)p(Sk-u(k - l)Ar\bm,mAr)dSk^ 
k= 1 Jbk-\

m 1 poo
- J2 e-(m-fc)rAr (e-^Sk - e-rATK)p(Sk, kAr\bm, mAr)dSk 

J bi-k= 1 Jbk

—rAr
poo

+e~'“' (Sm-i ~ K)p(Sm-1, (m - l)Ar|6m, rnAr)<iSm_i
J bm-1

+o(mAr),

e-(m-fc+l)rAr
fc—1

m—1

where again 6o = &(0) = K. If we take Sm > bm, we have

m-l poo
(Sk-i - K)p(sk-1, (fc - l)Ar|5m, mAr)d5fc-i

Jbk-i
poo

{e-^Sk - e~rAr K)p(Sk, kAr\Sm, mAr)dSk
Jbk

poo
+e~rAr {Sm-i - K)p(Sm-i(rn - l)Ar|5m,rnAr)d5m_i

Jo
fbm-1

(Sm-1 ~ K)p(Sm-i(m - l)Ar|5m,mAr)dSn 
Jo

_ ^ A g-(m-fc)rAr
/c—1

-rAr 1 •

Thus we arrive at the inequality

Sm-K-e -rAr
poo

(Sm-1 - A')p(5m_1, (m - l)Ar|5m, mAr)c?5m_i 
Jo

771—1 poo
> ]T e-(m-fc+i)rAr (5fc_1 _ i^)p(1Sfc_.1, (fc - l)Ar|Sm, mAr)rf5n

Jbk-ik= 1
771—1 pOO

£ e-(m-fe)rAT (e~qATSk - e-rATK)p(Sk, kAr\Sm, mAr)dSfc
Jbk

pbm — 1
(Sm-1 - K)p(Sm-i, (m - l)Ar|5m, mAr)dSn 

Jo

k=1

—rAr ^ TTl — 1 *
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Rewriting Lm gives 

L = e~rAr/
OO j m 1 /»oo

< £ e-(—fc)^ (e~qArSk - e~rAr K)p(Sk, kAr\Sm, mAr)dSk

l fc=l ^bk
rom-1

70+ / e rAr(5m_i - K)p(Sm-i(m — l)AT\Sm,rnAT)dSm-i

m-1 r00
0—(m—k+l)rAr-£■

k=l
xp(Sm,mAr\Sm+1, (m + 1)Ar)dSn

poo
(5fc_i - *>(&-!, (* - l)Ar|5m, mAr)dSk_

Jbk--,

Lm. ^ C —rArf{ Sm — K — e—rAr
poo

(Sm^-K)
Jo

Ljn ^ 6 —rAr

xp(Sm-1, (m - ^ArlS™, mAT)dSm-i 

xp(Sm, mAT\Sm+i, (m + l)Ar)d5,

/°° - /f - e-rAT(5me(r-<j)AT - X)
Jbm l

xp(Sm, mAr|5m+i, (m + l)Ar)d5,

poo
-Lm < e~rAr {{l-e-«AT)Sm-il-e-rAT)K}

Jbm
xp(Sm, mArlS'm+i, (m + l)Ar)d5m 

-Lm < (1 — e~qAT)Sm+ie~qArN(di(Sm+i, At; bm))

-(1 - e-rAT)Ke-rATN(d2(Sm+u&T-bm)).

We now consider the limit of this bound for \Lm\ as At —> 0. Firstly we note that

lim (1 - e-qAr) = lim (1 - e~rAr) = 0.
Ar—>(J Ar->0

As At —> 0, bm —> 6m+i, and since 5m+i < 6m+i for an unexercised American call, we 

have

lim N(di(Sm+i, At; bm))
Ar—+0

lim N(d2(Sm+i,AT;bm)) = 0,
At—>0
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and thus \Lm\ —> 0 as Ar 

given by

U{Sm+1, (m + l)Ar; bm)

0. Hence Lm is of o(Ar) and U(Sm+i,(m + l)Ar; bm) is

CE{Sm+1, (m + 1)At) + o((m + l)Ar)
m /»oo

+ Y e-(m-fc+1)rAr [(1 - e~qAT)Sk - (1 - e-rAn*]
j. 1 J bi-

xp(Sk, kAr\Sm+u (m + l)Ar)dS'fc,

and equation (2.6.4) is satisfied for n = m + 1, completing the induction proof.

A2.7.3. Proof of Proposition 2.6.3. An obvious use of equivalent notation in (2.6.4) 

produces

Cb{Sn,nAr) = CE(Sn, nAr) + o(nAr)
n—1 /»oo

+ Y e^n~k)rAT [(1 - e-qAr)Sk - (1 - e~rAr)K] 
k=i

xp(5fc, fcArl^n, nAr)dSk,

which is the unexercised American call option price with n discrete early exercise dates, 

occurring after every time step At. Using Taylor series we have

(l-e-QAT)-«Ar + o(Ar),

where a is a constant, and thus the price becomes

Cfc(5„,nAr) = CE{Sn,nAT) + o(nAr)
n—1 oo

+ Y e-(n-k)rAr [qSk _ rK]p(Sk, kAr\Sn, nAr)dSkAr.
k=l ^bk

Finally, to find the value of the continuous American call, we set nAr — r,Sn = S, 

and take the limit as At —► 0 to produce
pr poo

Cb(S,r) = Ce(S,t) + e-r<T-*> (qSi-rK)p(Sz,Z\S,T)dStdZ
JO J 6(4)

= Ce(S,t)+ rqSe-^NMS'T-fMm 
Jo

- fT rKe~r^N(d2(S, r - K£))R,
Jo

which is equation (2.5.2) of Proposition 2.5.1.



CHAPTER 3

Evaluation of American Option Portfolios

3.1. Introduction

In Chapter 2 we explored how McKean (1965) and Kim (1990) successfully extended 

the Black-Scholes European option pricing methodology to American calls and puts, and 

in particular showed that the incomplete Fourier transform method is able to readily cater 

for general monotonic payoff functions. This chapter extends the transform methodology 

to a special type of American strangle position, where the early exercise of one side of the 

position will knock-out the remaining side. Through this example, a general American 

option pricing framework for convex payoffs is provided. A numerical comparison is 

conducted between the two different American strangle definitions, demonstrating that 

McKean’s method leads to useful representations for the price and free boundaries of 

American option portfolios.

Despite the large amount of research conducted into the American option pricing 

problem, as discussed at length in Chapters 1 and 2, there is still no universal frame­

work with which one can derive the integral equations and free boundaries for a generic 

payoff function, either monotonic, convex or concave. Elliott et al. (1990) considered the 

American straddle pricing problem, deriving the coupled integral equation system for the 

straddle’s free boundaries, however it is not clear how their approach could be extended 

to general convex/concave payoff functions. While they used probability theory in their 

analysis, in this chapter we revisit McKean’s incomplete Fourier transform method for 

American call options and derive the coupled integral equation system via this approach. 

We extend the findings of Elliott et al. (1990) by applying McKean’s method to a special 

kind of American strangle. If exercised early, the entire payoff is optimally realised, mak­

ing this fundamentally different to an American strangle formed using individual calls 

and puts. Thus the strangle under consideration is the analogue of the straddle considered 

by Elliott et al. (1990). Alobaidi and Mallier (2002) also considered the American strad­

dle problem, using incomplete Laplace transforms to derive integral equations for both its

61
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price and free boundary. The primary drawback in their method is that while a solution is 

readily found in transform-space, inverting the solution appears analytically impossible, 

making the final result very difficult to implement numerically. We demonstrate that the 

incomplete Fourier transform is a preferable solution technique, leading to solutions that 

are straight-forward to invert, and thereby more suitable for numerical implementation.

The American strangle is an example of a more general American option position 

with a convex payoff function and indeed the methodology developed in this chapter may 

be applied to evaluate such positions. Although other methods can be applied to a broad 

class of market-relevant American portfolios, we have chosen to use the Fourier trans­

form method because it provides a systematic approach for solving such problems. The 

integral equations for capped American call options presented by Broadie and Detemple 

(1995) can also be derived using McKean’s analysis, and provides the basis for evaluating 

American bull/bear spreads and butterflies. The application of McKean’s method in this 

chapter is based on the exposition in Chapter 2. We also transform the results into the 

equivalent of Kim’s integral equation form, and then proceed to implement these equa­

tions numerically to find firstly the strangle’s early exercise boundaries, and finally the 

strangle’s price.

We use this American strangle contract as our illustrative example for several reasons. 

The American strangle is a natural generalisation of the results of Elliott et al. (1990). It 

is typical for option traders to deal in positions rather than single options, implying that 

there exists a market for option portfolios comprised of American options. By applying 

our analysis to this alternative form of American strangle, we are given the opportunity to 

explore the differences between the two American strangle definitions, both analytically 

and numerically. Such analysis has not been presented in the existing literature to our 

knowledge.

The alternative strangle definition contains several implicit advantages over a “tradi­

tional” American strangle constructed using a long position in both an American call and 

an American put. The new strangle is self-closing, since exercising one side of the po­

sition will knock-out the other. These implicit knock-out barriers will make this strangle 

cheaper than a “traditional” one, and may have market applications within pure-volatility 

strategies. It is important to note that the proposed strangle loses the flexibility to be 

decomposed into its component options. An integral equation exists for the delta of the
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strangle, and this can be solved in the same manner as the pricing integral equation. Thus 

the strangle can be hedged in the same manner as any American call or put.

This chapter is structured as follows. Section 3.2 outlines McKean’s free boundary 

problem that arises from this special American strangle option pricing problem. Section 

3.3 applies the incomplete Fourier transform to solve the PDE in terms of a transform 

variable. The transform is inverted in Section 3.4 to provide a McKean-type integral ex­

pression for the American strangle price, and a corresponding integral equation system 

for the strangle’s two early exercise boundaries. Section 3.5 provides the transform from 

McKean-style equations to Kim-style equations. Section 3.6 outlines the numerical so­

lution method for both the free boundaries and strangle price. A selection of numerical 

results are provided in Section 3.7, with concluding remarks presented in Section 3.8. 

Appendices follow the final section, with detailed proofs for the various propositions.

3.2. Problem Statement - American Strangle

Let Aaua2(S, t) be the price of an American strangle position written on an underlying 

asset with price S at time t, and time to expiry (T — t). This position is formed using a 

long put with strike Ki, and a long call with strike K2, and we specify that K\ < K2. Let 

the early exercise boundary on the put side be denoted by ai(t), and the early exercise 

boundary on the call side be denoted by a2(t). Figure 3.1 demonstrates the payoff and 

continuation region for Aai>a2(S, t).

Continuation Region
ai(t) < S < a2(t)

Stopping Region 
S < ai(t)

Stopping Region
S > a2(t)

0 ai(t) K]

Figure 3.1. Continuation region for the American strangle in ,S'-space.
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Under the assumption that the price of the underlying asset is driven by the geometric 

Brownian motion in equation (2.2.1), it is known that A satisfies the Black-Scholes PDE

^+f2s2^+^-^H-rA=o-

in the region a1(t) < S < a2(t), where r is the risk-free rate, and q is the dividend 

rate of S (continuously compounded), subject to the following final time and boundary 

conditions:

-^ai,<12 (*-6 -^) = max(7fx — S, 0) + max(5' — K2,0), (3.2.2)

0 < S < 00,

■Aai ,(i2 (®1 (01 0 = K\ — ax(t), t > 0, (3.2.3)

Aaua2(a2(t),t) = 0.2(f) — K, t > 0, (3.2.4)

r dAhm
S—>ai(t) dS

dA
= -i, lim, = ^

S-+CL2(t) OD
(3.2.5)

Condition (3.2.2) is the payoff function for the strangle at expiry, while conditions (3.2.3)- 

(3.2.5) are collectively known as the “smooth-pasting” conditions. These ensure that the 

price and first derivative with respect to S of AaiA2(S. t) are both continuous. This is 

necessary to maintain the Black-Scholes assumption of an arbitrage-free market.

Firstly, we shall transform the PDE (3.2.1) to a forward-in-time equation. Setting 

S = ex and t = T — r, we define the transformed function V by

Aai,a2{S,t) = VCuC2(x,t). (3.2.6)

The transformed PDE for V is then

dV
dr

1 2d2V dV
-rV, 0 < r < T, (3.2.7)

in the region In cx(r) < x < lnc2(r) where k = r — q — |cr2, and the transformed free 

boundaries are given by cx(t) = ax(f) and C2(r) = 02(f). The transformed initial and
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boundary conditions are

VcllCa(x,0) = max(Ff! — ex, 0) + max(ex — K2,0), (3.2.8)

—00 < x < 00,

2 (In C!(r),r) = Ki-ci(t), t > 0, (3.2.9)

2 (In c2(t),t) = c2(r) - K2, t> 0, (3.2.10)

dV
hm — =

x—>ln ci (r) UX
-O(r), (3.2.11)

y dV
hm — =

x—►lnc2(r) UX
c2(r). (3.2.12)

In what follows, we will use the notation c\ = ci(r) and c2 = c2(r) for simplicity.

By a natural extension of the approach detailed in Chapter 2, the x-domain shall be 

extended to — oo < x < oo by expressing the PDE as

H(lnc2 - x)H(x - 1-cO (^ - + rVj = 0,

where H(x), the Heaviside step function, has been defined in equation (2.2.14). The 

initial and boundary conditions remain unchanged. We are now ready to begin solving 

this PDE for VCltC2(x, r).

3.3. Applying the Fourier Transform

As in Chapter 2 we shall solve the problem defined by equations (3.2.7)-(3.2.12) using 

the Fourier transform technique. One particular difference in the strangle case is that the 

solution is bounded by the interval (ci, C2), and we know with certainty that the function 

V and its first two derivatives with respect to x are finite at the limits of the space-domain 

for the transform.

Since the x-domain is now — 00 < x < 00, the Fourier transform of the PDE can be 

found. The Fourier transform of V, JF{VCliC2(x, r)j, is defined as

/
OO

etvxVCl>C2(x,T)dx.
■OO .
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Thus, the transformed PDE appears as
T r -i n‘2 T r

T{H(lnc2 - x)H(x-Inci)—} = -a2T{H(\nc2 - x)H(x - lnci)-^-}

dV
+kF{H(lnc2 - x)H{x - lnCl)—}

—rjF{i?(lnc2 - x)tf(£ - lnci)V}.

By definition

T{H(\nc2 - x)H{x - lnci)FCliC2(x,r)}

etr,xH(In c,2 — x)H(x — In Ci)VCliC2(x, r)dx

elT7XVCltC2(x,T)dx

= ^{Vcuaix, r)} = VCuC2(v, r), (3.3.1)

where for convenience we introduce the notation VCliC2(rj, r) to also denote the transform.

We note that Tc is an incomplete Fourier transform, since it is equivalent to a standard 

Fourier transform applied to l/CljC2(x,r) in the domain lnci < x < In c2. In Appendix 

3.1 we show how the incomplete Fourier transform may be derived as a consequence of 

the standard Fourier transform, and there derive the corresponding inversion theorem. To 

apply the incomplete Fourier transform to the PDE (3.2.7), we need to consider three 

specific properties of Tc.

PROPOSITION 3.3.1. Given the definition of Tc in equation (3.3.1), the following 

identities exist for Tc:

Proof: Refer to Appendix A3.2.1. Note that in deriving the above results, we make 

use of the so-called “smooth-pasting” conditions given in equations (3.2.9)-(3.2.12).

(c2 - K2)eir>lnC2 - (Ki - Ci)eir,lnci - irjV; (3.3.2)

_&ir) in ci (_Ci _ ir]{Kl _ Cl)) _ rfy. (3.3.3)

r)V c' r'
---------- Kn) + -ieij?lnci(A:i - Cl). (3.3.4)
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□

The PDE can now be transformed, as required.

PROPOSITION 3.3.2. The incomplete Fourier transform of the PDE (3.2.7) with re­

spect to x satisfies the ODE

Instead of solving a PDE for the function VCuC2(x,t), we are now faced with the 

simpler task of solving the ODE (3.3.5) for the function VCi<C2(t],t). This can then be 

inverted via the Fourier inversion theorem (see Appendix 3.1) to recover the desired func­

tion VCltC2(x, t). Before concluding this section, we obtain the solution to (3.3.5).

PROPOSITION 3.3.3. The solution for VCl iC2(t), t) is given by

(3.3.5)

where

F{v,r) (3.3.6)

with initial condition

•^{Klc^O)} = VCl>C2(r],0).

being calculated from equation (3.2.8).

Proof: Refer to Appendix A3.2.2.

□

Jo

Proof: Recall that ci and C2 are functions of r, the ODE (3.3.5) is of the form

— + a(V)V = F(Tl,T)

whose solution is given in Proposition 2.3.4.
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3.4. Inverting the Fourier Transform

Having now found VCl,c2(7??r)> it is necessary to recover VCl,C2(x?r)? the American 

strangle price in the x-r plane. Taking the inverse (complete) Fourier transform of (3.3.7) 

gives

VCuC2(x,t) = f-'iVirj, 0)e-(*-(|cr2r72+/ci77Tr)r}

+r-1 e_(^L+fc^+r)(r-s)i?^;S^5

= Vcuc2(xiT) + K$b(x> r); In Cl(r) < x < In c2(r).

We must now determine V^1,^ (x,r) and 14^(x,r).

PROPOSITION 3.4.1. 77je function VrJi1,c2(x,T) is given by

V^{x,t) = [Kle-rrN(-d2(ex,T-K1))-exe-qrN(-d1(ex,r-,K1))}

+ [exe-qTN(d1(ex,T]K2)) - K2e-rT N (d2(ex, r; K2))}

-[Kie'rT N(-d2{ex ,t-, cfO+))) - exe“9TAr(-c!1(e:c, r; ci(0+)))] 

-{exe~qrN{dfex,T-c2{0+))) - K2e-rTN(d2(ex, r; c2(0+)))](3.4.1)

where

In(5//?) + (r
di{S,r;P) = OyjT
d2(S,T-(3) = di(S,r;P) - ay/r, 

Cj(0+) = lim q(r), i = l,2,
T—>0+

and

N(y)
1 P _s3 , 

e 2 aa.
\/27r

/2/

•c

Proof: Refer to Appendix A3.3.1.

□

PROPOSITION 3.4.2. The function V^c2(x, r) is given by

e-r(r-s)

= /Jo a yj2ix{r - s)
e-h2(*,»)Q2(a.> s) + e-h1(*lS)gi(Xj s)]dS} (3.4.2)



3.4. INVERTING THE FOURIER TRANSFORM 69

where

hj(x, s)
(x — lncj(s) + fc(r — s))2

2 cr2(r — s)
and

2 ' V^O) 2 _

for j — 1,2 and lnci(r) < x < lnc2(r).

k-
(x — lncj(s)) 

(r-s)

(3.4.3)

(Cj(s) — Kf (3.4.4)

Proof: Refer to Appendix A3.3.2.

□

Hence, the value of the American strangle in the x-t plane is given by

VCl,C2(x,r) = Vc^Jx,r) + VcW2(x,t), (3.4.5)

0 < r < T; lnci(r) < x < lnc2(r).

Equation (3.4.5) expresses the value of the American strangle position in terms of the 

early exercise boundaries cfr) and C2(t). At this point these remain unknown, but we are 

able to obtain an integral equation system that determines them by requiring the expres­

sion for VCl'C2 (x,t) to satisfy the early exercise boundary conditions (3.2.9) and (3.2.10). 

Recalling our definition for the Heaviside function, the integral equation system

c2(r)^ K2 = ^CliC2(lnc2(r),r), (3.4.6)

-'—-p-- = VcltC2(]nci(T),T), (3.4.7)

is obtained, where VCUC2(x,t) is given by equation (3.4.5) in conjunction with (3.4.1)- 

(3.4.4). The factor of | appears in the left hand side of (3.4.6) and (3.4.7) due to prop­

erties of the Fourier transform. Recall that the complete Fourier transform was applied 

to discontinuous functions of the form i7(lnci — x)Il (x — \nc2)f{x,r). As proved in 

Dettman (1965) (p.360), the inverted Fourier transform of a discontinuous function will 

converge to the midpoint of the discontinuity. Thus in equations (3.4.6)-(3.4.7), when V 

is evaluated at either In ci(r) or In C2(t), the factor of \ must be introduced into the left 

hand side, as was seen in Chapter 2. This is accounted for by our Heaviside function 

definition in equation (2.2.14).



3.5. THE KIM-TYPE REPRESENTATION 70

The system of integral equations (3.4.6)-(3.4.7) must be solved simultaneously using 

numerical methods to find Ci(r) and c2(t), since analytical solutions seem impossible. 

Once these are found, it is a simple matter to evaluate VCuC2(x, r) via numerical integra­

tion.

To make the task of numerical implementation less complicated, we will transform 

equations (3.4.1)-(3.4.5) into the form presented by Kim (1990). This has the effect of 

removing the c[(r) and cr2(r) terms from the integral through the use of integration by 

parts. The first step is to re-write the pricing equation in terms of the original underlying 

asset S.

PROPOSITION 3.5.1. The solution to the free boundary value problem (3.2.1)-(3.2.5) 

in terms of S and r is given by

3.5. The Kim-Type Representation

(3.5.1)

where

+ [Se~qrN(di(S, r; K2)) - K2e~rrN(d2(x, r; K2))} 

-[K1e—7V(-d2(5)T;c1(0+))) - Se~'irN(-d1(S,T-,c1(0+)))]

-[Se~(1TN(d1(S,T-c2(0+))) - K2e-rTN(d2(S,T]C2(0+)))],(3.5.2)

with d\. d2 as in Proposition 3.4.1, and

where
hj(s,o = (MS/cmor (3.5.4)

and

for j = 1,2 and C\(r) < S < c2(r).

(Cj(0 ~ Kj) (3.5.5)
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Proof: Recall that x = In S, and substitute this into equations (3.4.1)-(3.4.5).

□

PROPOSITION 3.5.2. Equations (3.5.1)-(3.5.5) can be expressed as follows:

ACl,C2(S,r) = AP(S,t) + AC(S, r), (3.5.6)

where

AP(S, r) = Kie-rTN(-d2(S, r; KJ) - Se^Ni-dfS, r; KJ)

+ [ [Kire-T^N{-d2(S, r - off)))
Jo

-Sqe-^Ni-dfS, r - (3.5.7)

and

AC{S,t) - Se~gTN(di(S, r; K2)) — K2e~rT N(d2(S, r; A^))

+ nSqe-^NMS, r - & c2(0))
Jo

-K2re~r^N(d2(S, r - c2(0))]^- (3.5.8)

Proof: The above is derived using integration by parts1, as demonstrated by Kim 

(1990), and outlined in Appendix A2.5.1. Note that equations (3.5.7)-(3.5.8) do not in­

volve the derivatives c[ and d2.

□

3.5.1. The Perpetual American Strangle. Before concluding this section, we shall 

consider the American strangle in the case where the position has no fixed exercise date. 

Kim (1990) demonstrates how to derive the price and early exercise boundary of perpetual 

American calls and puts using his integral representation for the options. Here we extend 

his results to the perpetual American strangle.

JWe note that it is possible to arrive directly at this form of the solution by solving an inhomogeneous 
version of (3.2.1) in the domain 0 < S < oo, where the inhomogeneous term, representing the cash flows 
associated with the strangle in the stopping regions, is given by

H{ai(t) - SKrifi - qS) + H(S - a2(t))(qS - rK2).

Such an approach was first explained by Jamshidian (1992), and requires a clear understanding of the cash 
flows that take place when the American portfolio has been exercised early. The Fourier transform analysis 
may be more mathematically cumbersome than that of Jamshidian (1992), but its strength lies in forgoing 
any such cash flow analysis. The method is also the only intuitive way to derive McKean’s representation 
for the integral equations, something that cannot be readily understood using the Jamshidian technique.
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PROPOSITION 3.5.3. The price of a perpetual American strangle, ACliC2(S, oo) is 

given by

S
Acuc2(S, oo) =

ci(oo)
(k + <t2)ci(oo) — kK\ Ki — Ci(oo)

+

2\Jk2 + 2 <j2r 2
P+ r(k + (72)c2(oo) - kK2 c2 — K2(oo)

(3.5.9)

,C2(oo)

where the early exercise boundaries are given by 

Ki(P-) 2

2 \/fc2 + 2<r2r
+

ci(oo) =
(/3_) - 1 O0_) - 1 a" c2(oo)

(3.5.10)

X

and

, ^ _ ^(/L) , 2c2v°o) — , “ - 7 +
((3+) - 1 ((3+) - 1

(k + ct2)c2(oo) - kK2 c2(oo) - AT2 

2\/A;2 + 2<r2r 2

(w + o2 ) \C2(oo)
(3.5.11)

x
(A; + <t2)ci(oo) — A:/^ —Ci(oo)

2 %/A2 + 2cr2r 2

with (3± = (—A; ± \/2ro2 -f k2)/a2 and k — r — q — <j2/2.

Proof: Refer to Appendix 3.4.

□
The interdependence of the two early exercise boundaries prevents us from finding a 

closed-form solution for ACliC2 (S, 00), ci(oo) and c2(oo), as opposed to the individual call 

and put cases considered by Kim (1990). Nevertheless, the system of equations (3.5.10)- 

(3.5.11) for the free boundaries is readily solved using numerical techniques.

3.6. Numerical Implementation

The integral equation system for the free boundaries ci(r) and c2(r) is now

Ki — ci (r) = AC1;C2(c1(t),t), (3.6.1)

c2(t)-K2 = AC1)C2(c2(t),t). (3.6.2)

It is of value to note that equation (3.5.6) is simply the sum of the integral pricing ex­

pressions for an American put and an American call. The added complexity in pricing an
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American strangle therefore arises from the early exercise boundaries. Each free bound­

ary is dependent upon the other free boundary in the system (3.6.2)-(3.6.1), and therefore 

these boundaries are not equal to those found when valuing an American call and put 

option separately. Thus it is important to understand the nature of the early exercise 

boundaries for American option portfolios in order to obtain the correct free boundary 

values.

To solve this system, we propose using a numerical scheme similar to that usually 

applied to Volterra integral equations. Firstly, discretise the time variable r into n equally 

spaced intervals of length h. Thus t* = ih for i — 0,1,2,..., n, and h = T/n. Following 

the methods of Kim (1990), it can be readily shown that the initial values are given by 

(see Appendix 3.5)

Thus by starting at i — 1, there are only two unknown values in the system (3.6.2)-(3.6.1) 

for each z, namely Ci(r^) and 02(7*). We use Simpson’s rule to evaluate the integral terms.

For each z beginning with z = 1, the bisection method is applied to the following 

nonlinear equation to find Ci(r2):

and (3.6.3)

d(ih) — K\ — AP{c\(ih), ih; c\) — AC{c\{ih), ih; C2), (3.6.4)

where

AP(ci(ih),ih; c^) = K1e-rihN{-d2{c1(ih), ih- Kx))

—Ci(ih)e~qzhN(—di(ci(ih), ih; K{))

(3.6.5)

+h'^2'Wj[Kire rh{l 3)N(-d2{cl{ih),h(i - j)-,Ci{jh)))

-ci(ih)qe qh{-1 3)N(-dx(cx{ih),h(i - j)-,ci(jh)))\,
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and

AC, ih; C2) — Ci(ih)e~qthN(di(ci(ih), ih; K2)) (3.6.6)

-K2e-rihN(-d2(Cl{ih), ih; K2))
i

+h wj[cl(ih)qe~qh{l~3)N(dl(cl{ih), h(i - j); c2(jh)))} 
j=0

-K2re-rh^N(d2(c1(ih),h(i-j);C2(jh)))\.

The summation weights, w3, are those dictated by the numerical integration scheme, in 

this case Simpson’s rule and the extended Simpson’s rule (used on the end furthest from 

expiry whenever i is odd). The bisection method was chosen over more complex tech­

niques, such as Newton’s method, because the monotonic nature of the free boundaries 

enables us to efficiently reduce our search region for the unknown root as i increases. 

The bisection method also saves us from having to evaluate the derivatives of the free 

boundary integral equations.

Similarly, we apply the bisection method to the following to find c2(tj):

c2{ih) — K2 + AP(c2(ih), ih; ci) + AC(c2(ih), ih; c2), (3.6.7)

where

AP(c2(z/i),z/i;Cl) = tfie_rihW(-d2(c2(i/i),i/i;A'i)) (3.6.8)

-c2(7h)e-^iV(-d1(c2(ih),i/i;Jfi:1))
i

+h Wj[if1re-r/l{i-j)7V(-d2(c2(7/1), h(i - j); Cl(jh)))
3=0

-c2(ih)qe~qh('l~:!)N(-d1(c2(ih)1 h(i - j); Ci{jh)))],

and

AC(c2{ih),ih;c2) = c2{ih)e~,lihN{d1(c2(ih), ih; K2)) (3.6.9)

-K2e-rihN(-d2(c2(ih),ih; K2))
i

+h ^2 wj\c2{ih)qe~qh(:i'~:i)N(di(c2{ih), h(i - j); c2(jh)))] 
3=0

-K2re-rh^N(d2(c2(ih), h(i - j); c2(jh)))}.
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It is important to note that at j = i, both d\ and d2 are singular. This can be handled 

by using the limits

lim N(di(Cl(t), t - f; c2(0) = lim W(-di(c2(r), r - Cl(f)) = 0, (3.6.10)€—T-

and

lim iy(di(c2(r),T - £;c2(£)) = lim 7V(-di(ci(r),r - £; Ci(f)) = 0.5. (3.6.11)£->t

These limits are the same for d2. It is also important to see that while, for example, 

(3.6.4)-(3.6.6) depends upon c2(Tj) it does not explicitly require c2(r,), due to the need to 

use the limits (3.6.10)-(3.6.11) at j = i. Hence the simultaneous integral equation system 

(3.6.2)-(3.6.1) can be solved by finding Cj (r,) using all known values of C\ (r;) and c2(rJ), 

j = 0,1,2,..., i - 1. That is, the interdependence at the ith time point is removed due 

to the need to consider the limits of di and d2 when evaluating (3.6.4)-(3.6.6) and (3.6.7)- 

(3.6.9).

The above numerical scheme is firstly carried out using using a time-step size of h, 

and then repeated using h/2. In each case, since it is necessary to alternate between two 

different numerical integration schemes (for odd and even values of i) it turns out that 

the free boundaries have non-monotonic gradients. This is rectified by combining the two 

estimates using Richardson extrapolation. Pricing the American strangle is then achieved 

via numerical integration using Simpson’s-rule, combined with the estimates of Ci(rj) and

C2(Ti).

The algorithm American Strangle Price presented in Appendix 3.6 demonstrates how 

Richardson extrapolation was implemented when solving the integral equation system for 

the free boundaries. Note that the algorithm allows for a finer grid to be used close to 

the expiry date of the strangle, since this is the region where the free boundaries experi­

ence the most rapid change. The final American strangle price is readily obtained using 

numerical integration once the free boundaries have been estimated.

3.7. Results

Firstly we examined the accuracy of the numerical scheme being implemented. The 

method was applied to a 1-year American strangle position, using n = 100,200,400 and 

800. This has been compared against an optimised Crank-Nicolson scheme using 4 time
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steps per day. The r and q parameters were chosen to be non-zero and unequal. The 

results are summarised in Table 3.1 for 5 spot prices, chosen to represent at-the-money, 

in-the-money and out-of-the-money prices for the strangle within the continuation region.

s CN 60,000 CN 120,000 Kim 100 Kim 200 Kim 400 Kim 800
0.75 0.275648 0.275648 0.275647 0.275647 0.275647 0.275647
1.00 0.100322 0.100319 0.100332 0.100332 0.100332 0.100332
1.25 0.038560 0.038560 0.038563 0.038562 0.038561 0.038561
1.50 0.092316 0.092314 0.092344 0.092341 0.092341 0.092340
1.75 0.255619 0.255619 0.255631 0.255632 0.255633 0.255633

TABLE 3.1. American Strangle price found numerically. The Crank- 
Nicolson finite difference scheme involved 4 time steps per day, using 
60,000 and 120,000 space-nodes. The numerical scheme for solving Kim’s 
integral equations used n = 100,200,400 and 800 respectively, as indi­
cated in the table. The parameter values were r = 5%, q — 10%, T — t — 
1; Ki — 1; K2 — 1.5; a = 20%.

From Table 3.1 it can be seen that for the strangle at-the-money on the call side, the 

Crank-Nicolson scheme has converged to 4 decimal places, while it has converged to 5 

decimal places at the other spot values. Thus we take the Crank-Nicolson results as being 

the true solution to an accuracy of around 4 decimal places.

For all the values of n used, the American strangle prices found using Kim’s inte­

gral equation system match those found using Crank-Nicolson to 4 decimal places. We 

conclude from these results that the numerical method employed in solving the integral 

equations has an accuracy of 4 decimal places. It can also be seen that the numerical 

scheme for Kim’s integral equations has converged to 5 decimal places for n as low as 

100. We therefore select n — 200 for the purposes of generating all further results. The 

algorithm was implemented using LAHEY™FORTRAN 95 on a PC with a Pentium 4 

2.40 GHz processer, 512MB of RAM, and running the Windows XP Professional operat­

ing system. With n = 200, the code takes approximately 66 seconds to solve the integral 

equation system for the American strangle’s free boundaries.

By considering the number of calculations required by the code for a given n, we 

can provide some insight into how the value of n affects the code’s run-time. Assume 

that when using the bisection method to solve the integral equation system, the mean 

number of iterations required for each application is m. In practice we find that m is 

approximately 50. When finding the zth pair of free boundary values for i — 1,2,..., n,
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we must evaluate the integrand at i + 1 points. Therefore to estimate each free boundary 

using the bisection method, we are required to make m[(n -T l)(n + 2)/2] integrand 

evaluations. Thus it can be concluded that the number of operations required by our code 

is of order ran2.

To demonstrate the early exercise boundaries and price properties of the American 

strangle, we implemented the method using n — 200 time nodes. To improve the accuracy 

of the method where the free boundaries change rapidly, a finer grid was used between 

the first three nodes (specifically, 40 nodes between i — 0 and i — 2). The method was 

also applied in the same manner to the American call and put contracts which define the 

components of the strangle’s payoff function. By comparing the results for the strangle 

against those of the independent call and put, we can demonstrate how the American 

strangle’s free boundaries and price are affected by the interdependence between Ci(r) 

and c2(r).

Firstly, consider an American strangle with one year until maturity. Let the put-side 

strike be 1 and the call-side strike be 1.1, with the volatility of the underlying at 20%. In 

Figures 3.2-3.5 we present the call- and put-side boundaries for the American strangle, 

with r > q (Figures 3.2 and 3.5), r < q (Figures 3.3 and 3.4), and finally r — q (Figures 

3.4 and 3.5). In all cases, we include the free boundary for the corresponding American 

call or put. The same results are repeated again in Figures 3.2, 3.3, 3.6 and 3.7, but with 

the call-side strike having been reduced to 1.001, moving the strangle position closer to a 

straddle.

There are several distinct features that can be ascertained from these free boundary 

plots. The first is that the relative values of r and q directly affect whether or not the 

American strangle free boundaries will show significant divergence from the correspond­

ing American call and put boundaries. In particular, when r > Q, only the put-side 

boundaries diverge, and when r < q only the call-side boundaries diverge2. When r — q, 

there is divergence in both boundaries, but it is smaller than in the other two cases.

Since the early exercise of the in-the-money side of the strangle will knock-out the 

other side, it is expected that the strangle will have to be deeper in-the-money to warrant 

early exercise than one formed using independent American calls and puts. In all cases,

2Note that in Figure 3.2 the strangle free boundaries are almost equal to the corresponding call free bound­
aries, thus making only two of the four boundaries visible in the plot. For the put side, shown in Figure 3.3, 
all four free boundaries in the plot are almost equal, and only a single boundary can be seen.
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Free Boundary: American Call and Strangle

----- Call:K2 = 1.1,r>q
-----Strangle: = 1.1, r > q
___ Call: *2 = 1.001, r>q

Figure 3.2. Ki = l,cr = 20%; r = 10%, q = 5%

Free Boundary: American Put and Strangle

-----Strangle: = 1.1, r < q

_ „ Strangle: = 1.001, r < q

Figure 3.3. Kx^l,a = 20%, r = 5%, q = 10%

the call-side free boundary for the strangle is always greater than or equal to that of the 

corresponding American call free boundary, while the put-side is always less than or 

equal to that of the corresponding American put free boundary. This is in keeping with 

the economic intuition behind the American strangle position.

In all three cases of r and q values, moving the call-side’s strike closer to the put-side’s 

strike increases any divergence between the American strangle free boundaries and those 

of the corresponding American call and put. This is again as one would expect, since the
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Free Boundary: American Call and Strangle; = 1.1

1.45 -

----- Call: r < q
-----Strangle: r < q

— Call: r = q
— » Strangle: r = q

FIGURE 3.4. Ki = l,K2 = 1.1, cr = 20%, q — 10%; r = 5% when r < q

Free Boundary: American Put and Strangle; = 1.1

----- Put: r > q
-----Strangle: r > q
■——> Put: r = q

- Strangle: r = q

^ 0.85 -

FIGURE 3.5. KI = l,K2 = 1.1, cr = 20%, r = 10%; q = 5% when r > q

closer the strangle is to being a straddle, the more intrinsic value the out-of-the-money 

strangle component will contribute to the early exercise decision. It can also be seen that 

as the time to maturity increases, the divergence between the strangle free boundaries and 

the corresponding call and put boundaries increases. When the strangle has a very short 

time to maturity, say 2 weeks or less, then the divergence between the two free boundaries 

becomes minimal.
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Free Boundary: American Call and Strangle; K, = 1.001

----- Call: r < q
— - Strangle: r < q
—— Call: r = q

- Strangle: r = q

Figure 3.6. Kx = 1 ,K2 = 1.001, a = 20%, q = 10%; r = 5% when 
r < q

Free Boundary: American Put and Strangle; Kj = 1.001

----- Put: r > q
— - Strangle: r > q
—» Put: r = q
— » Strangle: r = q

0.9 -

~ 0.85 -

0.75 -

Figure 3.7. Kx = 1 ,K2 = 1.001, cr = 20%, r = 10%; q = 5% when 
r > q

Figure 3.8 demonstrates how the early exercise boundary of the American call and the 

call-side free boundary of the strangle vary with changes in the volatility of S. We focus 

on the case where r < q, since this is when the call-side differences are most pronounced. 

As the volatility increases, the divergence between the corresponding free boundaries 

becomes larger. A similar result can be seen for the put side of the strangle, and it’s 

corresponding American put option, as displayed in Figure 3.9, although the increased
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Free Boundaries by Volatility: American Call and Strangle; ^ = 1.001. r=5%, q=10%

----- Call: 20% vol
-----Strangle: 20% vol
— Call: 40% vol
— «* Strangle: 40% vol
— • Call: 60% vol
■ — ■ Strangle: 60% vol

Figure 3.8. Changes in the call-side free boundaries for different values 
of a.

Free Boundaries by Volatility: American Put and Strangle; = 1.001, r=10%, q=5%

0.6

----- Put: 20% vol
-----Strangle: 20% vol
—— Put: 40% vol 
*•* «• Strangle: 40% vol
---- Put: 60% vol
■ — ■ Strangle: 60% vol

Figure 3.9. Changes in the put-side free boundaries for different values 
of a.

divergence is far less obvious. We used r > q, again so that we could focus on the case 

where the put-side differences were most extreme. Smaller values of r and q were also 

explored, and this produced similar behaviour in the location of the free boundaries as 

presented for changes in the volatility. These results have been omitted for the sake of 

brevity.
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To demonstrate the long-term impact of the interdependence on the early exercise 

boundaries of the strangle, we numerically evaluated the system of simultaneous equa­

tions (3.5.10)-(3.5.11) for ci(oo) and c2(oo), and compared these with the corresponding 

perpetual American put and call early exercise boundaries. In solving this system we used 

the same basic root-finding technique as for the fixed maturity American strangle. The 

system was solved using an iterative method, with the perpetual American put and call 

free boundaries (as given by Kim (1990)) used as the initial approximations for ci(oo) 

and c2(oo) respectively. Table 3.2 summarises the results for a range of r, q, and K2 

values, with Ki = 1 and a = 20%. We can see that as for the American strangle with fi­

nite maturity, the interdependence requires that the strangle under consideration should be 

exercised deeper in-the-money than the corresponding strangle formed with independent 

American calls and puts. Once again, the relative values of r and q influence which side 

(call or put) displays the most substantial difference, and the closer K2 is to a fixed value 

of Ki, the larger the observed difference on the put side becomes. Note that in all cases 

we can see that there is a clear difference between the strangle and the independent call 

and put, indicating that as time to maturity increases, the free boundaries for the strangle 

will always be deeper in-the-money than they are for the corresponding American call 

and put.

Put Ci(oo) Strangle ci(oo) Call c2(oo) Strangle c2(oo)
r > q k2 = 1.100 0.7566 0.5950 2.9077 2.9223

k2 = 1.001 0.7566 0.5885 2.6460 2.6648

r < q k2 = 1.100 0.3783 0.3761 1.4539 1.8166
K2 — 1.001 0.3783 0.3756 1.3230 1.7005

Table 3.2. Comparing the early exercise boundaries for perpetual Amer­
ican strangles with corresponding perpetual American calls and puts. 
When r > q, r = 10%, q = 5%, and vice versa when r < q. K\ — 1 and 
a = 20%.

While it is clear that the early exercise boundaries for the finite strangle are not always 

equivalent to those of the component American call and put in the examples provided, the 

difference never exceeds 0.1, which in relative terms is no more than 10% of the put-side’s 

strike price. Past research into American options, such as Ju (1998) and AitSahlia and Lai 

(2001), has found that the price of American call and put options is not greatly affected 

by the free boundary estimate used. While a 10% difference in the free boundary has
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obvious early exercise timing repercussions, it remains to be seen whether the price of the 

strangle using these free boundaries is far removed from that of a strangle priced simply 

using the sum of an American call and an American put. To explore the effect of these 

free boundary differences on the strangle’s price, we compare the price of the American 

strangle against the “traditional” American call plus American put approach. The prices 

were found using Simpson’s rule with 100 nodes (implying no need for interpolation 

when using our Ci(r) and C2(r) estimates), and were compiled for a range of volatilities 

(Tables 3.3-3.4) and call-side strikes (Tables 3.5-3.6). In all cases, the prices were found 

for a range of underlying asset values, S, between 0 and 300,000. Thus, these results 

are indicative of a position in a contract involving several thousand American strangle 

contracts. The tables present only the prices for which the difference between the strangle 

and the call-put sum was greatest. The time to maturity is always set at 1 year.

° (%) Max Price Difference S (000’s) Relative Difference
20 1,201.13 80 5.84%
40 1,156.51 60 2.85%
60 1,078.79 40 1.80%
80 1,137.30 30 1.62%

Table 3.3. Maximum price differences between the American Strangle 
and the same position formed using an American Call and an American 
Put for a range of a values, r = 10%, q = 5%, T — t = 1; K\ =100,000; 
K2 =100,100; prices of underlying range from S = 0 to S =300,000 in 
steps of 10,000.

a (%) Max Price Difference S (000’s) Relative Difference
20 1,478.68 130 4.93%
40 1,996.79 170 2.83%
60 2,776.88 240 1.98%
80 3,458.06 300 1.71%

Table 3.4. Maximum price differences between the American Strangle 
and the same position formed using an American Call and an American 
Put for a range of a values, r = 5%, q = 10%, T — t = 1; Ki =100,000; 
K2 =100,100; prices of underlying range from S = 0 to S =300,000 in 
steps of 10,000.

It should be noted that in all cases the American strangle price is always less than or 

equal to the sum of the corresponding American call and put prices. This is as expected, 

since the American strangle is equivalent to combining a long knock-out American call
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K2 (000’s) Max Price Difference S (000’s) Relative Difference
100.01 1,207.49 80 5.87%
101.00 1,138.72 80 5.56%
110.00 630.92 80 3.14%
150.00 11.23 80 0.06%

Table 3.5. Maximum price differences between the American Strangle
and the same position formed using ;an American Call and an American
Put for a range of K2 values, r = 10%, q = 5%, T -f = 1; ATi =100,000;
a = 20%; prices of underlying range from S = 0 to S =300,000 in steps
of 10,000.

K2 (000’s) Max Price Difference S (000’s) Relative Difference
100.01 1,482.61 130 4.93%
101.00 1,433.60 130 4.92%
110.00 748.99 140 2.50%
150.00 15.16 180 0.05%

Table 3.6. Maximum price differences between the American Strangle 
and the same position formed using an American Call and an American 
Put for a range of K2 values, r = 5%, q — 10%, T — t = 1; Kx =100,000; 
a — 20%; prices of underlying range from S = 0 to S =300,000 in steps 
of 10,000.

and a long knock-out American put, where the knock-out barriers are ci(r) and C2(r) for 

the call and put respectively. The decrease in the strangle’s price reflects the presence of 

these implicit knock-out barriers, and hence the inability to separate the call and put sides 

in this new strangle position.

From Table 3.3, we see that when r > q, the largest difference appears on the put- 

side, as one would expect. The difference remains around 1,000 for all the volatilities, 

but as the volatility increases, the relative difference decreases, and is at most between 5­

6%. The greatest differences occur when the put is deep in-the-money, and this maximum 

occurs deeper in-the-money as the volatility increases.

When r < q, the maximum difference occurs on the call-side. Table 3.4 shows that 

this can exceed 3,000 for a large enough volatility, but as is the case in Table 3.3, the 

smaller the volatility, the greater the relative price difference is. This difference never ex­

ceeds 5%, and the greatest differences arise when the strangle is deep in-the-money on the 

call side. Thus the largest relative price deviations will occur for low volatilities. While 

this result appears counter-intuitive, it is important to note that “realistic” volatilities (e.g. 

20%) produce the greatest relative price differences.
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Table 3.5 considers the maximum price differences for a range of call-side strikes, 

with r > q. As in Table 3.3, the greatest differences occur deep in-the-money on the 

put-side, and become smaller as K2 — K\ increases. A similar result is shown in Table

3.6, where r < qy and the difference is now greatest deep in-the-money on the call side. 

Once the call-side strike reaches 150,000, the relative price difference is at most less than 

0.1%, while the largest relative differences, when the strangle is effectively a straddle, 

are still no more than 6%. Overall, it appears that a 10% difference in one of the early 

exercise boundaries will produce at most a 6% difference in the price, when comparing 

this American strangle with a position formed by going long in both an American call and 

an American put. From a market perspective, it appears that the reduction in the strangle’s 

premium by foregoing the flexibility to separate the strangle’s components is relatively 

small. There appears little premium advantage in creating an American strangle with 

early exercise triggered knock-out features for the out-of-the-money side of the position. 

This suggests that American strangles could generally be of little value to investors and 

traders from a premium perspective. To what extent this alternate definition would impact 

on transaction and investment costs to the holder remains unknown, since the greatest 

differences arise in the timing of early exercise, and the volume of transactions required 

to close-out the strangle position.

3.8. Conclusion

In this chapter we have presented a generalisation of McKean’s free boundary value 

problem for pricing American options. We have considered the example of an American 

strangle position, where exercising one side of the position early will knock-out the re­

maining side. McKean’s integral expression for this strangle’s price were derived, along 

with the integral equation system for its two free boundaries. The integral equations were 

re-expressed in a more economically intuitive form using Kim’s simplifications. It was 

shown that analytically the free boundaries for the American strangle are not equal to 

those found when valuing independent American calls and puts.

Kim’s form of the integral equation system was solved using a scheme typically ap­

plied to nonlinear Volterra integral equations. It was found that numerically the early 

exercise boundary of this strangle only differed significantly from the boundaries of cor­

responding American calls and puts for certain values of the risk-free rate and continuous
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dividend yield parameters. The differences became larger as the distance between the 

strangle’s strikes was reduced, and as the time to expiry increased. Comparing the prices 

of this new strangle to those of a strangle formed using a long American call and a long 

American put, we showed that for several call-side strikes and volatilities, our strangle 

was cheaper than the “traditional” one by no more than 6%, and that these differences 

were most apparent when the strangle was deep in-the-money. Economically, this pricing 

difference can be viewed as the reduction in value caused by introducing the knock-out 

effect into the new strangle, and foregoing the freedom to separate the call and put sides.

The early exercise boundaries for our strangle required that the position be deeper in- 

the-money than a “traditional” strangle, to compensate the intrinsic value forgone on the 

out-of-the-money side. If one does not calculate these free boundaries correctly, there is 

the potential to exercise the American strangle presented in this chapter too early. Despite 

these early exercise differences, the prices of the two strangles were usually very close, 

and an important contribution of this chapter has been to quantify this difference. An 

investor interested in an American strangle position may be indifferent when choosing 

between this proposal and a “traditional” American strangle, since only a small premium 

is required for the added flexibility of the latter. Whether or not the reduced transaction 

costs from the self-closing strangle would benefit the investor is a matter we leave to 

future study.

The methodology developed here is applicable to American positions with quite gen­

eral convex or concave payoffs. One avenue for future research would be to consider 

other complex payoff types, such as an American butterfly (i.e. concave payoff), or an 

American bear/bull spread (i.e. monotonic payoff). These positions can be constructed 

with similar early exercise conditions to our American strangle, and can be evaluated us­

ing our generalisation of McKean’s framework. The numerical method presented should 

be rigourously tested against existing techniques, such as binomial trees and finite dif­

ferences. Better numerical techniques for solving the integral equation system also need 

to be investigated, such as the method demonstrated by Kallast and Kivinukk (2003). In 

addition, one could explore the potential to numerically solve the McKean-type integral 

equation system in its original form.
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Appendix 3.1. The Two-Sided Incomplete Fourier Transform

In Appendix 2.2 we presented the Fourier integral theorem for the one-sided incom­

plete Fourier transform. For the American strangle problem we must extend this result to 

the case where the solution is bounded between two free boundaries. Generalising the dis­

cussion in Appendix 2.2, we can readily show that if /(x, r) = H(b — x)H(a — x)g(x, t), 

where H(x) is the Heaviside step function, a = a(r), b = 6(r), and a < b for all 

0 < r < T, then the Fourier integral theorem

f(x->-mi f(x, T)eir}Xdx e-^xdr), —OO < X < oo,

will yield

d(x,T)
27T

g{x,r)elllxdx e~%r]xdg, a < x <b1

which we refer to as the two-sided incomplete Fourier transform of g(x, r). Note that 

g(x,r) 1 '*«’ r/
oo po

g(x, r)elvxdx
oo IJ a .

e l7,xdr], x = a,b,
2 2?r

and refer to Section 3.4 for an explanation regarding the factor of \ on the left hand side.

Appendix 3.2. Properties of the Two-Sided Incomplete Fourier Transform 

A3.2.1. Proof of Proposition 3.3.1. Firstly consider

= K1)c2(lnc2,T)e”jlnC2 - VCl)C2(lnc1,T)e”?lnci - ir]VCl<C2(r},T). 

Finally by use of boundary conditions (3.2.9) and (3.2.10),

= (c2 - K2)eirtlnc> - {Kx - Ci)eir,inci - irjV.

Next consider

Tc — e
,iV lnc2.9VCuC2(x,t)

dx
air)Ind . dVCuC2(x,T)

x=ln C2 dx x=ln ci

= c2eirilnc* + aeir,]nci - irj[(c2 - K2)eir,in(cz) - (Kx - Cl)ei,jln(ci) - irjV],
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where the last equality follows by use of the boundary conditions (3.2.11) and (3.2.12), 

and the transform result (3.3.2). The last equation simplifies to

TC {S} = eir>inC2^ - ^ - K2)) - ^lnci(-Ci - iv(Ki ~ Cl)) - r?V.

Finally consider

- i
d_

dr

[ elT]XVCuC2(x,T)dx

J InIn ci

--j1" nC2KliC2(lnc2,r) + — ei?? ln Cl 14, C2 (In Ci, t) 
c2 Cl

TC{V}] - --eir)lnC2VCl C2(ln c2, r) + ^,nciFCl>C2(ln cur), 
J c2 Ci

where c' = dcj(r)/dT, j = 1,2. Applying the boundary conditions (3.2.9) and (3.2.10) 

we have

W?-) = ?" “ -ei"lnC2(c2 - #2) + —eir,]nci(Ki - ci).
( dr J <9r c2 v cx

A3.2.2. Proof of Proposition 3.3.2. Taking the incomplete Fourier transform of equa­

tion (3.2.7) with respect to x and using (3.3.2) - (3.3.4), we obtain

dV (l 2 2 ,. \ ~
-7^7 + I + kir\ + r JV

_ gir} ln c2 — (c2 - K2) + \cf2(c2 - irj(c2 - K2)) + k{c2 - K2) 
c2 2

_ez?7lnci — (Ai - Cl) + ^cr2(-Cj - ir)(Ki - Ci)) + k(Ki - Ci) 

ci 2

It is a simple matter to rewrite this in terms of F(rj, r) to produce equations (3.3.5)-(3.3.6), 

and the initial condition is obtained by definition.
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Appendix 3.3. Derivation of the American Strangle Integral Equations

A3.3.1. Proof of Proposition 3.4.1. We shall evaluate the inverse Fourier transform, 
Vcil2(x, t), using the standard Fourier convolution result given by equation (A2.1.1). Let

F(r), n) = e-(^V+fcir,+r)r

Hence

f(x,Ti) =
e TT f°° , e rT -t-+*T)a:C 2a2r
2tt /

OO

-oo

3-|a2r?2r-277(x-ffcr)^ _ 
-oo &

by use of equation (A2.1.2) with p = |cr2r, q = i(x-\-kr) and n — 0. Next let r2) = 

Vcilc2ijh 0). Hence we have

g(x,T2) = ff(lnc2(0+) - x)H(x - lnci(0+))VrCliC2(x,0)

= J/(lnc2(0+)-x)iZ'(x-lnc1(()+))

x[H(inKi - x)(K1 - ex) + H(x - lnK2)(ex - K2)\.

Thus

/QQ _tjT'7~ 2

^—=e-i£i^tf(lnC2(0+) - u)H{u - lncj(0+))

oo cr\/27rr
xlHilnKr - u){Kx - eu) + H(u - lnK2)(eu - K2)]du.

It is known that ci(0+) < and c2(0+) > K2. Hence 

HQnK! — u)H (In c2(0+) — u)H(u — lnci(0+)) = tf(ln#i - u)H(u - lnci(0+)),

and

H(u - lnFf2)F(lnc2(0+) - u)H(u - lnci(0+)) = H(u - ln K2)H(ln c2(0+) - u).

Therefore

V^(x,r)
An Ki

J ln ci (04

Kxe
lnci(0+) Cfy2/KT

_ (x — u+kr)2 
(3 2 a2r du I

J In

In K\ gU^-TT (x — n-ffcr)

+ /J 1e

lnc2(0+) e«e-rr (x_„+fcT)2
: 2(t2t du

lnci(0+) &\/27TT 

lnc2(0+)

2<r2r

/lnX2 G\T2jVT 
— A — ^2 + ^3 ~ ^4-

/«/ lrlnA2 ayl-KT
TT _ (^~'u+fe'r)'2= e 2a'2 t du
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To simplify Vcil2(x, r) further, we shall express it in terms of the cumulative standard 

normal distribution, N(y). For the first term, I\, by defining d2(S, r;/?) = (ln(S/P) + 

hr) /cr^/r, the integral then becomes

h = ^1e-rT[iV(-d2(ex,r;/F1))-iV(-d2(ex,r;c1(0+)))].

We can evaluate the second term, I2, using equation (A2.1.3) with ai = lnci(0+), a2 = 

ln Ki, a = 1, p = 2cr2r and q = x + kr. Recalling that k — r — q — |<r2, and defining 

di(S,T]P) = (\n(S//3) + (k + a‘2)T)/ay/r, I2 then becomes

h = —exe~qT[N(—di(ex,r; K\)) — N(—di(ex, r; ci(0+)))].

Similarly it can be shown that

h = exe-qT{N(d1(ex,r]K2)) - N(d1(ex,T;c2(0+)))],

and

U = K2e-rT[N(d2(ex,r; K2)) - N(d2(ex, r; c2(0+)))].

Thus it is concluded that

Vcuc2(x’t) = [K1e-rTN(-d2(ex,T]K1))-exe-qTN(-dl(ex,T]K1))}

+[exe-qTN(d1(ex,r-K2)) - K2e~rTN(d2(ex, r; K2))\

-[Kie~rTN(-d2(ex, r; ci(0+))) - exe~qrN(-d1(ex, r; ci(0+)))] 

— [exe~qTN(di(ex,T] c2(0+))) - K2e~TTN(d2(ex, r; c2(0+)))].

A3.3.2. Proof of Proposition 3.4.2. We begin by noting that

vcl l2(x,T) = / F2(r),s)e-{*a2v2+kir,+r){T~s)ds

-T-1 Fx{7], s)e~{^w+kiri+r){-T-s)ds l,

where

F2{lh s) = eirj ln C2 (5) <J2c2{s) (4(s) cr2ir)
+

\c2(s)
+ k (c2(s) - K2)

2



APPENDIX 3.4. 91

and
_ irj ln ci (s) <72C,(S) + (A|4-^ + *)(H,- Ci(s))Fl(T?’S) = 6 o ■ I / N

2 \Ci(5j 2

Following the approach outlined in Appendix 2.4, r) evaluates to

= rp
J o L

<? c2(s) (c'2(s) 1
2 + [c2(s) + 2

e-92(x,s)
x---- , =ds

k-
(x - ln c2(s))

(r-s)
M*) - *2)

^2tv(t - s)
<T2C!(s) / ci(s) 1

+ + -
2 V*h(^) 2

g—51 (‘I'l5)

k-
(x — ln Ci(s))

(r-s)

x-
\/27r(r - s)

ds,
(7

where we set

and

, , (x - ln c2(s) + k(r - s))29>(x’s) = ----------2^7)------ --- + r(T -*>■

9l (I, s) = (x-ln c,(,) + fc(r-8))2 + r(T _ s)

(Hi - (,(.))

(A3.3.1)

(A3.3.2)

(A3.3.3)
2it2(t — s)

With a simple change of notation, equation (A3.3.1) may be written as it is appears in 

equations (3.4.2)-(3.4.4).

Appendix 3.4. Derivation for the Perpetual American Strangle

To derive the results for the perpetual American strangle, given in Proposition 3.5.3, 

we begin with equation (3.5.6). Following Kim (1990)3, we change the integration vari­

able according to u = r — £, to produce

Ax.caCS'r) = K^Ni-d^S^K^-Se-^Ni-d^r-KO)

+ f [Kire~ruN(—d2(S, it; cx(t - it)))
Jo
—Sqe~quN(—di(S, u; Ci(r — u)))]du

+Se~qTN(dl{S, r; K2)) - K2e~rTN(d2(S, r; K2))

+ f [Sqe~quN(di(S, u;c2(t-u)))
Jo
—K2re~ruN(d2(S, u; c2(r — u)))]du. (A3.4.1)

3Note that one could also proceed by solving the time independent Black-Scholes equation in the domain 
ci < S < C2. An example of this approach can be found in Appendix 4.6, where it is applied to the 
perpetual American call option under jump-diffusion.
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Let limr_>00>lCl?C2(5, r) = ^4C1,C2(5, oo), where AcliC2(S, oo) is independent of r. Fur­

thermore we assume, as per Kim (1990), that as r —> oo both ci(r) and c2(r) tend toward 

some constant bound. Thus we assume that limr_>00 c\{r) — Ci(oo) and limT^00 c2(r) = 

c2(oo), where ci(oo) and c2(oo) are both constant. Taking the limit of equation (A3.4.1) 

as r —> oo results in

XC1,C2 (S, t) - f [i^1re-ruiV(-d2(5,n;c1(oo)))

—Sqe~quN(—di(S, u; d(oo)))]d«
poo

+ [Sqe-v'NidiiSwczi oo)))
Jo
-K2re~ruN(d2(S, u; c2(oo)))]du. (A3.4.2)

To produce equation (3.5.9) of Proposition 3.5.3, all that remains is to evaluate the integral 

terms in (A3.4.2). Following the details in Kim (1990) (p.570)4 the required integral 

results are

Vi (S,K,c)
poo
I [Sqe~QUN(di(S, it; c(oo))) — Kre~ruN(d2(S, it; c(oo)))]dtt 

Jo
(.S - K)H(S - c)

'SY(S'C) \{k + o2)c-kK c-K'+ lcj — , (A3.4.3)

and

V2(S,K,c)
f [Kre ruN(—d2(S,u]c(oo))) — Sqe quN{—d\(S, u; c(oo)))]du

K — S + Vi(S, A,c), (A3.4.4)

4It is useful to note that the last equation on p.570 of Kim (1990) contains an error: “2a” should be “a”. 
Note also that equation (9) of the main text should read “K/(f3 — 1)”. The integrals on page 570 simplify 
to /»oo -a2x2-62/*2 __

Jo 2|adx

as given by Abramowitz and Stegun (1970) (p.304, equation (7.4.33)), and

/" 1 -*2/*2dx = yJLedX 2\b\e
2|°||fc|

to x
This last result was found using Mathematica 5.0. We thank Peter Buchen for drawing our attention to these 
results.
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where we set k = r — q — cr2/2, ^(S1, c) = (—k — p(S, c)\/2ra2 + k2)/a2, H(x) is the 

Heaviside step function defined by equation (2.2.14), and

p(S, c) = <
1, S > c, 

-1, S<c.
(A3.4.5)

Note that equation (A3.4.4) is obtained by use of the well-known result N(x) — 1 — 

N(-x).

Next we shall derive integral equations for the boundaries ci(oo) and 02(00). Begin­

ning with ci(oo), we evaluate (3.5.9) at S — cx(oo) to give

Ki — ci (00) = jT Kire-^N^—y/uj du

— J Ci(oo)qe quN ^ ° ■ y/u ) du

+
POO

I ci(oo)qe~quN(di(ci(oo),w, C2(oo)))du
Jo

POO

- K2re~ruN(d2(ci(oo),u;c2(oo)))du. 
Jo

Applying integration by parts to the first two integral terms, it is simple to show that

* .-(£)«,K f°°Kl.Cl{oo) -^-*1 e~"2aV_

ci(o=) ■ -,(«,) rv

Jo

du

+ Ci(

+

du

u

2<j\/27tu

POO

■ I Ci(oo)qe~quN(di(ci(oo),u]c2(oo)))d 
Jo

POO

- K2re~ruN(d2(ci(oo), u\ c2(oo)))du. 
Jo

To simplify further manipulations, let
POO

Ii = I Ci(oo)qe~quN(dx(ci(oo),u;c2(oo)))du
Jo

POO

— K2re~ruN(d2(ci(oo),u;c2(oo)))du.
Jo
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Using the result that /0°°(e au/y/2nu)du =1/y/2a, we have

Ki — Cx(oo) A^A; 1 Ci(oo)(A; + a2) 1 ^
2 2 \/2 ra2 + k2 2 \/2qa2 + (k + cr2)2 1

= l[cl(<x,)(k + a>)-K,k] v=2m? + h

Making c\ (oo) the subject, we have

Ki((3-)
Ci(oo) =

2/,
(/?_) (/?_) - 1

(P-) +
A;

(J*

where (3± = (—A; ± \j2ra2 + k2)/a2, and finally, substituting for ix and evaluating by 

use of equation (A3.4.3) yields the result in equation (3.5.10). Similarly, by evaluating 

(3.5.9) at S = 02(00) we find that

c2(oo) K2(P+) 212
(P+) -! (/?+)-!

where

h =
POO

I K\re~ruN(—d2(c2(oo),u\c\(oo)))du
Jo

POO

- c2(oo)qe~quN(-di(c2(oo),u;ci(oo)))du, 
Jo

which yields equation (3.5.11) after applying equation (A3.4.4).

Appendix 3.5. Value of the American Strangle Free Boundaries at Expiry

In deriving equation (3.6.3), it is necessary to analyse the limit of equations (3.6.2) 

and (3.6.1) as r tends to 0+. Using the method outlined by Kim (1990), we begin by 

considering equation (3.6.1):

K\ — Ci(r) = c1(r)e-qT{N(d1(cl(T),T;K2))-N(-dl(c1(r),T;K1))}

-e-rT(K2N(d2(c1(r),r]K2)) - KxN(-d2(Cl(T), r; KJ)]

+ f qci(Oe~g{T~0[N(di(ci(T),T - £;c2(£)))
JO

—N(—di(ci(r),T - Ci(£)))]d£

- r re-r^[K2N(d2(Cl(T),T - & c2(0))

Jo '
~K\ A(-d2(c!(r), r - f; Ci (£)))]*;.
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This equation can be factorised to produce

Ci(t) jl + e~9T[N(di(ci(T),T; K2)) - iV(-di(ci(r), r; Kx))]

+ qe_^T“^)[7V(d1(c1(r),T — £;c2(£))) - JV(-di(ci(r),r - cx (£)))]<*£ j

= Kx + e-rT[K2iV(d2(Cl(r),r;^2)) - #iiV(-d2(Cl(T), r; #0)]

+ f re~r{T~i)[K2N(d2{ci(T), r - c2(£))) - /^(-^(c^r), r - f; cx (£)))]<*£,

Jo
which then yields the following implicit equation for C\{r):

ci(r) = (^Kl+e-TT{K2N(d2{cl{T),T-K2))-KlN(-d2(cl(T),T-Kl))\

+ [ re~r{T~i)[K2N(d2{ci(T),T - ^,c2{0))
Jo

- KrNi-d^ir)^ - C,cm)m)

x (l + e 9T[-/V(di(ci(T),T’: K2)) — N(—di(ci(r), r; Kj))]

+ f qe~q(T~®[N(di(ci(r),T — c2(£)))
Jo

iV(-di(ci(r),r- C;ci(0))]^
-1

(A3.5.1)

Before proceeding further, it should be noted that JTi < A2, ci(r) < JTi, and C2(t) >

To find the value of ci(0+), we take the limit of equation (A3.5.1) as r tends to 0+. In 

order to evaluate this limit, we need to find four limits involving d\ and d2. The first to 

consider is

ln^ •
lim d2(ci(r),r; K2) = lim -----7=- = — oo, since Ci(r) < K2.

r—>0+ r—>0+ <T\/T
(A3.5.2)

Secondly, we have

ln£iM
lim d2(ci(r),r;Kx) = lim Kl

-»o+ t~^o+ oJt

0, cx(0+) = Kx

—oo, ci(0+) < K\.
(A3.5.3)

Similarly the following limits can be shown to be

lim di(ci(r), r; K2) — —oo, since Ci(r) < K2,
T-> o+

(A3.5.4)
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and

lim di(ci(r),T;K\) =
0, C!(0+) = Ki

oo, ci(0+) < K\.
(A3.5.5)

Note also that N{—oo) = 0, N(0) = 0.5 and N(oo) = 1. Given that the limits (A3.5.3) 

and (A3.5.5) depend on the value of ci(0+) relative to K\, there are two cases to consider 

when finding the limit of equation (A3.5.1). Consider the first case where ci(0+) = 

K\. Taking the limit of equation (A3.5.1) as r tends to zero, and using the results from 

equations (A3.5.2) - (A3.5.5), we obtain

Now consider the second case, where ci(0+) < K\. The limit as r tends to 0+ of 

equation (A3.5.1) is now of the form jij, and L’HopitaTs rule can be applied. Firstly, let

lim ci(t) = Ki. (A3.5.6)

where

^liVM2(Cl(T),T-£;Cl(0)M,

and

A(r) = 1 + e-^[A^(di(d(^), iC2)) - A^(-rfx(cx(t-), r; JCX))]

N(—di(ci(r), r - 4; Ci(£)))]d£.
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To apply L’Hopital’s rule, we must differentiate both Ni(r) and D\(t), and take their 

limit as r tends to 0+. For Ni(r) we have

N[(t) = -re-rT[if27V(d2(c1(r),r;iT2))-K17V(-d2(c1(r),r;if1))]
5d2(ci(r),r; K2)

+e ^V2(ci(r),r;if2))- 

+K1N'(-d2(c1(r),T-K1))}

dr
dd2(cl{r),T]Kl) 

dr
+r[K2N(d2(c1(r),0]c2(r))) - KxN{-d2{cx{r), 0; Cl(r)))]

+r [ {-re~r{T^)[K2N(d2(ci(r), r - c2(£)))
Jo

—KiN(—d2(ci(r), r - £; ci(0))] 

+e-r(T-«)[^27V/(d2(c1(r),r - £;c2(O))0i

+A'iJV,(-d2(ci(r), r - £; ci(O))02]}d£,

where

_ 9d2(ci(r),r-^;c2(0) ^ _ 0d2(ci(r), r - £; <*(£))Vi —------------- ---------------  and o2 =------------- - .
or or

*2 ----
Note that N'(x) = e~~^ /v2ix, and that as x —> oo, N'(x) —> 0 at a faster rate than any 

other terms observed in N[(r) (see Kim (1990)). We also note that

lim d2(ci(r), r - £; c^r)) = 0 
£->r

and

lim d2(ci(r), r - £; c2(r)) = -oo.

Combining all these limit results, it is concluded that

lim N[(t) = r-Kx.
r-> 0+ 2

Similarly for ^((r) it can be shown that

lim D'At) —
t-,o+ 1V ! 2

Thus it is concluded that
T

lim Ci(r) = -K\. 
r^o+ q

(A3.5.7)

(A3.5.8)

(A3.5.9)
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Recalling that this result only holds when ci(0+) < K\, it follows that we must have 

r < q. Combining the results from equations (A3.5.6) and (A3.5.9) we find that

which is the first part of equation (3.6.3). Similarly the process can be repeated for equa­

tion (3.6.1), yielding

Here we present the algorithm American Strangle Price which outlines the main steps 

involved in using Richardson extrapolation for pricing the American strangle portfolio. 

Algorithm American Strangle Price

Input: S,r, q, a, Ki, K2,T (time to expiry), n (number of time intervals), nsml (number 

of starting time intervals for finer grid), ns (number of time intervals within the fine- 

grid region).

Output: AS (American strangle price), c\, c2 (early exercise boundaries).

1. h T jti7 hs h * risrni jns

2. cifi = Ki* min (r/q, 1); c2,o = K2 * ma x(r/q, 1)
■5 _ _ (2) (2) _
3. Ul,0 — C1)0; 02,0 — C2,0; — Cl,0; O2|0 — c2,0

4. 6i_o = clj0; 62io = c2j0; b^ — c2,o

5. for i = 1 to ns

6. do solve the integral equation system for bi t and b2 l using time step-size hs

7. for % — 1 to ns * 2
8. do solve the integral equation system for bfj and b^ \ using time step-size hs/2

9. for % = 1 to nsmi * 2

10. do j = i*ns/(2*nsm[)

which is the second part of equation (3.6.3).

Appendix 3.6. Algorithm for Evaluating the American Strangle

13. for i — 1 to nsmi
(2)14. do au = a\ l2

15. G2,t = a2,i*2
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16. for i = 1 + nsmi to n

17. do solve the integral equation system for and a2 i using time step-size h

18. for z = l + nsrrii to n *2

19. do solve the integral equation system for a\ ,’ and afj using time step-size h/2

20. for i — 1 + nsmi to n

21. do Cl)i = (24 * afl, - aM)/(24 - 1)

22. c2,J = (24*ag„-«2,J)/(24-l)

23. calculate AS using c1? c2 and S



CHAPTER 4

Pricing American Options under Jump-Diffusion

4.1. Introduction

In Chapters 2 and 3 we assumed that the returns for the underlying asset were best 

modelled using the pure-diffusion process proposed by Black and Scholes (1973) and 

Merton (1973). Following these seminal works on option pricing, there have been a large 

number of studies into the applicability of this model to real-world financial data. A sig­

nificant amount of evidence has accumulated which indicates that stocks and foreign ex­

change rates are better modelled by jump-diffusion processes, rather than pure-diffusion 

processes. Some of these studies include Jarrow and Rosenfeld (1984), Ball and Torous 

(1985), Jorion (1988), Ahn and Thompson (1992), and Bates (1996). This evidence im­

plies that there is empirical justification for considering American option pricing under 

jump-diffusion models. While Pham (1997) and Gukhal (2001) have extended Merton’s 

(1976) jump-diffusion model for European option prices to the American option case, 

each has done so using different techniques, and neither author considers how to imple­

ment their pricing equations numerically. The purpose of this chapter is to firstly show 

how the incomplete Fourier transform method of McKean (1965), as presented in Chap­

ter 2, may be extended to the case of American call options written on assets with jump- 

diffusion price dynamics. Using the simplifications of Kim (1990) we are able to reconcile 

this approach with the results of Gukhal (2001), and provide a method of analysis that ex­

tends very naturally from Merton’s framework. We also present an iterative numerical 

method that provides a practical way to solve the resulting integral equation system for 

the American call’s price, along with its early exercise boundary. Using this procedure 

we also find further support for the observations of Amin (1993) in relation to the impact 

of jumps on the price and free boundary of American call options.

Merton (1976) was the first to extend the Black-Scholes model to consider European 

options on assets following jump-diffusion processes, showing that the Black-Scholes

100
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PDE becomes a partial integro-differential equation (PIDE). He derived1 the jump-diffusion 

equivalent of the Black-Scholes formula for European calls where the arrival times of the 

jumps followed a Poisson distribution, and the distribution for the jump sizes was of a 

general form. He assumed that the risk associated with the jump term could be diversified 

away by the holder of the call option. As a particular example, Merton considered the 

case where the jumps were log-normally distributed, resulting in a natural extension of 

the Black-Scholes results.

Pham (1997) was one of the first to expand the Merton jump-diffusion model to Amer­

ican options. Using probability arguments, Pham derived the integral equation for the 

price of an American put under jump-diffusion, along with an integral equation for the 

put’s free boundary. Unlike Merton, he does not assume that the jump risk can be diver­

sified away. Performing analysis on these integral equations, Pham demonstrated that the 

value of the American put under jump-diffusion is greater than that of an American put 

under pure-diffusion, and that the increased risk from the jump term makes the option 

holder more sensitive to the decision of early exercise. Mullinaci (1996) also considered 

the American put option under jump-diffusion. Using a discrete time model, Mullinaci 

finds the Snell envelope for the American put option, resulting in a numerical technique 

for pricing the American put.

Another exploration of American options under jump-diffusion was presented by 

Gukhal (2001). By extending the Geske-Johnson limiting technique of Kim (1990) to 

Merton’s jump-diffusion model, Gukhal derived the integral equations for the prices of 

both American calls and puts, along with the integral equations for their free boundaries. 

His results were for a general jump-size distribution, and he also provided more specific 

equations in the case of binomial and log-normally distributed jump sizes. In particular, 

Gukhal offered a very intuitive decomposition for the prices of American options under 

jump-diffusion. The first two components, namely the European value and early exercise 

premium, were already familiar from Kim’s pure-diffusion results. The third component 

introduced by the presence of jumps was identified as an adjustment cost made by the 

holder of the option when the underlying asset jumps from the stopping region back into

'Merton does not indicate how he obtained the solution he gives. In an appendix he verifies that the solution 
given satisfies the PIDE, but of course this procedure requires one to know the form of the solution.
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the continuation region. This cost is incurred because only jumps out of the continuation 

region will be self-financing.

While the results of Pham (1997) and Gukhal (2001) provide extensions of various 

American option pricing techniques to the jump-diffusion case, to our knowledge there 

is no work in the current literature that extends McKean’s incomplete Fourier transform 

technique to the jump-diffusion case. Transform methods are a highly validated and ac­

cepted technique for solving PDEs, and thereby extending the Fourier transform to the 

jump-diffusion case fills an important gap in the existing literature. Chiarella (2003) 

demonstrates how the Fourier transform method, which is able to readily solve the Black- 

Scholes PDE for European option prices, can be used to solve Merton’s partial integro- 

differential equation for European option prices under jump-diffusion. In Chapter 3 we 

generalised the American straddle presented by Elliott et al. (1990), deriving the integral 

expression for an American strangle portfolio using Fourier transforms, and solved the 

resulting linked integral equation system for the strangle’s free boundaries. In this chap­

ter we use the methods presented in Chapter 2 to extend McKean’s method to solve for 

the price of an American call option under Merton’s jump-diffusion framework. As we 

stated in chapters 2 and 3, the main advantage of the Fourier transform method is that it 

is broadly applicable to a wide variety of option pricing problems, and thus it provides a 

natural means of extending the Black-Scholes analysis to non-European payoffs.

Several authors have explored a range of numerical methods for pricing American 

options under jump-diffusion. Amin (1993) used an extension of the binomial tree method 

to demonstrate a number of interesting properties for American option prices and free 

boundaries in the presence of jumps. Zhang (19976) used finite difference methods to 

solve the problem as a variational inequality, while Wu and Dai (2001) used a multi­

nomial tree approach. The method of lines was used by Meyer (1998) to price American 

puts under jump-diffusion. Carr and Hirsa (2003) solved the partial-integro differential 

equation numerically via a Crank-Nicolson finite difference scheme. Using a fixed-point 

iteration method, d’Halluin et al. (2003) were able to price American put options under 

jump-diffusion.

It is interesting to note, however, that there has been little work in the existing liter­

ature on the implementation of the integral equations for the price and free boundary of 

American options under jump-diffusion. While some authors such as Pham (1997) and
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Gukhal (2001) derive these integral equations, they do not offer any thoughts on how 

they can be solved numerically. Here we extend on the approach used for the American 

strangle in Chapter 3 by applying a modified version of the method to solve the linked 

integral equation system that arises for the American call and its free boundary in the 

case of jump-diffusion. While the focus of this chapter is not on finding optimal numer­

ical methods for American option prices with jumps, we are able to demonstrate that the 

Fourier transform technique leads to integral equation forms that are tractable for numer­

ical implementation. We shall return to the issue of accuracy and efficiency of numerical 

solution methods for this problem in Chapter 5.

The remainder of this chapter is structured as follows. Section 4.2 outlines the free 

boundary problem that arises from pricing an American call option under Merton’s jump- 

diffusion model. Section 4.3 applies McKean’s incomplete Fourier transform to solve the 

PIDE in terms of a transform variable. The transform is inverted in Section 4.4, provid­

ing a McKean-style integral equation for the American call price, and a corresponding 

integral equation for the call’s early exercise boundary. A feature of the solution is that 

the integral equation for the call value and the integral equation for the free boundary 

are interdependent, so that the convenient two-pass procedure of the non-jump case is 

no longer applicable. Section 4.5 analyses the integral equations in the case where the 

jump sizes follow a log-normal distribution, as suggested by Merton (1976). This section 

also includes a discussion of the transformation from McKean’s representation to Kim’s 

representation, and relates our findings to those of Gukhal (2001). Section 4.6 outlines 

the numerical solution method for solving the linked integral equation system for both 

the free boundary and price of the American call. A selection of numerical results for 

the American call option and its early exercise boundary are also provided. Concluding 

remarks are presented in Section 4.7. Most of the lengthy mathematical derivations are 

given in appendices.

4.2. Problem Statement - Merton’s Model .

Let C(S,t) be the price of an American option written on the underlying asset S at 

time t, with time to expiry (T—t), and strike price K. We assume that S pays a continuous 

dividend yield of rate q. Let a(t) denote the early exercise boundary at time t, and assume
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S follows the jump-diffusion process

dS = {n- Xk)Sdt + aSdW + (Y - 1 )Sdq, (4.2.1)

where fj, is the instantaneous return per unit time, a is the instantaneous volatility per unit 

time, W is a standard Wiener process and q is a Poisson process whose increments satisfy

{1, with probability Adt,

0, with probability (1 — A dt).

Let the jump size, Y, be a random variable whose probability measure we denote by 

Qy, and W, Y and q are all independent. We use G(Y) to denote the corresponding 

probability density function. Thus the expected jump size, k, is given by
poo

k = EQY[Y-l]= (Y-l)G(Y)dY.
Jo

Following Merton’s (1976) argument and assuming that the jump risk is fully diversifi- 

able2 *, it is known that C satisfies the partial integro-differential equation (PIDE) 

f)C 1 rP-C f)C f00~dt + 2^dS* + (r~q~ Xk^Sds ~rC + Xl [C(5y’t] ~ C(5’t)]G(X)dY = °’
° (4.2.2)

in the region 0 < t < T and 0 < S < a(t), where r is the risk-free rate.

In the case of an American call option, the PIDE (4.2.2) is subject to the final time 

and boundary conditions

C{S, T) = max(5 — K, 0), 0 < S < oo (4.2.3)

C(0,t) = 0, t > 0, (4.2.4)

C(a(t), t) II 1

CH
»

IV CD (4.2.5)

lim ^
S—*a(t) OS

oA
l

-to

T—
1

II (4.2.6)

Condition (4.2.3) is the payoff function for the call at expiry, and condition (4.2.4) ensures 

that the option is worthless if S falls to zero. The value-matching condition (4.2.5) forces 

the value of the call option to be equal to its payoff on the early exercise boundary, and the 

smooth-pasting condition (4.2.6) sets the call’s delta to be continuous at the free boundary

2We make this assumption for convenience. The derivation that follows would carry through if we were to
assume a constant market price of jump risk.
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to guarantee arbitrage-free prices. As shown in Appendix 4.6, optimality conditions for 

the call price impose these boundary conditions naturally, at least in the perpetual case. 

For the finite call under consideration, we note that the standard arbitrage arguments that 

justify condition (4.2.6) are not readily applied under Merton’s jump-diffusion model, 

since this depends upon the price process for S being continuous. The corresponding 

boundary conditions were proven by Pham (1997) for the American put case, and we 

shall assume here that this result for the put will extend naturally to the American call 

problem, as per Gukhal (2001). Figure 4.1 demonstrates the payoff, price profile and 

early exercise boundary for the American call under consideration.

C(S,t)

Continuation region Stopping region

Figure 4.1. Continuation region for the American call option.

Our first step is to transform the PIDE to a forward-in-time equation, with constant 

coefficients and a “standardised” strike of 1. Let S = Kex,t = T — r, and

C{S,t) = KV(x,t).

The transformed PIDE for V is then3

r)V 1 f)2V f)V f00~fr=2<r2-d^+4>fc-rV + X 1 lV(x + lnY’r) -V(x’T)}G(Y)dY,

3It should be noted that
c y

C(SY,t) = KV(ln(—),t) 

= KV(x + lnY,r).
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2
where 4> = r — q — \k — The transformed PIDE can be simplified to

% = r2iS-+~<r+X)v+A [v{x+ln^T)G{Y)iY' (42'7)
in the region 0 < r < T, —oo < x < In b(r), where b(r) = a(t) jK is the tree boundary 

re-scaled by the strike price. It is this latter quantity that will be a particular focus of our 

subsequent analysis. The initial and boundary conditions assume the form

Y(x,0) = max(ex — 1,0), —oo < x < oo, (4.2.8)

lim V(x, t) = 0, r > 0, (4.2.9)x—>—OO
V(ln6(r),r) = 6(r) - 1, r > 0, (4.2.10)

dV
lim —— = 6(r), r > 0. (4.2.11)

x—>ln6(r) OX

For simplicity, we shall denote b(r) by b = 6(r) when it is clear at which time this 

function is being evaluated.

As for the pure-diffusion case detailed in Chapter 2, the x-domain shall be extended to

—oo < x < oo to facilitate the application of the Fourier transform method. We achieve

this by expressing the PIDE (4.2.7) as

(3V 1 32V 8V r°° \H(lnfr-x) (^T- 2a2^~(l>fa+{r + X)V~X l U* + lnTr)GCK)dYj =0
° (4.2.12)

where H(x), the Heaviside step function, is defined in equation (2.2.14). The initial and

boundary conditions remain unchanged.

4.3. Applying the Fourier Transform

In Chapter 2 we used the incomplete Fourier transform to reduce the PDE (2.2.13) 

to an ODE. Here we shall apply this method to solve the problem defined by equations

(4.2.7)-(4.2.11), reducing the PIDE (4.2.12) to an integro-differential equation. Note that 

the function V and its first two derivatives with respect to x behave as outlined for the 

pure-diffusion problem in Chapter 2. This knowledge is required to eliminate limit terms 

that arise in integration by parts (see Appendix 4.1).
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Since the x-domain is now —oo<x<oo, the Fourier transform of the PIDE can be 

found. Define the Fourier transform of V, r)}, as

/
oo

elTIXV(x, r)dx.
-oo

Applying this Fourier transform to the PIDE (4.2.12),

~(r + \)F{H{kib-x)V} (4.3.1)
+\F ^H(lnb-x) V{x + In Y,r)G{Y)dY

By the definition of the Fourier transform, we have

F {H(lnb — x)V(x,t)} — j eir,xV(x,T)dx = Fb{V(x,T)} = Vb(r], r). (4.3.2)
J —OO

It should be noted that Tb is an incomplete Fourier transform, since it is a standard Fourier 

transform applied to V(x, r) in the domain —oo<x< b(r). We now apply this transform 

to carry out the transform operations in (4.3.1).

PROPOSITION 4.3.1. Using the initial and boundary conditions (4.2.8)-(4.2.11), the 

incomplete Fourier transform of the PIDE (4.2.12) with respect to x satisfies the integro- 

differential equation

dV
dr +

2 2 c7Arf
+ 4>irj + (r + A) - XA(r)) V = F(rj,r) (4.3.3)

where

F(v,r)

Mv)

<P(7?,t)

_ irj In x a2b (V a2ir] .
+ A<F(r?,r),

poo
e~iv]nYG(Y)dY,

Jo

(4.3.4)

(4.3.5)

f -irj In YG(Y)
- AnbY -
j elT}zV[z, r)dz 

_J\nb _
dY, (4.3.6)
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and bf = db(r)/dr. Furthermore, the solution to the integro-differential equation (43,3) 

is given by

T) __ Q)e-(|^2^2+^+(^+A)-AA(r/))(T-5)

+ [ e-(2aV+^+(r+A)-AA(ry))(r-5)F^^^5^ (4.3.7)
Jo

Proof: Refer to Appendix 4.1.

□

4.4. Inverting the Fourier Transform

Now that V(77, r) has been found, we may invert it to recover V(x, r), the American 

call price in the x-r plane. By taking the inverse Fourier transform of (4.3.7), we have

V(x,t) = (Tb)-1 (t/(7?)0)e-(^V+^+(r+A)"Aj4(r,))r}

e~{\a2ri2+4>ir]+(r+\)-XA(ri))(T-s)p^, g^rfg

= V1(x,t) + V2(x,t)

= ^[C^^ + C^t)} = ±C(S,t) (4.4.1)

where —oo < x < In 6(r), and the forms of the functions C\(S, t) and C2(S, r) are given 

by Propositions 4.4.1,4.4.2 and 4.4.3 below.

PROPOSITION 4.4.1. The function C\(S,t) in equation (4.4.1) is given by

oo —\r ( \ \n
Ci(S,t) = V----- Y4-E^{CE[SXne-Xkr,K,l,r,q,T,o2]

z—' nl

-CE[SXne~Xk\ K, b(0+), r, q, r, <r2]}(4.4.2)
n=Q
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where

CE[S,K,P,r,q,T,cr2] =

di(S,K,r,q,r,a2) = 

d2(S,K,r,q,T,cr2) = 

6(0+) =

N[a] = 

Xn =

•S'e-[di (S', Kf3,r,q,r,a2)]

-Ke~rTN[d2{S, K/3, r, q, r, <r2)],

ln f + (r - ^ + T) r

o-^/r ’
di(S,n,r,q,T,a2) - ay/r,

lim fc(r),
T—>0+

1i r
\Z2ir J—oc

e 2 drj,
J-c

Vin.-K; *o = l,

and
poo poo poo

E^{f(Xn)} = ... G(Y1)G(Y2)...G(Yn)f(Xn)dYldY2...dYn
Jo Jo Jo

poo
= G(Xn)f(Xn)dXn.

JO

Proof: Refer to Appendix A4.2.1.

□
Next we consider the more complicated function V^x, t). The first step is to break 

the function down into two linear components that arise from the form of function F in 

equation (4.3.4):

V2(x,r) = (Xb)b\-1 ~(^<rW+4>iv+(r+>')-^A(v))(7-3)s^<

-J pOO pr

- e~ivx e-(\a‘2ri1+4>iv+(r+\)-XA(ri))(T-s)F(^^ s)dsdr]
J—oo J0 

i f°° ■ r ,i2 2__ p-in* p~(2a n
27T 7-oo ' 70

Xeir) ln6(s)

-i poo pr+— e~iT,x [ e-&2v 
J — OO J0

V21\x,t) + v!?\x,t)

’2+0U7-f-(r+A) - A A (77)) (t - s)

a2b(s) (b'(s) a2iq
+ 0 (b{s) - 1)2 + V b(s) 2

^+^+(r+A)-A Mmr-^X^^^dr)

dsdrj
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We start by considering the function C^iS, r).

PROPOSITION 4.4.2. The term C^\s, t) in equation (4.4.3) is given by

= V------\^-E^{CE[SXne-XkT,K,b(0+),r,q,T,o2]} (4.4.4)
Z--✓ 7?.'
n—0

A”

71=0
+ i (T-tr-'iSXne- Afc(T-5)„-(q+A)(T-0

x[(A[fc + 1] + q)(r - £) - nW^SXne-^-^, Kb{£),r,q,T - £,a2)} 

-fsTe-(r+A)(T“°[(T - 0(r + A) - n]

x if 6(0, r,q,r - a2)]] d£ j,

where the function Ce and operator E(;r,i have been defined in Proposition 4.4.1.

Proof: Refer to Appendix A4.2.2.

□
Before proceeding further, it is worth noting that if we now combine Ci(S,t) with

C^iS, t), some of the terms will cancel, leaving us with

00 ,-A Tf^\n

n!

00 —Ar / \ An
Ci(S, t) + C^(S,t) = £----- {CE[SXne-XkT,K,l)r,q,T,o2]}

n=0

n=0

+ ^^_E(n)l / (r_£)«-i5xne_Afc(T_€)e_(,+A)(T_€) (4.4.5)

x[(X[k + 1] + q)(r - 0 ~ n] 

xN[di(SXne~Xk(T~^, Kb(0, r,q,r- o2M

00 \n ( pr- £ ^-Etn) | J (r - On_1-K'e"(r+A)(T"0 

xKr-0(r + A) -«]
xN [d2(SXne-Xk^\Kb(0,r,q,T - (,a2)] #}.

The last remaining term to be evaluated is C2^(S, r), which is the extra term intro­

duced into the expression for the American option price by the presence of jumps in the 

stochastic process for S.
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PROPOSITION 4.4.3. The term cjf\s, t) is given by

C?\S,r) A\

71=0

-A ^j-E<n) | j (T - 0ne-(r+A)(T-<)

' fl fKb(0/Y
G(Y) C(u>Y,S)J(u,S,SXn,T)du;dY(4A.6)

Jo J Kb(£)

roo rKb{ 0 "1
~ G{Y) j (uY - K)J(ufi,SXnyr)dcjdY dQ

J1 JKb{£)/Y J

where

J(u,Z,SXn,T) =
ujaV2?r(r-£)

x exp
r — q — Xk ) (T - o + In

(4.4.7)

2

2ct2(t-0

and the operator has been defined in Proposition 4.4.1.

Proof: Refer to Appendix A4.2.3.

□

Now that we have derived the functions Ci(S, t) and 62(.S', r), we can provide an 

integral equation for the price of the American call, C(S, r).
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PROPOSITION 4.4.4. The integral equation for the price of the American call option, 

C(S,t), is

C(S, t) = 53
n=0 n\

E^{CE[SXne~XkT,K, l,r,q,r, a2}} (4.4.8)

+
°° \n ( rr

n=0 HJ°

e-Afc(r-^)e-(g+A)(r-4)

x [(X[k + 1] + <?)(t-£) -n\

xN [d! (SXne~Xk^\ Kb(0,r, q,r - a2)} d£ j
n=0
J] — E<n>| J' (r - On_1A-e-(r+A)(T-«[(r - £)(r + X) - n]

xN [d2 (SXne-Xk^\ Kb(Q,r, q,T-£, a2)] d£

n—0

-A^-yE^ (^T - ^e-(r+X)(r-0

r i rKb(i)/y
G(Y) C(wY,£)J(u,€,SXn,T)dudY

JO J Kb(£)

/•oo rKb(£) 1 'j
G(Y) (loY - K)J(aj,£,SXn,T)divdY dQ,

J1 J Kb(f)/Y J'Kb(0/Y _

where the function Ce and operator E^'' have been defined in Proposition 4.4.1, and the 

function J is defined in Proposition 4.4.3.

Proof: Equation (4.4.8) follows from substituting equations (4.4.2), (4.4.4) and (4.4.6) 

into equation (4.4.1).

□
A key feature of equation (4.4.8) is that it is an integral equation rather than the inte­

gral expression obtained for the American call price in the no-jump case, because of the 

appearance of the option price in the integrals in the final summation term on the right- 

hand side. As we have pointed out, the presence of this term is due to the jump process. 

It should also be noted that, as in the no-jump option pricing case, in order to implement

(4.4.8) we need to know the free boundary b. An integral equation for this will be derived 

below. Finally, we can perform some algebraic manipulations to equation (4.4.8) to obtain 

the American call integral equations in the form presented by Gukhal (2001).
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PROPOSITION 4.4.5. Algebraic manipulation of equation (4.4.8) allows the American 

call price, C(S, r) of Proposition 4.4.4, to be expressed as

00 At

ni

J” p~Xt(\T)n

C(S, t) = V------y^EW{Cs[5Xne-Afcr,^l,r,g,r,(T2]}
' n!

n—0

°° \n ( rT
tV^-E^ {t-One-x{T~°qSXne-xk{T

t'onl o

(4.4.9)

-?)g-9(r-0

xTV [dx (SXne~Xk^\ Kb(Q, r,q,T- a2)} d£

- Xj ~[ETn) | J {t - One-A(T_4Vi^e-r(T-^

xN [d2 {SXne~Xk^\ Kb(0,r, q,r-(, a2)} d£

°° \n f rr-A £ ^j-Eln){ Jo (r - ^)"e-(r+A)(T-°

x
pi fKb{t,)IY

G(Y) \C(uY, {)-
./0 ’Km

Proof: Refer to Appendix 4.3.

(w7 - K)\J{uj, SXn, T)dudY

□
The four additive components of the call value in equation (4.4.9) each have a clear 

economic interpretation, as outlined by Gukhal (2001). The first term represents the Eu­

ropean component of the American call option’s value, while the remaining three terms 

combine to form the total early exercise premium. The middle terms are natural exten­

sions of the early exercise premium that arises in the pure-diffusion case. More specifi­

cally, the term containing qS calculates the dividend received when holding the underly­

ing, and the term involving rK captures the interest payable on a loan of size K. Thus 

these terms capture the potential income to the option holder should the option be exer­

cised to buy the underlying, borrowing K to do so.

The fourth term arises entirely due to the introduction of jumps in the price process 

for S. Note that if no jumps are present (A=0) then this term will be zero, and equation

(4.4.9) simplifies to the American call price under pure-diffusion. This term captures 

the rebalancing costs incurred by the option holder whenever the price of the underlying 

jumps down from the stopping region into the continuation region. Figure 4.2 illustrates
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this effect in detail. If the holder of the option has observed that the underlying price is 

at S- > Kb(r), then the call will be optimally exercised. If an instant after exercising a 

jump of size Y occurs such that S+ = YS~ < Kb(r), then the portfolio S — K held by 

the investor will now be worth less than the unexercised American call. This difference is 

the cost being captured by the fourth term in (4.4.9).

Figure 4.2. Cost incurred by the investor from downward jumps in S.

In equation (4.4.9), the value of the American call option is expressed as a function of 

the original underlying variable S, and the new time variable r, which is a measure of time 

to maturity. As we have already noted, equation (4.4.9) also depends upon the unknown 

early exercise boundary, now defined as b(r) — a(t)/K. By requiring the expression for 

C(S, r) to satisfy the boundary condition (4.2.5), we can derive a similar integral equation

C(S,t)

s
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for the value of 6(r). This integral equation is given by

00 —X r(\ \n
K(b(r) - 1) = V 6 \ T) E^{CE[Kb(T)Xne-XkT, K, l,r,q,r,a2]} (4.4.10)

Z—' n!n—0

00 \n ( pr+ V —-E^ \ (t- 0ne-A(T_og/ir6(r)Xne-AAi(T-€)e~«(T~o

t'o n!

xN [di (b(T)Xne~Xk{T~°,b{0,r,q,T ~ £,cr2)]

00 \n ( rT-V—E[n>i (r - One“A(T"€)rKe“r(r-°
tS"! Uo ' '

xN [<k (Uj)X,%r-ik'r-‘\U(J r,- !, ./J)] d(l

(j _ ^«e-(r+A)(r-'0

fl fKb(i)/Y
G(Y) [C(uY,0-^Y-K)]

JO JKb(g)

00 \ n

^ n! T
n=0

x J(u, £, Kb(r)Xn, r)do;dY] }.

It is particularly crucial to note that the integral equation (4.4.10) depends upon the 

unknown call value C(S,r), and this dependence arises from integral terms that have 

been introduced by the presence of jumps in the dynamics for S.

The general form of the integral equation system consisting of (4.4.9) and (4.4.10) can 

be written as

C(S,t) = nc(S,T)+ fT*c[C(S,Q,b{ZU,T,S)dt, (4.4.11)
Jo

b(r) = nb(b(r),r)+ T ^b[C(Kb(T),0,b(0,^T,Kb(r)}d^ (4.4.12)
•'0

where the definitions of the functions $c, ^b, and £lb are implied by the right hand 

sides of equations (4.4.9) and (4.4.10) respectively. The interdependence of (4.4.11) and

(4.4.12) is obvious, and it is this interdependence that makes numerical implementation 

much more involved than for the corresponding no-jump problem. Thus in order to im­

plement these integral equations for the free boundary and call price, we need to develop 

numerical techniques to solve the linked integral equation system (4.4.9)-(4.4.10).
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4.5. American Call with Log-Normal Jumps

The primary difficulty in solving for the American call price under jump-diffusion 

dynamics is caused by the dependence of equation (4.4.9), and subsequently equation

(4.4.10), on the unknown American call price, C(S,t). To overcome the complication 

brought about by this interdependence, in Section 4.6 we propose an iterative numerical 

scheme similar to the one employed in Chapter 3 for solving the American strangle prob­

lem. Before we begin, however, we must specify the density, G(Y), for the jump sizes. 

We shall consider a log-normal distribution for the jump sizes, Y, in accordance with a 

model suggested by Merton (1976). The probability density function for Y is given by

G(Y) =
1

Y5V2^C
(In y-(7-a2

26% ml (4.5.1)

where we set 7 = ln(l + k), and 52 is the variance of InY. Furthermore E^y [Y] = e7, a 

fact which is relevant to the numerical experiments reported later. Gukhal (2001) assumes 

that 7 = —82/2 when deriving his equation (5.1) for the American call option price, but 

here we forego this assumption and provide a more general form of GukhaPs results.

PROPOSITION 4.5.1. In the case where G(Y) is given by equation (4.5.1), the integral 

equation for (7(5, r) in (4.4.9) becomes

C(S,t) = £ e“A'r(AV)n

71=0 n!
■CE[S, K, 1, r„(r), q, r, t£(r)] (4.5.2)

00 ryin rr+ VLL (r - £)ne-A'(T~€)gS'e-,(T-*)
^0 nl I '

xN [(h(S, Kb(0, rn(r - £), 9, r - v2n{r - £))] ^
00 ryin pr/ (7-_ One-x'(T-VrKe-

n\ 7o
-rn(T-£)(T-()

X N [d2 (S, Kb(0,rn(r - £), q, r - v2n(r - 0)] d£
°° \7l CT

f1 f
G(Y)

Jo Jk

-(r+A)(r-£)

71=0

X
Kb(0/Y [C(o;Y,0 - (a>Y - K)\ 

mo wvn(r-Qy/2tt(t-0

{ - \[d2{S, U), rn(r - 0, q,T-£, v2{t - £))}2^jdu)dY d£,x exp
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where X' = A(1 + k), rn(r) = r — \k + nj/r and v\(j) = a2 + nS2/r.

Proof: Refer to Appendix 4.4.

□
While equation (4.5.2) has incorporated the distribution for Y, the last term involv­

ing the triple-integral needs to be further simplified before attempting to implement it 

numerically.

PROPOSITION 4.5.2. By simplifying the cost term, C(S, r) in Proposition 4.5.1 can 

be expressed as

OO  ^ j- / \ / \ TZ

C(S,T) = T CE[S, K, l,rn(r),g,T,^(r)]
n=0 n\

(4.5.3)

+ [T(r-One-X'^qSe-^
h n[ Joy ’

xN [d^S, Kb(0, rn(r - 0, q,r- ^v2n(r - 0)] d£

~ E ~ Jo (r ~ 0ne-A'(T^VKe-r"(T-?)(T^

xN [d2 (S, Kb(0,rn(r - £), <7, r - v2n(r - 0)] d£ 

_AV- Hr - Z)ne-^)(r-t) r'WZKbi&Q-iZKbW-K)}
„-n n! JO Jo
n=0

x exp

Zvn+1(r - Qy/2n(T-Z) 

~[d2{S, ZKbi£), r„+i(r - f)> Q,T~^ vl+i(T ~ 0)]2

xN[Dn(S, Kb(0,r - ZKb(0)]dZd£,

where

Dn(S,Kb(0,T-£,/3)

S2 In | + (ln jcfe)) vl+i(T ~ 0 + <^2Mt - 0 - q] ~ 7vl(r - 0 (t- 0

vn{r - Ovn+1(T - £)6(t - 0

Proof: Refer to Appendix 4.5.

□
We draw the reader’s attention to the fact that in the form (4.5.3) the last term now 

only involves a double integral which will result in a considerable saving in computational 

effort.
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4.5.1. The Perpetual American Call with Jumps. As demonstrated by Kim (1990) 

in the pure-diffusion case, the perpetual American call provides an upper bound for the 

early exercise boundary of the American call with finite maturity. Here we extend this 

concept to the jump-diffusion case, providing an expression for the perpetual American 

call option under jump-diffusion. Let C(S, oo) denote the value of the perpetual Ameri­

can call, with early exercise boundary Kb(oo), which we assume to be constant. Dewynne 

(2004) demonstrates how to solve the time-invariant Black-Scholes PIDE (which is sim­

ply an integro-differential equation) for the price and early exercise boundary of a perpet­

ual American call under jump-diffusion, and the results are given in Proposition 4.5.3.

PROPOSITION 4.5.3. The value of the perpetual American call, C(S, oo), is given by

(4.5.4)

where the constant early exercise boundary, b(oo), is given by

(4.5.5)

The parameter a+ is the positive root of the quadratic equation

(4.5.6)

under the condition that

0 < r 4- A(e7 — 1). (4.5.7)

This root is bounded by
-p + \/ p2 + 2 a2r

(4.5.8)

where p = r — q — a2/2. Note also that

dC(S, oo)
(4.5.9)

S=Kb( oo)

Proof: See Appendix 4.6.

□

Equations (4.5.4)-(4.5.6) provide an analytic expression for the perpetual American 

call price and free boundary under jump-diffusion. In order to use equations (4.5.4)- 

(4.5.5), we must first solve (4.5.6) numerically for a+. This can be easily achieved using
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the bisection method, where we take advantage of the bounds for a+ given in equation 

(4.5.8). In particular, note that when q — 0, a = 1 is always a solution to (4.5.6). In 

this case the early exercise boundary is infinite, and it is never optimal to exercise the 

perpetual American call in the absence of dividends.

For the perpetual American call price to exist, condition (4.5.7) must be satisfied. 

The condition can be interpreted as requiring that the net effect of risk-free appreciation 

and jumps on the value of S be non-negative. This will always be satisfied when the 

jumps are expected to be upward (7 > 0) or neutral (7 = 0). When downward jumps 

are expected (7 < 0) the existence of the solution depends upon the relative values of 

r, A and 7. Furthermore, it is interesting to note that the solution satisfies the smooth 

pasting condition, as stated in equation (4.5.9). This condition is not specified as part of 

the problem (see Appendix 4.6) but is satisfied when we determine 6(00) in an optimal 

manner. This result proves that the perpetual American call under jump-diffusion with 

log-normal jump sizes will satisfy the smooth pasting condition.

4.5.2. Properties of the Free Boundary at Expiry. Understanding the value of the 

free boundary at r = 0+ is very important in the pure-diffusion case, yet to our knowledge 

such analysis has not been extended to the jump-diffusion problem within the literature 

cited earlier. In Appendix 4.7 we derive this limit which is presented in Proposition 4.5.4.

PROPOSITION 4.5.4. The limit of the early exercise boundary b(r) as r

by

6(0+) = max
x r + AA[(-ln6(0+)-(7-f))/£A
’g + A'7V[(-ln6(0+)-(7 + f))A]J

0+ is given

(4.5.10)

Proof: Refer to Appendix 4.7.

□
It is worthwhile to observe that when A = 0 equation (4.5.10) simplifies to the limit 

derived by Kim (1990) for the pure-diffusion American call free boundary. Note that

(4.5.10) is an implicit expression for b(0+), but it can be solved quickly and accurately 

using standard root-finding techniques. Furthermore, as q —» 0 the solution to the implicit 

part of equation (4.5.10) increases without bound. Thus when q = 0, b(0+) = 00, and 

we observe the well-known property that it is never optimal to exercise an American call 

option early in the absence of dividends.
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Before concluding this section, we shall take a closer look at the properties of equation

(4.5.10), specifically with a view to better understanding the solution to

K o+) = f(K o+)), (4.5.11)

where

m o+)) =
r + AN[(- In 6(0+) - (7 - §))/£]

g + A'W[(-In 6(0+)-(7+ ?))/$]
Once (4.5.11) is solved, then the max[ ] operator can be applied. Since the value of the 

underlying is always non-negative, we must consider the domain b(0+) > 0 when finding 

the solution to (4.5.11). It is not possible to provide a simple, explicit summary of the 

behaviour of (4.5.11) for various values of 6(0+), because the cumulative normal density 

functions depend upon 6(0' ), and the function /(6(01)) involves the parameters r, q, A, 

7 and 5, all of which have a significant impact on the value of f(b(0+)). Nevertheless, we 

can offer some insight into the nature of (4.5.11).

Firstly, we see that is is simple to evaluate f(b(0+)) at the limits of the domain. Specif­

ically, we can show that
r A- \

(4.5.12)m = > 0,q + \e<
and

I™ f(K 0+)) = /(oo) = -. (4.5.13)
6(0+)—^00 q

Thus for f(b(0+)) to be finite at each extremity of the domain, it is sufficient that we 

have q > 0. In this case, it is clear that /(6(0+)) is continuous, and (4.5.11) will have 

at least one solution. We shall demonstrate by example that f(b(0+)) is not monotonic, 

nor is it strictly bounded by the end values (4.5.12)-(4.5.13). This makes it difficult to 

prove that for q > 0 equation (4.5.11) has at most one solution. Since £>(0+) appears 

only inside cumulative normal functions within /(6(0+)), we can safely claim that the 

behaviour of f{b{ 0+)) with respect to 6(01) will be bounded by the behaviour of A'(In x). 

In particular, we recall that 0 < N(ln x) < 1, and that N(lnx) is well-known to be a 

smooth, continuous function of x, where x > 0. From this we postulate that the function 

f(b(0+)) will not display any oscillating features within the domain under consideration, 

nor will it display frequent changes of slope.

To provide evidence in support of our claims regarding equation (4.5.11), we now 

present some numerical examples. Firstly, we demonstrate the limits (4.5.12)-(4.5.13) for
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American Call Free Boundary at x = 0+ for various r. q

FIGURE 4.3. Behaviour of equation (4.5.11) when A = 5, 7 = 0 and 
S = 0.2. When r > q we set r = 0.05, q = 0.03, and r = 0.03, q = 0.05 
when r < q.

varying values of r and q. Setting A = 5, 7 = 0 and 5 — 0.2, we plot the functions 

y = 6(0+) and y = /(6(0+)) for various values of r and q, as shown in Figure 4.3. When 

r — 0.05 and q — 0.03, we can see that /(0) < /(oo). On the other hand, when r = 0.03 

and q = 0.05, we now have /(0) > /(oo). In both cases it is clear that /(6(0+)) is not 

bounded by these endpoint values. Thus we can see that the relative values of r and q 

directly influence the values of /(0) and /(oo)

American Call Free Boundary at t = 0+ for various X

----- f(b(0+)), X = 1

- - f(b(0*)), X = 10

FIGURE 4.4. Behaviour of equation (4.5.11) when r = 0.03, q = 0.05, 
7 = 0 and 6 = 0.2, for various values of A.
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American Call Free Boundary at x = 0+ for various y

----- f(b(0+)), y= In 0.8

- - f(b(0*)), y = In 1.2

FIGURE 4.5. Behaviour of equation (4.5.11) when r = 0.03, q = 0.05, 
A = 5 and 6 = 0.2, for various values of 7.

American Call Free Boundary at x = 0+ for various 5

FIGURE 4.6. Behaviour of equation (4.5.11) when r = 0.03, q — 0.05,
A = 5 and 7 = 0, for various values of S

Since it is difficult to appreciate the impact of the jump-parameters on f(b( 0+)) using 

comparative statics, we again provide numerical examples to highlight the properties of 

/(£>(0+)). In all cases we set r = 0.03 and q = 0.05, with default jump-parameter 

values as used in generating Figure 4.3. In Figure 4.4 we see how /(&(0+)) is affected 

by changes in A. Aside from the obvious impact this has on /(0), we can see that as A 

increases, the peak of /(6(0+)) also increases. Next we vary 7 to produce Figure 4.5.
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In addition to varying the value of /(0), changes in 7 affect the size and location of the 

“hump” in f(b(0+)). As 7 is increased, the “hump” feature reduces in size and shifts 

towards the origin. Finally we observe the impact of varying 6 values in Figure 4.6. We 

see that as S increases, the width of the “hump” feature in /(&(0+)) increases. Thus the 

jump-parameters primarily influence the shape and location of the non-linear features of 

f(b(0+)), with A and 7 also affecting the value of /(0). The r and q parameters only 

affect the endpoint values of f(b(0+)). It should be noted that in all the cases presented 

thus far, there is clearly only one solution to equation (4.5.11), given by the intercept of 

y = 6(0+) and y = f{b(0+)).

American Call Free Boundary at x = 0 : q = 0

Figure 4.7. Behaviour of equation (4.5.11) when q — 0. Other parame­
ter values are r — 0.03, A = 10, 7 = 0 and S = 0.2.

The last scenario to consider is when q = 0. We consider only the case where A > 

0, since when A = 0, equation (4.5.11) reduces to the pure-diffusion result derived by 

Kim (1990). In this case, /(oo) is no longer finite, instead increasing without bound 

as b(0+) —»• 00. Figure 4.7 demonstrates the behaviour of f(b(0+)) with q = 0 for a 

selection of additional parameter values. It is clear from the plot that there is no solution 

for i>(0+) = f(b(0+)). Furthermore, the only way that equation (4.5.11) will be satisfied 

when q = 0 is by taking the limit as b(0+) —> 00, in which case both sides of (4.5.11) will 

have the same infinite limit. Thus we infer that when q = 0, the free boundary at r = 0+ 

increases without bound, and it is never optimal to exercise an American call early in the 

absence of dividends.
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4.6. Numerical Implementation and Results

We now provide an iterative numerical scheme with which to evaluate the linked inte­

gral equation system formed by (4.5.3) as stated, and (4.5.3) evaluated at S' = Kb{r). We 

firstly discretise the time variable, r, into N equally spaced intervals of length h. Thus 

r = ih for i = 0,1,2,..., N, and h = T/N. Denote the call price profile at time step i 

by C(S, ih) = Ci(S), and similarly the free boundary at time step i by b(ih) = bt. Using 

the same numerical technique that is applied to Volterra integral equations, we can solve 

the system for increasing values of i, until eventually the entire free boundary and price 

profile are calculated. In calculating the infinite summations, we continued adding terms 

until a pre-determined level of accuracy was reached, using a tolerance level of 10 1(i. 

For the parameter values under consideration, we found that such a level of convergence 

was reached using 20 terms. In order to start the algorithm we require the initial values 

Cq(S) and 60, where 60 = 6(0+). Co (5) is simply the payoff function for the call, namely 

Cq(S) — max(S — K, 0), and b0 is given by equation (4.5.10).

Given that (4.5.3) depends upon C(S, r), an initial approximation will be needed for 

Cj(S') at each time step. A suitable approximation to COS') is given by C i(S), which 

is simply the American call price at the previous time step. Note that Cq(S) is simply 

the payoff for the call option. The price at the (i — 1 )th time step is calculated for a 

suitably large number of evenly-spaced S values, and linear interpolation is applied to 

the profile as required. The algorithm American Call Price in Appendix 4.8 outlines how 

the iterative procedure is carried out for each i. Note that as the value of i increases, the 

computational burden will also increase at a “faster than linear” rate, since the integration 

at step i depends on all values of b3 and Cj(S) for j — 0,1,2, ...i — 1. The time-integrals 

are evaluated using suitable applications of Simpson’s rule (see Section 3.6), while the 

integral with respect to Z is evaluated using an appropriate Gauss-quadrature scheme. 

We use the bisection method to solve equation (4.5.3) for bi when S — Kbi, and the sums 

over the expected number of jumps are computed for ascending values of n until each 

integral term converges to a pre-specified level of accuracy (typically ten decimal places 

or more).

To demonstrate this algorithm we present some numerical results that enable us to 

observe the impact of infrequent jumps on the price of an American call option. Here we 

consider an American call with a strike of 1 and 6 months until expiry. N — 50 time
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steps were used, with a finer grid of 10 points used in the first 2 intervals to improve the 

quality of the free boundary approximation close to expiry. Price profiles at each time step 

were generated using 400 evenly spaced points between S' — 0 and S — AK. The fine 

space-grid was selected to help minimise the errors caused by using linear interpolation 

of the price profile in the numerical integration. The Gauss-quadrature scheme used 40 

nodes4. To improve the accuracy of the results, the method was applied a second time 

using twice as many time-steps, and the resulting free boundaries were combined using 

Richardson extrapolation. For more details regarding the fundamentals of the numerical 

method, including the implementation of Simpson’s rule and Richardson extrapolation, 

see Section 3.6.

The free boundary profile was generated in the case where r = 8% and q — 12%. 

We take a jump-size volatility of 52 = 0.05 and use A — 5 for the expected number of 

jumps per year. The free boundaries were found for the pure-diffusion case (i.e. A = 0), 

and then for various values of e7 (we recall that E^y [F] = e7), specifically 0.95, 1, and 

1.05 in order to gauge the effect of average up-jumps and average down-jumps. Table 4.1 

summarises the values of a used to ensure that the global volatility was the same for each 

combination of 7 and A values. The results are displayed in Figure 4.8. The most obvious 

feature of these results is the dramatic effect the presence of jumps has on the profile 

for the free boundary. Close to expiry, the free boundary with jumps is significantly 

larger than in the pure-diffusion case. This follows from the increased probability of large 

price movements near expiry, made possible by the presence of jumps within the return 

dynamics. Thus the holder of the call is less likely to exercise near expiry under the 

jump-diffusion model to best minimise the potential costs from downward jumps.

As time to expiry increases, we see that the pure-diffusion boundary increases more 

rapidly, since the jump component becomes less dominant within the underlying dynam­

ics for large time intervals. While jumps are more likely, they become less influential over­

all, since there are sufficient opportunities for the jumps to be reversed, either by jumps in 

the opposite direction, or through the diffusion term. Therefore when far from maturity 

the holder of the call is more likely to exercise early under jump-diffusion than in the 

pure-diffusion case. These findings coincide with those of Amin (1993), who also notes

4Details regarding Gauss-quadrature can be found in Abramowitz and Stegun (1970).
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that for a sufficiently large time to expiry, the probability density for the underlying con­

verges under both models, such that there is no clear distinction between pure-diffusion 

and jump-diffusion.

Using the results in Proposition 4.5.3, we are able to find the free boundary and price 

of the perpetual American call for the parameter values listed in Table 4.1, and the results 

are provided within this table. We can see that Amin’s results regarding long-maturities 

are certainly verified in the case where 7 = 0, as the at-the-money perpetual American 

call price and free boundary are very similar in the pure-diffusion and jump-diffusion 

cases. This is not so when 7 > 0, as here the at-the-money call price and free boundary 

are both larger than the pure-diffusion result. Amin’s conclusions were made for the case 

where 7 = 0, and it is interesting to note that the result regarding the convergence of 

the distributions does not apply for other values of 7. Note that there is no solution for 

the perpetual call when 7 < 0, since we have r + A[e7 — 1] = —0.17 < 0, violating 

condition (4.5.7). We also note that Amin does not provide any formal evidence relating 

to the limit of the free boundary at expiry, although his numerical results are consistent 

with the limiting value given by equation (4.5.10).

One further observation we can make from Figure 4.8 is the impact of the value of 

7 on the free boundary. As 7 increases, the value of the early exercise boundary de­

creases. This is attributable to the potential for the option holder to incur a rebalancing 

cost when the price jumps from the stopping region back down into the continuation re­

gion. Recall that 7 > 0 implies upward jumps on average, thus making the expected 

cost of downward jumps quite small. When 7 < 0, we expect downward jumps on av­

erage, and the holder will therefore require that S be even larger before exercising the 

call early. It should be noted that the free boundary estimates when jumps are present are 

not entirely “smooth”, in that the slope of the curves are not strictly decreasing as time to 

maturity increases. This is attributed to mild numerical inaccuracies within the algorithm, 

which could be overcome by using more sophisticated and robust techniques, particularly 

when interpolating the call prices during integration. Such inaccuracies are not reflected 

in the corresponding price profiles however, as the American call price is not particularly 

sensitive to minor changes in the early exercise boundary.

In Figure 4.9 we present the American call price profiles at time r = 0.5 prior to 

expiry, in the case where r = 5% and q = 3%. Here we set A = 1 and 5 — 0.15. Table 4.2
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a2 A e7 52 C(K, 00) 6(00)
0.3064 0 - - 0.35055 2.69606
0.0625 5.00 0.95 0.05 DNE DNE
0.0500 5.00 1.00 0.05 0.34865 2.68041
0.0112 5.00 1.05 0.05 0.49512 4.32812

Table 4.1. Parameter values used to generate the free boundaries in Fig­
ure 4.8. The global volatility was fixed at s = 55.35%, determined by 
s2 = a1 + X[e2'i+S'2 — 2e7 + 1], The price for the at-the-money perpet­
ual American call, C(K, oo), is included, along with the corresponding 
free boundary, b(oo). “DNE” indicates that the perpetual American call 
solution does not exist for these parameters.

Free Boundary: American Call, r < q

• - ■ y> 0
— y< 0

FIGURE 4.8. Early exercise boundaries forthe American call option, fora 
range of 7 values, compared with the pure-diffusion case of A = 0. Other 
parameter values are K — 1, T — 0.5, r = 8%, q = 12%, A = 5 and 
S2 = 0.05. See Table 4.1 for further details.

summarises the parameter values of a used, and we varied 7 in the same manner as was 

done for generating the previous free boundaries. It can be seen that regardless of the value 

of 7 being considered, the 6-month at-the-money American call with jumps is consistently 

worth less than the corresponding American call under pure-diffusion. Furthermore, as 

S moves away from the strike, the value of the call with jumps increases relative to the 

pure-diffusion case, until the jump-diffusion prices are eventually the greater of the two. 

The value of 7 has some impact on the rate of this change as one varies the value of S, and 

obviously the fact that both cases must eventually be equal to the payoff for large values 

of S minimises the impact of this behviour when the call is deep in-the-money.
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a A e7 <5
0.2000 0 - -

0.1302 1.00 0.95 0.15
0.1313 1.00 1.00 0.15
0.1114 1.00 1.05 0.15

Table 4.2. Parameter values used to generate the price profiles in Figure 
4.9, and the corresponding relative differences in Figure 4.10. The global 
volatility was fixed at s — 20%, determined by
s2 — a2 + A[e27+l52 — 2e7 + 1].

American Call Price Profile

+ y=0
0 y> 0

FIGURE 4.9. Price profile of an American call option for various values 
of 7, and compared with the pure-diffusion case of A = 0. Other parameter 
values are K = 1, T = 0.5, r = 5%, q = 3%, A = 1 and 5 = 0.15. See 
Table 4.2 for further details.

The relative changes in the call prices caused by jumps can be discerned more clearly 

in Figure 4.10, where we now plot the relative price difference between the pure-diffusion 

and jump-diffusion American call prices for various values of 7, using the same parameter 

values as in Figure 4.9. We observe that the jump-diffusion model results in a 5-10% 

decrease in the value of the at-the-money American call for these parameter values. When 

the call is deep out-of-the-money, the jump-diffusion model gives higher prices than the 

diffusion case, and a similar result occurs for the price when deep in-the-money, although 

this behaviour is capped by the presence and relative value of the early exercise boundary. 

This implies that the jump-diffusion model is able to reflect the basic volatility smile 

structure observed in market option prices. We have elected not to demonstrate this result
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Relative Differences in American Call Prices

o 30%

S

Figure 4.10. Relative price differences between the pure-diffusion 
American call and the corresponding contract under jump-diffusion, for 
various values of 7. Other parameter values are K = 1, T = 0.5, r = 5%, 
q = 3%, A = 1 and S = 0.15. See Table 4.2 for further details.

using Black-Scholes implied volatilities, as this procedure only makes theoretical sense in 

the case of European options. Nevertheless, it is clear from the relative price differences 

that the jump-diffusion dynamics have the potential to capture volatility smile behaviour.

4.7. Conclusion

This chapter has presented an extension of McKean’s (1965) free boundary value 

problem for the American call option to the case where the underlying asset follows a 

jump-diffusion process, as originally proposed by Merton (1976). Using the incomplete 

Fourier transform approach, we solved the PIDE to obtain a coupled integral equation 

system for the price and free boundary of the American call, where jumps occur according 

to a Poisson process, with a general distribution for the jump sizes. We showed how these 

may be manipulated into the integral equations for the American call derived by Gukhal 

(2001). This new approach both recovers Gukhal’s results found via the compound option 

method, and has the advantage of naturally extending the more broadly applicable Fourier 

transform technique to the jump-diffusion model. This approach has the benefit that the 

various expectation operations remain clearly defined, with explicit distinction between 

the diffusion of the price process and the random jump sizes.
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We have also derived a simplification of the triple integral expression within the inte­

gral equations in the case where the jump-sizes are lognormally distributed. This reduces 

the computational burden when one proceeds to numerical implementation. In addition 

the limit of the free boundary at expiry has been derived, as this is a necessary input into 

the numerical procedure. We also provided results regarding the price and free boundary 

for perpetual American calls under jump-diffusion.

A means of numerically implementing the coupled integral equation system for the 

American call was provided, based on the numerical approach in the American strangle 

analysis of Chapter 3. An iterative method was proposed to deal with the interdependence 

between the call price and free boundary. While the method is mathematically simple, it 

provides a means with which to numerically analyse the behaviour of the integral equation 

system, something not addressed by existing literature. The numerical results presented 

from this method demonstrate that even a small frequency of expected jumps has a dra­

matic impact on the price profile of the call option, particularly at-the-money. In addition, 

the mean expected jump size has a significant impact on the free boundary for the Amer­

ican call. This is due in part to the added cost to the option holder incurred whenever 

the underlying’s price jumps downward from the stopping region into the continuation 

region, a feature identified by Gukhal (2001) and reinforced in our findings.

The numerical results presented have replicated the findings of Amin (1993) in re­

lation to the impact of jumps on the behaviour of the early exercise boundary of the 

American call. We provided further evidence that early exercise of the call is more likely 

under jump-diffusion near expiry, while away from expiry early exercise is less likely. 

Secondly, we demonstrated that the addition of jumps increases the value of out-of-the- 

money American calls, while at-the-money calls become less valuable. This behaviour is 

in accordance with the well-known volatility smile phenomenon observed in option prices 

within financial markets. The in-the-money value can also be greater with jumps, but this 

depends largely upon the option parameters, time to maturity and relative values of the 

free boundary under each model for asset returns.

As mentioned previously, the method presented here is readily applicable to a range 

of jump size distributions and payoff functions, and one avenue for future research would 

be to explore these alternatives. Merton’s model for the jump process assumes that jump 

risk is fully diversifiable. This assumption could be relaxed within the Fourier transform
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framework, but only certain kinds of jump risk could be catered for. In addition the numer­

ical algorithm presented is primarily a first-pass solution for the integral equation system. 

Further analysis needs to be conducted to improve the speed, accuracy and efficiency of 

the method provided by using more advanced numerical analysis techniques. In particular 

we shall consider an alternative numerical method in Chapter 5, and compare this with 

the numerical integration approach.

Appendix 4.1. Properties of the Incomplete Fourier Transform

According to Appendix A2.3.1, from the pure-diffusion case (i.e. the model with no 

jumps) we know that

Tb{%} = {b ~ 1)eiV]ab ~ iT]V'

eiriXn\b-ir](b- 1)) -rfV,\dx2j

and Tb
dV dV b'_ _ 177 In 6 (6-1).dr J dr b

where b' = ri6(r)/rir. This leaves one term to be evaluated, namely

T^H(\nb-x) V{x + lnY,T)G(Y)dY j
/

In b poo

e%r,x V{x + in Y, r)G(Y)dYdx.
-oo J 0

Using the change of variable z = x + InY, equation (A4.L4) becomes 

F^HQnb-x) J V(x + lnY,T)G(Y)d(Y)^j

p oo /»ln6-flnY
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(A4.1.1)

(A4.1.2)

(A4.1.3)

(A4.1.4)
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where

and

/»oo
A(rj) = eir,laYG(Y)dY, 

Jo

$(v,T) = f

Jo
0—ir)\nYG(Y)

■ Mnl 

J In 6

In Y-fin b
SiT?ln ZV(z,T)dz dY.

Hence, our PIDE is transformed into the integro-differential equation

~-h-^ lnb(b-l) = y (ew(6- *77(6-1)) -V2v)
+<j> ((6 - l)emnb - i7]V^j - (r + X)V 

+X[A(t])V(t],t) + $(t?,t)],

which is readily simplified to

dV
+

a2V2
+ (pirj + (r + A) — A A{r}) V — F(ji,t),

where

F(t],t) = eir) In b a2b fb' a2ir\ .

The solution to this integro-differential equation is given by

V{r),T) = V(ri, 0)e-(^V+^+(r+A)-A4(??))r

where 0)} = V (77,0).

Appendix 4.2. Derivation of the American Call Integral Equations 

A4.2.1. Proof of Proposition 4.4.1. Consider the function Vi(x, t), given by

Vx{x,t) = (F11)-1 |F(r?,0)e“(2cr^2+^+(r+A>-A^)T} .

To evaluate this inversion, recall the convolution result for Fourier transforms given by 

equation (A2.1.1). If we let

F(rjj 7"i) = e~(^<T2V2+<l>in+(r+^)-XA(rt))T
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then /(#, 7i) is given by
-j poo

px TlJ _ _ e-\\^W+<l»,n+{r+^)-^A{'n))Te-ir)x^
’ 27T y.oo

_/*oo

2?r Aoo '

Furthermore, let

G(rj, r2) = V(tj, 0).

Hence p(x, t2) will simply be the payoff function in the continuation region, given by 

g(x,r2) = H(lnb(0+) — x) max(eI — 1,0) = i?(ln6(0+) — x)H(x)(ex — 1). 

Thus V\{x, t) becomes

Vi(x,r) = f |tf(ln&(0+) -u)H{u){eu- 1)
J —OO L

-(A+r)r poo

2?r -oo
du.

The expression for Vi(x, r) can now be further simplified to

e—(A+r)r plnb(0+)
Vi(x,t) =

2tv

e-V
2tt

/
in o^u 1 ) poo

H(u)(eu — 1) e-l2CTV-A^)jr-^+x-u]d??

-oo L J —OO .
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oo
— (A+r)r poo

du.

Letting C\(S, r) — K\i(x, r), the problem can be re-expressed in terms of the original 

space variable S as

Ci(S,t) — f,-(^+r)Tf
a-(A+r)r

KH(u)(eu - 1 )K(u,S, r)du

poo

KH{u) (e“ - 1 )K(u,S, r)du,
Jlnb(0+)

1 roo
K(u, S,T) = — e-t^V-A^r-^r+lnf-^]^

27T .7-00

where
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We shall now consider further the function K(u, S, r). Using a Taylor series expan­

sion, the expression for K(u, S, r) becomes

k(u,s,T) =
oo / x \n

g-icrVr-^r+lnf-u] iZLA(r])ndr]
-°° n=0 ”

= — ^ f e-|CTV^-^[<AT+in-§-«]A(r))ndr).
274 7T.! j—oo

n=0

Note that by definition

>%r = =—it; In EG(Y)dY }'

/•oo /*oo
= e-W^'GiYJdY!... e~irtlnYnG(Yn)dYn. 

Jo Jo

Using this definition in the expression for K{u, 5, t), we have
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and Xn = with X0 = 1. I(SXn, r) can be evaluated using equation (A2.1.2)

with p — |a2r and g = i[0r + In(SXn/K) — u]. Thus we have
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Therefore the expression for K(u, 5, r) becomes

A>,S,t) = —E=£^E<”>(exp(

n! l l
— [u — In — 4>t]2 

2 <j2t
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To further simplify the expression for C\(S, r), let
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where

CE[S,K,P,r,q,r,a2] = Se rTN[di_(S, K/3, r, q, r, a2)]

-Ke-rTN[d2(S,K(3,r,q,T,a2)}

with

and

di(S,K,r,q,r,a ) =
2, _ ln f + (r - 9 + \)T

GWT

d2(S, k, r, q, t, a2) = dx{S, k, r, q, r, a2) - a^r.

The details for this conclusion can be found in Chiarella (2003). 

Next, for r) we have
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—rr poo

cr\/27rr J\nb(0+)
(Keu - K) exp

— [u — ln — 4>t] 
2cr2r

du

Note that since a(T) > K, we know that ln 6(0+) > 0. Thus using the change of variable 

ez = Keu,wQ obtain

Cf>(S,r) = '(At )'

71=0

X

ni

Eln)
( p-rr poor=/

J\n{Kb(0+)}G\[2t\T J\n[Kb(0+)}

Hence it is readily shown that

exp
-[z- ln SXn-(j)Tf 

2 a2r
dz

oo —At / \ \n
C?\S, T) = J^ L-LlLE(n) {CE[SXne~Xk\ K, b(0+),r, q, r, a2}} ,

71=0
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and thus the final expression for Ci(S, r) is given by

00 At00 _\ n
Ci(5,r) = Y, e—, T ErW) {CE[SXne-Xk\ K,l,r, q, r, cr2]}

) n-
00 —Ar/\ \n

- Y -----7^-4n) {CE[SXne~XkT, K, b(0+),r, q, r, a2)} .

n=0

n=0

A4.2.2. Proof of Proposition 4.4.2. We begin this proof by examining the function
vfW).

OO 2 2
(r+A)(r-s) / e~ (r—s)—irf[4>(r—s)+x—In b(s)] pAA(t7)(t-s)1f\x,r) = ^ [ e~iT+X)(T~S) j_

ra2b(s) f b'(s) a2irj

We let

Ms) =

+ ' Ks)

a2b(s) (V{s)

+ 0 I (Ks) - 1) dsdrj.

+ b(s)
+ 0 ) (b{s) — 1),

2 •azz
/2(s) = —(6(s) - 1),

p = <r2(r — s)/2, and q{Xn) = i[x + \n{Xn) + 4>{t — s) — lnfe(s)], where Xn is as defined 

in Appendix A4.2.1. Applying a Taylor series expansion to eXA^(T~s\ we can rewrite
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V^\x,t) as

^>(*iT) = h[ ,-{r+\)(r-s) f 0—pr}2—irj[(}>(T—s)-+-x—\nb(s)\ \ v A(t 5) A(rj)E
n=0 n!

X I/i(s) - T]f2(s)}drj

= re-(r+A)(T-s)(A[r-s])n
£Z2*n'-J°

~ poo f poo poo p
j e-pr]2-ir][4>(T-s)+x-\nb(s)] 1

—00 l A> «/o «/o
,-77 ln Xn

l JO Jo Jo 
xG(Y1)G(Y2)...G(Yn)dYldY2...dYn\{fl(s) - r,f2(s)}dr) ds

°° -t 1 poo poo pr

f 0-vn2-q{Xr )T,{fi(s) -vf2(s)}dri ds

xG(Yl)G(Y2)...G(Yn)dYldY2...dYn

= I ^x)tr-’Hr-sy
71=0 2n n!

/ 0-pr)2-q(Xr )v{fi(s) ~ vf2(s)}drj ds

(n) •where Er is as stated in Appendix A4.2.1.

Following the details in Appendix A2.4.2 we can readily show that

V2m(z,T) = £-ES
n=0 n! T 1 J0 oJ2,k{t — s) L ^

cr26(s)

+m+i-
\b(s) + 2

x + ln(Xn) — ln b(s)
t — s (b(s) - 1 )ds

where

9n(x,s)
(x + ln(Xn) + <p(r — s) — ln b(s))2 

2a2 (t — s)
+ (r + A)(r — s).
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Next we return to the original space variable, S, by setting C^iS, r) = KV^fa, r), 

with S = Kex. This results in

rT e-hn(S,0(j _
c£\S,t) =

00 \n ( rr

T Uo ay/2w(T-^)

where

.. K^m (m , 1

~r~ + \mo + 2
x(Kb(0-K)d£ ),

hn(S,0 =

, In|+lri(Xn)-ln6(0
*

lnlfe) +^(r“0

2cr2(r — £) + (r + A)(r-0

Therefore C^^S1, r) is given by 

C<‘>(S,t) =
n=0

r e-^n(5,0^r _

X

0 cry/2ir(T-£)

a2Kb(0 , /&'(£) , 1

+ + -
2 ' ^6(0 2

x(Kb(Q-K)<%

ln sxn
Kb(0

t-€

We now aim to simplify the expression for C^(S,r) using the methods of Kim 

(1990). For simplicity of notation, we define G(£) = Kb(£). The first step is to rewrite 

K{S,C) as

hn(S,0

where

and

[in(SXn) - ln G(0 + (r - q - AA: - f) (r - £) 

2ct2(t — £)
+ (r + A)(r-f)

[yn - Q(£)]2

2 (r-0 + (r + A)(r-0,

ln SXn +(r-q-\k-f')T
Vn =--------------------------- -------------,G

hiG(S) + (r-q-\k-%)z
Q(0 =------------- ----------------------—
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It is important to note that the derivative of Q(£) with respect to £ is given by

Q'(0 = t(§(§ + (r-«-A*-y
Using these results, C^(S, r) becomes

cl'Hs.r) = £ ^e<:

n—0

^ IVn-QWfr (r _

aG(£) 1 /G"(0 ( ,,<?'■ Xk- — 
2

+ ;

00 \n
= E^

' n!n=0

X

2 \ ln SXj,w °l\ lnG(4)r-<,~\k--)-T—

lvn-Q(Q]2
p-(r+A)(r-0(,T- _ e 2<T 4)

o 1

(G(0 - X) <%

1
lii5Xn - lnG(0 - (r - q - Xk - f) (r - 0

^ - c

x (G(£) — K) <%

= E ^■“ n!
n)

n=0

fyn-QU)]^
p-(h-a)(t-£)(V _ __ 2(T °__

o 1 €)

X
2 •V"" 2(r-0

Thus we arrive at a new expression for C^iS, t), given by

°° \n ( PT
C$\S,t) ■= E^[Ern)i [ G(0e~ir+x^(r-0n

n=0

ctG(C) + (q'(0 - ) (G(0 - K)

_ [yn-gmig 2(r —£)

\/27T(r - 0 

dti

}'

X ^ + n'(£) _ ^2+yiU 2 (r-0.

~KJ\
Jo

,—(r+A)(r—.̂ (r - 0r
fyn-Q(^)12

e 2(^-0

\/27r(r — £)

Vn - Q(Q
2(r - 0 J

dn.X (A4.2.1)
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In order to simplify equation (A4.2.1), we must derive two results. For the first result, 

we have
[yn-Q(Q12

(r-e)ne-(r+A)(r-^G(0-

= (r-OnerV-(r+A)(T-£)

e 2(^-o
v/27r{-r -■0

, G({) ---
-1

- + <y(£) - \MH:__
2+V^' 2(r-0

a(r-0 + 2Q'(0(r-0-yn + Q(^)
y/r-Z

1 tVn-Q(()+<r(T-()]2 a2

2 (r - 0

x/2^F
W-0 e (T-0+»(»» - Q«))

= -(r - 0n5Ine"U(T"Oe_(?+A)(T^)ieJs" ?)|2

y/2%
1 1 
2VR (y« - <2(0 + a(T - 0) - (<2'(0 +

(a/^)2

= -(r - On-g^ne-Afc(T-^e-(g+A)(T^)^iV f ~ ^ .(A4.2.2)
vt, V V ■- £ /

For the second result, consider

(r - £)”e-(r+A)(T-«>
e 2(r-4)

\72tt(r - 0 Q'(0 [y» - 0(0]
2(r - 0

= -(r - 0ne-(r+A)(T-€)—
v 27T

= _(r _ ^ne-(r+A)(r-4)_^_jy {V™ ~ <2(0

-Q'iOVr-^ + s(yn - <2(0)-t=
(O^O2

V V'T

Using equations (A4.2.2) and (A4.2.3) in equation (A4.2.1), C^\S, r) becomes

(A4.2.3)

00 \n ( rr
Cf(S,r) = £-£<”>{-/ (r-0”S^r

n=0 n' ^ 70

g-Afc(r-£)e-(<7+A)(T-4)

/ (r - ^)ne_(A+r)(T_^-^:A’ -9.^
Jo ^ V Vt-£ J

d£j( A4.2.4)
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By applying integration by parts, we can evaluate equation (A4.2.4) as

'Vn ~ Q(0+) +<TTC$\S,t) = ^{sXne'XkTe-{q+x)TTnN
n=0 n- l V yfi

+ f S Xne~Xk(T~^ e~(q+x^T~^(r - + 1] + q){r - 0 -
J 0

Vn - Q(0 +o(T -0

n

XN' /------J
y/T-t

-Ke~{r+x)TTnN (Vn ~

- / K(t — ^n-le-(r+mr~i) [(r _ £)(r + A) - n]

Jo
VnxN

00 -\n= £-----E^n) ^ [5X-e_Afcr’ 6(°+)’ r> 9.r’^ }
n—0

oo A+ ^ —Ein) W (r - 0"_1 [5'Xne"Afc(r_€)e“(9+A)(T"c)
n=0 n'

x[(\[k + 1} + q)(r - ~ n]

x N [dx (SXne-^-Q, Kb(0, r, g, r - £, a2) ] 

-JfsTe-(r+A)(T^)[(T - 0(r + A) - n]

x TV [da (SXne~Xk{T~i],Kb((,),r,q,T -£,a2)]] dfj,

which is the final result stated in Proposition 4.4.2.

A4.2.3. Proof of Proposition 4.4.3. The term (x, r) is given by

y2(2)(x,r) = — f°° [\-(*aW+*iq+{r+x)-XA{n))iT-s)e-iqx\$(7],s)dsdr],
2tT ./-oo Jo

where we recall that

Hv,s) = f
Jo

0—ir] ln YG(Y)
lnV+ln6(s)pm i -t

J ln b(s)
eir)ZV{z, s)dz dY.
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We begin by changing the order of integration within V^Jx, r):

t/(2)/ \ _ A f ( -(|<72»?2+^W+(r+A)-Ai4(77))(r-4)-iT;x
1/2 {X'T) ~ 2nJ_ooJ0 6

x
fOO fin Y+ln 6(f)

e~ir,inYG(Y) eir,zV(z,£)dzdYd£dr}
JO J In

= X fT — [°° e~&
J0 2^T J—oo

'In 6(0

27]2+<t>ir]+(r+X)-XA(T])^(T-^)-ir]x

poo HnY6(f)
e~ir)lnYG(Y) eiT,zV(z7OdzdYd£dr}

Jo ./in 6(f)

_ \ f ^-('•+A)(t-4) J_ f \A(r))(r-

Jo 27T y_OG
4)e-i<T2772(r-4)-t7j(^(r-C)+i)

X
flnY6(f)/»oo /'ll

e^'nYG{Y) elT>zV(z,OdzdYdr)dG
Jo J\ab(i)

V0(2) e 2

Applying a Taylor series expansion to eAA(r?^T we can rewrite Y2('2^(x, r) as

00 ^n+1 yr ^ ^ ^ i foo <72ri2

n—0

x / ... / e

flnY6(f)

°° \n+l fT i />c

<*-T) -

poo poo
... e-^nY-¥-G(Yl)...G(Yn)dY1...dYn

Jo Jo
poo p

x e~irilnY G(Y)
Jo J lr

An+i
(T-t)

n=0

In 6(f)

\n„-(r+A)(r-^)

elT,zV(z,OdzdYdrjd£

poo

G(Y)
Jo

X
1 f°° _i— e 2 

2tt loo
- |cr2i72(r-5)-t»7(/ci(r-^)+x+ln XnY)

plnYb{ 

•/In 6(f)

flnY6(f) A
x / ei,?zY(z,0^dr/dYdO.

Consider the two innermost integrals, I(x, r, Y, £), defined as

7(x T Y £) = — f e-\a2TfV-t.)-iri{4>{T-t,)+x+\nYlnX„)
’ ’ ’ 27T i/_00

In 6(f)
x / eir?(x+lny)Y(x + In Y, Qdxdri,

ha 6(f)-In Y/J lr
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where the integral with respect to x has been derived using the change of variable z = 

x + In Y. To evaluate /, we shall express it as the inverse Fourier transform

I(X,T,Y,£) = -JT-l ^e-^W(r-0-in(Hr-0+lnXn)

Anb(£)—\nY 'J
x eivxV(x + lnY^)dx\ . (A4.2.5)

-An 6(0 J

Since we know that 0 < Y < oo, we must now consider two separate cases to evaluate 

equation (A4.2.5). The first case to consider is when 0 < Y < 1, which means we can 

rewrite (A4.2.5) as

I(x,t,Y,£) =

x j H(lnb(£)-]nY - x)H(x - Inb(£))eir)XV(x + InY,£)dx^

To evaluate this inversion, we again refer to the convolution result for Fourier transforms 

given by equation (A2.1.1). Let

= e_5aV(i--f)-”7W>('r-0+ln*n) ^

so that f(x, 0 is given by
1 roo

f(x,0 = 2^ J

withp — a2 {r — Q/2 and q = — 0 + ln + x). Using equation (A2.1.2), f(x,£)

evaluates to

/(*>£) = exp < - [<P(T~ 0 + lnX„ + x\
2ct2(t — 00^21r(r -0 

For the second part of the convolution, let

/
OO

H(In 6(0 - In y - x)H(x - In b(Q)eiTIXV{x + In Y, $)dx.
-OO

Therefore g(x,0 is simply

g(x, 0 = H(In 6(0 - In F - x)H(x - In 6(0) V(ar + In Y, 0-
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Combining / and g, the inverse Fourier transform, /, becomes

fln6(0-lnV y(u + lny;^)

'In 6(0

I(x,r,Y,0 = - f 
J In

x exp

ay/2ir(r-£)

[<Hr ~ 0 + (z - «) lnX„]2 j

(A4.2.6)

du.
2<r2(r — f)

In the second case we have 1 < Y < oo, which means we can now rewrite equation 

(A4.2.5) as

I(x,r,Y,0 = ^-1|e-2^L(T-{)-i’jWT“€)+lnJf")

x J H(In 6(0 - (x - In 6(f) + In y )ei,p: V(x + In Y, f )dx j. 

Following the same method as used in the first case, we find that

f
I(x,t,Y, 0 =

J(i

■In 6(0 y(ii + iny,o
(In6(0~InY) &\J^{t — f)

[</>(r - o + (x - u) + In Xn]2x exp du. (A4.2.7)
2cr2(r — f)

Since results (A4.2.6) and (A4.2.7) depend entirely upon the relevant value of Y, we 

can integrate piecewise over the Y-domain, and thereby express V.j2'! (.r, r) as

00 An f fT f°°
v¥\x,t) = AV-EW (r - G{Y)I(x,T,Y,QdYd£,

^ n! Uo do

A71

71=0

X

A 53—£*">■{ / (T - 0”e-<r+A)<T-0

fo(Y) [
Jo Jin

In 6(Q—In V y(u + lny;Q

In 6(0 <Jy/2ir{T-£)

+

x exp < - J

ln6(0 y(« + iny,f)r^y) f
J1 «/ In

x exp

In 6(0 - In y

f [(Kr — f) + (x — u) + lnXn]2

2cr2(r — f)

jdudF dfj.
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Setting C^{S, r) = KV^ix, r), we have(2),

71=0

C?\S,t) = -A 5^E<n)|y (r — £)ne~(r+A)(T~^

/W) f
JO J lr

MHO/vi C{KeuY,£)
In 6(0 ay/2Tr(T-£)

[4>{t - £) + (x - u) + In X„
X 8XP < ------'V(r-fl-------^ > dudY)

r*ln6(0 C{Ke*Y,0poo p

- GiY) ________
J1 Jln\b(Z)/Y] (jy 27r(r - £)
x-P{-WT-q2+jr4)+lpX"|2}Hd{

Finally, we shall introduce some additional notation and a change of variable to sim­
plify the expression for C^(S, r). Letting u — Keu,we have

Cf(5,r) oo u
-A V —-E^ 

n!
71=0

/W) f
Jo Jr

(T _ ^ne-(r+A)(r-€) 

^«>/y C(u>Y,Z)
Kb(0 CTv/2 7T(r-0

x exp
[0(r - 0 + In SXn 12

[°° G(Y) f
J1 Jft

2cr2(r — £)

K6(€) C(u;F,0

CJ

^(0/y cta/27r(r-£)
[^(r-e+ln^]2'

x exp
CJ^ 2<j2(t — £)

Next, we consider carefully the domains for the integrals with respect to o>. For the first 

integral, the domain for ujY is

YKb(t) < ujY < Kb(0-

Thus loY lies in the continuation region, and the value of C(cuY, £) is unknown. For the 

second integral, the domain for ojY is

Kb(Q <uY < YKb(€).
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Thus ujY lies in the stopping region, and therefore the value of C(ujY, £) is known to be

K
C(ljY, £) = uY — K, where u >

Y

Thus C^(S, t) can be written more simply as 

Ci2](S,r) = -A^^E[n)( f (t - 0ne-(r+A)(r-€)

71=0

X

n!

r1 r1
G(Y) C(ouY,£)J(uj,t,SXn,T)dwdY

JO J Kb(£)

/•oo rKb{£) 'i
-/ G(y) (LuY-K)J(co,£,SXn,T)dudY dn,

J1 J Kb((,)/Y J

where

J(a;,C,5Xn)r)
ujo^/2'k{t — £)

exp
[^(r-O + ln^]2

2<t2(t — £)

and
cr

(j) — r — q — Xk ——.

Appendix 4.3. Deriving Proposition 4.4.5

Rewrite the result in Proposition 4.4.4 as

C(S, r) = T±E(rn) {CE[SXne-Xk\K, 1 ,r,q,r,a2}}
71=0 *

+(4'’+42) - 43)) - (4'>+42) - 43’) - w - h)

where

41} = f^E^\q [T(T-0nf(SXne-Xk^\Kb(0,r,q,T-Z,a2)dA, 

n=0 n- l -^0 J

42) = £^TErn){A[fc+l] fT(T-0nf(SXne-Xk^\Kb(0,r,q,T-Z,a2)dt),

»=0 n! t 40 J
00 \n r rr >

43) = 5]^-E(")|nyo (r-0n-1/(5Xne-Afc^)/r6(0)r)g,T-^a2Kj,
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41* = E^} (r~OnKg(SXne-Xk^\Kb(0,r,q,r-^a2)d^\, 
„ • 1

I (2)

n—Q
oo= E^TEln)(A [T(r-0nKg(SXne-Xk^\Kb(0,r,q,r-^a2)A,

n=n n' l JO Jn=0 
oo

n=0 
oo

43) = E^fE-n)jn/ (T-O^'KgiSXne-W-QiKbiO^qiT-S,*2)^,

A"^ = AE^En / (T-«)"e
n=0

— ^^nP_(r+A)(T_^)

X
i.1 rKb(0/Y ‘

G(Y) C(uY,£)J(w,Z,SXr„T)dcjdY
JO J Kb(£)

da

and

J2

71=0

AE^TE^)1 / (r - 0ne“(r+A)(T“°

/•oo fKbd) "I

G(Y) (coY - K)J(to,a,SXn,T)dujdY dO,
dl JKb(£,)/Y J

with

and

f(SXne A(r *\Kb(€),r,q,T -£,<x2)

= 5Xne-A/c(T-«e-(9+A)(T-^iV[d1(^rie-Afc(1-«, #&(£), r, g, r - £, a%

g(SXne~Xk^, /tt(0, r, q, r - £, a2)

= e-(r+A)(T-«)yV[d2(5Xne-Afc^-S), r, q, r - £, a2)}.

Rearrange C(S,t) to obtain the form

c('V) = E D-AT/\^-\n(Xry

71=0
n\

■4n) {[SXne~xky K, 1, r, q, r, a2}} + [A?} - A{?] - J,

+{42) - - (42) - Af) + J2}.

We shall now simplify the term {A^ — A(^ — (A^ — A^) + J2}-
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A4.3.1. Simplifying J2. Consider the integral

rKb(0 

>Kb(0/Y

where

fKb(0

I(Y, 0 = (loY — K)J( u, 5Xn, r)dco,
J Kb(()/Y

J(u;,Z,SXn,T) =
1

Lua^2n(T — £) P|^ 2a2(r — £)

Making the change of variable u> = eu, /(Y, £) becomes

-[(r-5-Afc-fKr-O+ln^]2

ay/2ir(r-£)
rln^6(0

X l euexp -[(r-«-A*-V)(r-g-HBSX.-,p } ^

ln[K6«)/y]

K

/*ln 

lnfj

r\nKb(0
x / exp

i[A6(0/V]

2cr2(r — £)

-[(r - g - Afc - y)(r ~ Q + In SXn - u]2 

2 <t2(t — £)
du.

These integrals can be simplified using the result in equation (A2.1.3), with aq = In 

a2 = In Kb(£)9 p = 2a2(r — q ~ (r — q — Xk — y)(t ~ 0 + ln and a = 1, 0 

for the first and second integrals respectively. Hence I (Y, £) can be simplified to

wo -
(7

- ;■?--------
\/27r(r - f) \ 4

x{iV[/(ln #&(£))]-JV 

# f

/(ln^)

" ^ im'n Kb{m ' w Kln ]} ’

where

and

/(«) = ^

Applying the definitions of p and q, we find that

VpTT _ = V2 a\T - o =
r\/27r(r - () <Ty/2(r-Z) ’ (A4.3.1)
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and
exp{M±£} = sx„e^-{>^-oe-^,

Furthermore, the functions f(u) and g(u) simplify to produce

f(u) = -d1(SXne~Xk<'T~®,eu,r,q,T - £,a2),

and

(A4.3.2)

(A4.3.3)

(A4.3.4)g{u) = -d2(SXne Afc(r eu, r, q, r - £, a2).

Substituting equations (A4.3.1)-(A4.3.4) into 7(Y,£), we have

/(y,0 = YSXne-Xk{r-i)er{T-i)e-q{T-^)

x |TV [-d, (SXne~Xk^\ Kb(0,r, q, r - £, a2)]

—N

-K

-N

| A [~d2 (SXn ,-A k(r-0 ,Kb({,),r,q,T - £,a2)}

—d2 ( SXne A/c(r K^\r,q,r - £,a2
Y

Using the relationship N(—x) = 1 — N(x), the expression for J2 becomes

A* = AS^”>
n=0

-A(t-0

/
oo r

G(Y) jUiY^XJ-J^iY^Xn)

-(43)(Y,Z,Xn)-44\Y,Z,Xn))

where

41](Y,^Xn) = YSXne'^-^e-^-^N

dYd£

d\ ( SXne~Xk(-T~^\ —77^-, r, q,r — a2

Y

42)(Y,Z,Xn) = YSXne~Xk^e-q^N [dx (SXn ,-A fc(r-£) ,Kb{£),r,q,T — cr2)] ,

jf\Y^Xn) = Ke~r^N d2{SXne Xk{r 4), Ky^ ,r,q,r a2

44)(Y,£,Xn) = Ke-r^N [d2 {SXne-Xk^\Kb(0,r,q,r- £,a2)] .

and
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A4.3.2. Simplifying A^ and A^K First recall that

poo poo

k= (Y - 1 )G(Y)dY = YG(Y)dY - 1. 
Jo Jo

Substituting this into AS2\ we have 

A{2) = £^Ern){A(j^ YG(Y)dY^

x Hr - 0nf(SXne-Xk^,Kb(0,r,q,r- 
Jo

00 \n ( CT r°°
= aV-EW (r - 0ne_A(T"° G(Y)YSXr

n=0 U' 1
e-Afc(r-4)g-9(r-€)

x NfaiSXne-^-V, Kb(£), r,q,r- a2)]dYd£

= Af ^ y\r-^ne-x^ G(Y)ji2\Y^,Xn)dYd^

00 \n ( pr poo \
jjf (r-ZTe-^-Q G(Y)J^(Y,^Xn)dYd^j.

For A^\ we note that by the properties of G(Y),

[ A{2)G[Y)dY = A{2\ 
Jo

since A^p does not involve Y. Hence A^ can be rewritten as

42) = AE^j/Ve
n=0 U' J°

poo
KG(Y)g(SXne~Xk^\Kb(0,r, q,T-£, a2)dYd£ 

Jo
poo

T^} G(Y)Ke-r{T~i)
Jo

xN[d2(SXne-Xk^\ Kb(0,r, q,r- a2)]dYd£

£G(Y)44\Y,Z,Xn)dYdti |

00 An r pr poo
+aE^[Etn)|yo (T-0ne"A(T~°^ G(r)J^4)(y,Xn)dF^

°° \ n r /*oo= A^A-Ew{ / (r-One“A(
^ n! Wo

= ae^e"n>{/T(r_°Be"A(T”{) fl
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A4.3.3. Simplifying 4^ and A2V. Since the first term in the summations for AjI (3) (3)

43> =

and are zero5, we can rewrite them as sums beginning at n = 1. First, /l,3' becomes 

E jn jT(r - On~lf(SXne-Xk^\ Kb(£), r,q,r - £, a2)^}
g(y)

X lT(T-On^f(ySXn^e-Xk^\Kb(0,r,q,r- ^,a2)d^dY^

\n C rr poo
aV— E^< (t - 0"e“A(T_€) G(Y)SXnYe~ 

l Jc\ Jo
,-Afc(r-^)e-5(T-0

xN di ( SXne Xk{T ,r,q,r - £,o2^ dydfj

00 \n ( rT rlAj]—e4{/ (r-One-A(T"€) G(Y)4l\Y,Z,Xn)dYd£ 
tr'onl Uo Jo

00 An ( fT f°°+AE-rE tn) / (T - 0ne~X{T-° G(Y)4l\Y,£,Xn)dYd£
^ n! Uo A

Similarly for A^\

43)
00 An f /*T

(r - On-lg(SXne-x^\Kb(0,r,q,r - ^a2)d^
tinl t J° ‘

00 An f rr f°°AV-E[n) (r - 0”e_A(T_€) G(Y)Ke~r{T
„=on! IA J°

xN d2 (sXne~Xk(T-Z\ r, q,

a E ^rErn) {/V - 0ne~A(T"° JQ G(Y)43\Y, xn)dyde}
00 An r cr+A J] — E<"> I / (t - 0ne-A(T"«} G(Y)43\Y, e, Xn)dY
t'o n! LA Ji

A4.3.4. Obtaining Gukhal’s Expression. Combining the results from Sections A4.3.1- 

A4.3.3, the integral equation for the American call price becomes

oo —Ar ( \ \n
C(S, r) = £ ~ 4,Tj e4 {^[5ATne-AfcT, K, l,r, <?, r, a2]} + [A?* - A?}-Ji + Q,

n=0

5The first term in each sum is multiplied by n, and the sums begin with n = 0.
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where

Q = A]T^eW<! I (T-One"A(T-°A"

n=0

x f G{Y)\j?\Y,^Xn)- 4\Y,t,Xn) 
Jo _

(44\Y,Z,Xn)- 4*\Y,Z,Xn))(3)/ dYd£

To demonstrate that our findings are identical to those of Gukhal (2001), we shall re­
express the term [dip — — (J^ — 4^)} 38 an integral over the kernel J(u>, £, SXn, r).

Comparing the expression for Q with the simplification of J2 in Section A4.3.1, we can 

readily conclude that

" A"Q = E(n)|y (r - 0ne_(r+A)(r_c)

X
fKb(0/Y 1 A

G(Y) (uY - K)J[u)^SXn,r)dwdY d£\.
J0 J Kb(0 J

n—0

rKb (£)/K 

>Kb{t)

Finally, substituting for A^\ A^\ J and Q, the integral equation for C(S, r) becomes

00 —Ar/^^n

n\

oo _\T / \ \n
C(S,r) = Y,~---- {CE[SXne-XkT,K,l,r,q,T,a2]}

n=0

+ Y —E<n> { (r - £)"e-A(r-€)gS.Xne-A*(r_0e-9(T_€)
^ n! tio

xN[dx{SXne-Xk{T^\Kb{i)^q,r - £,<r2)K

°° \n ( rr
- Yi ^"E-n) | J (T ~ One~X{T~i)rKe~r{T~^

x N[d2(SXne~Xk^\ Kb(0, r, q, r - a2)]^}
n—0

n=0

_AS^7Ern)) / (r - 0ne"(r+A)(r“°

r/f6(4)/K
X

/“l fKb{Z)/Y
G(Y) [C{toY,$ - (uY - K)\J{uj,Z,SXn,T)dwdY

JO J Kb(()
d£

which is the result given in Proposition 4.4.5.
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Consider the case where G(Y) is given by

Appendix 4.4. American Call Evaluation for Log-Normal Jumps

G(Y)
1

W2^eXPl 2

1 /lnF —(7 —§)

which subsequently implies that

/°° 1
,{Xn)x sv^exp

1 / I') v„ - t/f': - f)
2 1 dy/K dXr,

We shall use this to evaluate all of the operators in Proposition 4.4.5.

A4.4.1. European Component. Using the results from Merton (1976), the European 

component becomes

E
~ —At (Ar)r

71!
E[n) {CE[SXne-Xk\ K,l,r, q, r, a2}}

= E e~A'T(A/r)n
n!

CE[S, K, l,rn(r), q,T,v2(r)],

where A' = A(1 + k), rn(r) — r — Xk + nj/r, and v2(t) — a2 + n52/r, with CE as 

defined in Proposition 4.4.1.

A4.4.2. Early Exercise Premium - First Term. Consider the first part of the early 

exercise premium, given by

A"

n—0

C{a\S,t) = Y,^\E(rl)[j (r “ ^)ne"A(r_0g5X„e-Afc(T-€)e",(T-c)

xNid^SXne-^-t^Kbi&r, q,T-£, a)]

w \n rrE^f/ (r-0"e-^-«4Se
n=0

X E^{^iV[di(5Xne-Afc(T^, #&(£), r, g, r -a2)]R.

Referring to Chiarella (2003), we can show that

E^iXnNid^SXne-^-®, Kb(0,r, q,r - a2)]}

= en7iV[d1(S', #&(£), rn(r - £), q, r - f, u2(r - f))].
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Noting that e”7 = (k + 1)", becomes

C^(S,r) = /T(r-0ne-A'(r^5e-^
__ n U' J 071=0

xiV^S, #&(£), r„(r - £)> r “ f > ^(T “ £))]<*£•

A4.4.3. Early Exercise Premium - Second Term. Next we consider the second part 

of the early exercise premium, which is given as

C%\S,t) = / (r - £)ne-x{T-®rKe-r{T
n=0 ”• 1

xN[d2(SXne-Xk(-T-S\ Kb(0,r, q,r - a2)}d£

°° \n rr= V— (r - 0"e"A(T^)rKe-r(r^)

-€)

71=0

xE<n>{iV[d2(SXn, ,-A fc(V-{)

Once again referring to Chiarella (2003), we find that

E^{N[d2(SXne~Xk^\Kb(0,r,q,T - £, o’2)]}

= N[d2(S, Kb{£),rn{T -£),q,T-£, vI(t - £))].

Thus evaluates to

00 \n rr
C%\S,t) = J2~1 (t - 0"e-A(r-?Vife-r"{r^)(T-^e-Afc(T^)+n7

n=0 U• SO

xN[d2(S, Kb(0,rn(r - £), q,r-{, v2n(r - £))R
00 r\/l7i rr

= J (r - ^)ne-y^rKe-rn{T^){T-^

xN[d2(S, Kb((),rn(r - £),g, r - £, v2(t - £))]d£.

A4.4.4. Cost Term from Downward Jumps. The final term to consider is the cost 

incurred when S jumps from the stopping region into the continuation region. We rewrite
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this term as 

C$\S,T) = /V-0”e-('+X,(r-° [ a(Y)
„=o n■ J(> L^o

fKHQ/Y ■
[C(uY, 4) - {uY - K)]E^{J(lo, $, SXn, r)}dcodY

JKb{i) .
X

and begin by evaluating the operator. From the definition of J, we have

f°° 1
EW{J(«,,£,SXn,r)} = exp

J0 XnO y Z7T 

1

1 [lnXn - n(7 - y)]2
(52n

x
uayj2'K(r — £)

x exp
-[(r — q — \k — ^)(r - 0 + In

2<t2(t — £)

Making the change of variable xn = In Xn, the expectation becomes

1 1

dXr,

E^{J(u,^SXn,r)} =
UXT ^J2n(r — £) 8yj2n

[xn+p]2 [xn + qf
X £>{-'

<*2
dxn,

where 07 = 2<52n, a2 = 2(72(t—£), p = —n ^7 — y^ > and <7 = In — q — Xk — y^ (r—

£). Using the integration result in equation (A2.1.4), this integral can be evaluated to give

E^{J(uj,(,SXnjr)}
1 1

Lua^2ir(T — £) 8\/2irn V <*i + a2 

1

Traj^ I (p - q)2
exP \------- 1-----

1 07 + a2

u \f2irA/^2n~+~a2(r^-_^)

x exp ^ —

1

[inf+ (r-<,-A*-f)(T-0 + ,n-ag]2
2 (cr2(r — £) + ^2n)

u \/2tx(t - £)vI(t - £)

[In f + (r„(r - £) “ 9 “ - 0]2
s —

2w2(r- 0(r~0
x exp
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Thus the expression for becomes

°° \n pT
Cf{S,r) = A^T- (T - 0ne-{r+X){T~°

n=0 n' J°

X

[lny-(7-f)]2
Y6y/2^^\ 262

Kb{0/Y [C{loY,£) — (ujY — K)\

*j:^
lKb(0 wt)n(r - f) y/2*(T - 0

f ln£ + (^n(r - 0 - Q - - ^)2 ]
X eXP 1-----------------2^(r-t)(r-0--------------1 "yd?'

A4.4.5. Final Result - Proposition 4.5.1. Combining Sections A4.4.1-A4.4.4, we 

find that the integral equation for C(S, r) in the case of log-normal jumps is given by

OO _\fT ( \ t \Tl

C(S,t) = E‘ T - CB[S,K,l,rn(T),q,TX(r)]
n=0

n!
°° ryin rr+ Y~^T (T-()"e-*™qSe

n=0 n' jQ
-9(T-0

xiV[rf1(5’, KKOMr -Z),q,T-Z, v2n(r - OM

E
n=0

[A?n! (r - ^)ne-x'(T-®rKe-Tn(T-i)(T-V

xN[d2(S, Kb{(,), rn(r - f), 9>r - vn(r - 0)]<*£
w \ n rT

____ / /V — —(t-+A)(t—

(lny-(7-V)|

X

IoY6V2^eXP{ 2 52

K6K)/r [a(wE, o - (wF - ic)j

S2\i2 '

LKb(t) u>vn(r - t)y/2n(T - f)

[In ^ + (rn(r - t) ~ Q ~ h^1)(t - OP \ , ,v ,t------------------2vi(r-0(T-i)---------------}x exp
which is the result in Proposition 4.5.1.
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Recall the term C^(S, r) from Section A4.4.4, which can be expressed as

°° \n rr
C<H\S,T) = A 53— (T-One-(r+A)^>/0S,T,O^,

^ n! Jo

Appendix 4.5. Simplifying the Cost Term

where
52 \12

: exp
YSV^r { 252 ^

Km/Y [C{uY,£) - (u>Y - K)]
uvn(r - £)y/2ir(T-£)

X
J Kb(£)

X exp (>J + Mr-0-,-y(r-0P| ^
( 2vn(T ~ 0(T ~ 0 J

To simplify /(.S', r, £) we need to make a change of variable that reduces the dependence 

of C on the integration variables. If we let Z = ujY in the innermost integral, I(S, r, £)

1 fKb^ [C(Z,£)-(Z-K)] J [lnF-(7-f)]2

becomes

7(5, r,0 = ^ JYKmYZvn(T-S)62ttv^

x exp

exp
252

|lnf + (r„(r - Q - , - %A)(t - Qp 1 dzdy

2^n(T~ 0(r~0 J ‘

Changing the order of integration gives

/(S_ T| 0 = (Km f™ \C(Z,0 - (Z - K)} _ / _ [lnF —(7 —f)p

Jo Jo
: exp < --

x exp ^ —

Letting y = In Y, we have

YZvn(r - 0527Tv/f^ ^ 1 252

[In ^ + (r„(r -Q-q- ^y^)(r - Q]2

2vn(T ~ 0(T ~ 0
dYdZ.

r(crn = !Km [C(Z,t)-{Z-K)]
{ ’ Jo Zvn(T-Q62«yfr=l

X rTOexp(-k±p]!_k±il!
7-oo l al <^2

dydZ,
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where ax = 2b2, a2 = 2u2(t - £)(r - £), p = -(7-f),andy = - In f + (rn(r-£) -
^n(r-4) )(r — £). It is readily shown that

|C(z,o-(z-*)l expf-(p-9)/(s,r,o = f —,Jo y-'.'Jr - 0)07:0 v/r - (

/
+ a2

P<*2+<?<*! \ 2ln[Z/A-6(01 I /yVttl+^ + TT1 
x / exp { - ( | > dydZ.

OO V'ttl02

Make the further change of variable x — \/2 (y\A*i + a2 + / ■v/aia2j and note

that when y = In *&(0’

d2 In | +
x —

(ln lfy))vl+i(T - 0 + 52[rn(T - 0 - q] - Wn(T - 0 (r - 0
Vn(T - £K+lO ~ 05(T ~ 0

= £>„(5,A:6(0,r-4,^).

Thus we have 

I(S,T,0 =
rKb(0

Jo
[C(Z,0-(Z-K)}

o Zun(r - £)<527tvV - £
s 
zx exp

[In f + (rn+1(T - 0 - 9 ~ - f)]2
2^n+l(T-0(r-0

f dxdZ

l

Dn(S,Kb(£),T—£,Z) x2
x / e-^"

— oo

*K0 [C(Z,0-(^-^)] 2dun(r-0x^X

aia2

2(ax + a2)

o Zvn(r - £)62iry/T - f 2^2 + u2(r -£)(r-£)

x\/27rexp |-^[d2(5, Z, rn+i(r - f), q, r - f, u2+1(r - f))]:

xN[Dn[S, /f6(0,r-C,Z]dZ 
/*™(€) [C(Z,fl-(Z-JQ]

Jo Zvn+i (r - f) ^2tt(t - 0

X eXP { ^ r"+1(r ~ 0.9>r ~ f > vl+i(r - 0)]2|

x7V[D„(5, if6(0,r-^,Z)]dZ.

Substituting for 7(5, r, £) into the expression for C'^(5, r) and rescaling the integral with 

respect to Z to have an upper limit of 1 gives the result in Proposition 4.5.2.
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Since the perpetual American call does not depend on r, its price , C(S, oo), satisfies 

the time-invariant integro-differential equation

1 rftC1 AC* f°°
2 a2S2d&+{r~q~Xk)SdS-rC + X i (A4.6.1)

subject to the boundary conditions

<7(0, oo) = 0, (A4.6.2)

Appendix 4.6. Deriving the Perpetual American Call under Jump-Diffusion

and

C(Kb(oo), oo) = K(b{oo) - 1). (A4.6.3)

To solve the problem defined by (A4.6.1)-(A4.6.3), we assume a solution of the form 

C(S, oo) = Sa. Substituting this into equation (A4.6.1), we find that

-a(a - 1) + (r - q)a - r + A f {Ya - Y)G(Y)dY Sa = 0.
_2 Jo _

Thus non-trivial solutions for C(S, oo) will occur when

1 f°°
-a{a - 1) + (r - q)a - r + A (Ya - Y)G(Y)dY = 0.
2 Jo

We assume that the jump sizes, Y, are log-normally distributed, with the density given by 

equation (4.5.1). In this case we must evaluate the integral

EQl
POO

[y«] = YaG(Y)dY
Jo

COo ya
: exp

[iny-b-fri ^

Y5s/2i IS1

Changing the integration variable to x — In Y, this becomes

'-\x - (7 - f )]2
E<2’ m = ^

-oo 8y/2n
exp

2 52
dx

1 f-(7-f)21 ^

b\[2rK
exp

2 52
■}£ -par -ixdx,
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where p = 1/(252) and q = — [<52a: + (7 — 52/2)\/82. Using equation (A2.1.2) from 

Appendix A2.1.2, this evaluates to

EQy [Ya] = exp { ^ !> < /?e«

5\/

= exp

2 52

-(7-|)
252

«'21 f[^a+(7-f)l2
exp < — ^2<52

r <52 i
= exp < 7a + —0(0; — 1) > .

Since [y] = e1, a is the solution to the quadratic equation

f(a) — ^a(a — 1) + (r — q)a — r + A[e7Q+ 2 a^a — e7] = 0. (A4.6.4)

Equation (A4.6.4) has two roots, which we denote by (*1 and <7. To satisfy condition 

(A4.6.2), we require that one of these roots is positive, and the other negative. That is, 

we must have 07 = a_ < 0 and cv2 = a+ > 0. Since f(a) is quadratic in form6, and 

d2 f j do? > 0, the condition of having roots with opposite signs will be satisfied whenever 

m < 0, which implies that

A[1 - e7] < r (A4.6.5)

for a solution to exist. In this case the solution to the intergo-differential equation (A4.6.1) 

is

(7(5,00) = A1(Sa- +A2Sa+,

where A\ and A2 are constants. From condition (A4.6.2) it follows that Ai — 0, and by 

use of condition (A4.6.3) we find that

K(b(oo) - 1)
2 [Kb{oo)}a+ '

Hence the value of the perpetual American call is given by

C(S, 00) = AT[6(oo) - 1] + ■ (A4-6-6>

6If a quadratic function f(x) satisfies d2f/dx2 > 0 for all x, then its roots can only be of opposite sign 
if the function has a negative value at the origin i.e. /(0) < 0. Note that while equation (A4.6.4) is not a
simple quadratic, the exponential-quadratic term also displays quadratic-type behaviour, and thus f(a) is 
“quadratic” in the sense that it has at most two roots, and cPf/da2 > 0.
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To find the free boundary, 6(oo), we note that the optimal value of b(oo) must maximise 

the value of the call. Differentiating (A4.6.6) with respect to b(oo) and setting this to zero, 

we have
dc{s, °°)_ / 5 y+

db(co) \Kb( oo) /
which simplifies to give

Woo) = Q+ . (A4.6.7)
a+ ~ 1

It is of interest to find the value of the perpetual American call’s delta at the free boundary. 

This is given by

_ b{oo) - 1
1 7/ \

0(00)
= 0,

dC(S, oo)
95 S=Kb(<x>)

= a.

= «+'

= 1.

b( oo)
f>(oo) 

a+ — 1
a4

aA
a+ — 1

Hence the delta for a perpetual American call under jump-diffusion is equal to 1 at the 

free boundary, and the “smooth pasting” condition is satisfied.

Finally, we shall consider the task of solving equation (A4.6.4) for a+. Since numer­

ical methods are required, it is of value to determine bounds for a+. Firstly, consider the 

quadratic in a given by

^a(a — 1) 4- (r — q)a — r = 0. (A4.6.8)

This has solution ________
—p ± -v/p2 + 2cr2r

“ = -----------------------2------------------- ’a1
where p — r — q — a2/2. Next consider the exponential-quadratic

A[e7a+f a(a-i) _ = (A4.6.9)

whose solutions are a = 1, —2j/52. Since the roots of equation (A4.6.4) are bounded by 

the roots of (A4.6.8) and (A4.6.9)7, we conclude that

1 < a+ <
—p ± yjp2 + 2cr2r

7This result is readily verified graphically. Note that (A4.6.4) = (A4.6.8) + (A4.6.9).
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We also note that when q = 0, a+ — 1, and the free boundary is no longer finite. Thus it 

is never optimal to exercise a perpetual American call in the absence of dividends, just as 

Kim (1990) demonstrates for the pure-diffiision case.

Appendix 4.7. Value of the Free Boundary at Expiry

Evaluating equation (4.5.3) from Proposition 4.5.2 at S = a{t) = Kb{r), we have

00 — t(\'r)n
K(P(t)-1) = ------- j------CE[Kb(r),K,l,rn(T),q,T,vl(T)]

z—' n!
n=0

+ J\r - One-A'(T-€)gA'6(T)e"9(r“€)
xjV[di(6(r),6(^),rn(T - 0»9.T “ - £))]<£

- ^ M jf (r - One_A,(T^)rAe"rn(T“4)(r“c)
x V[d2(£>(r)> K0,rn(r - 0> 9, t - 0)]^

/ ™(0 [C(Z,fl-(Z-iQ]
0 Zvn+1 (r - £>)^2iv{t - £) 

X 6XP [^2(Kb(r), Z, rn+1(r - £),q, r - f, i£+i(r - 0)f j
xN[DN(Kb(r), Kb($,T - Z)]dZd£. (A4.7.1)

Define a particular linear decomposition of C(Z, £) as

dZ'S^C^Z^-KC^O,

such that Ci{Z, 0) = ZH(Z - K), and C2(Z, 0) = H(Z - K), where H is the Heaviside 

function. The steps that follow do not depend upon this decomposition, and it is possible 

to arrive at the same result without it. The linear decomposition simply creates a more 

“symmetrical” form for the limit calculations.

°° \n rr

/ 6 0”e™p-(7~+A)(t-£)
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Noting the expressions for Ce, d\ and ok, and dividing throughout by K in equation 

(A4.7.1), we can rewrite the integral equation for b(r) as

00 e~AV(Ar)«
b(r)-l = E

n=0
nl

(b(r)e 9TAT[ofi(6(T), 1, rn(r), q, r, u^(r))]

-e Tn(T)TN[d2(b(T), 1, rn(r), q, r, u2(r))])

xN[di(6(r), HO, rn(r - 0,9,r ~ 0 ^n(r “ OM
- f; hi /V - 0“e-AV-£)re-<-»
^ n!

xN[d2(b(T), 6(0, rn(r - 0, 9, t - 0 v2n(r - OM
00 \n rr rKHO

-AV- (t - f)ne-(r+A)(T"c)
ih'o n ■ Jo Jo

C\(Z,£) — Z
10 ifZun+i(r - 0\/27r(r - £)

x exp |-i[d2(f;fKT)»^rn+i('r - 0>9,t - O^)]2 j 
xiVp^^r), itT6(0,r - 0 Z)}dZdi

00 \n rr /•#&(£)+AE^/ (T - 0Be-(r+A)(r-«

n=0 ’

C2(Z,0-1Zun+1(r - 0\/27r(T - 0
x exp |--[d2(iA6(r), Z, rn+i(r - 0, <?, r - 0 v2n+l(r - 0)]2 

xN[Dn(Kb(r), Kb(0, t - £, Z)]dZdO

Following Kim (1990), we factorise this expression according to
OO

6(T) ~ 1 = E t6(T) (/n1}(6(r)>T) - ^1)(6(r)»r)) - (fn2)(HT)iT) ~ ,
n—0

where

fn\b(T),T) = --------9TAr[rfi(K'r).1,rn(r),g,r,'y2(r))]
n!

+ r [A'(r - .
,/o n! ■9(t-0

xiV[dx(6(7-), 6(0, rn(r - 0,9, r - 0 ^(r - 0)M0
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/n2)(K'r)>r) = ------^ e rniT)TN[d2(b(T),l,rn(T),q,T,vl(T))]

[\\T - 0)ne-^-0

9{n]{b(T),T) =

+ f ----------- re
Jo
xiV[d2(6(r), 6(f), rn(r - 0,9, t - f, r2(r - £))]df,

_A_ r [\(T-Q}ne-^-o r(r_()
b(r) J0 to!

Lo KZvn+l(r - £)y/2Tr(T - 0

X 6XP {“^d2(^r)>r«+i(r “ C)> 0>r “ f > wn+i(T “ 0)]5

xW[Z>„(tf&(r), r - Z)]dZd£,

and

^n2)(&(r).r) A L
— r'iinp-A(r-0T [A(r - OP®

nl

x
rKHt)

Jo
c2(z,0-1

Zrn+i(r - £)v/27r('r~0 

1,
x exp --[d2(^KT)> ^ rn+i(T - 0.9.r ~ *Wi(r ~ 0)]‘ 

xiV[Z)n(K6(r), AT6(0, r - £, Z)]dZ^.
Rearranging the factorised expression we have

OO OO

b(r) - 6(r) ^ [/p) (6(r), r) - ^1} (b(r), r)] = 1 - [f^ (6(r), r) - p^2) (6(r), r)] ,
n=0 n=0

and therefore the equation we wish to evaluate in the limit as r —> 0+ is

6(t) =
1 - v001 Z^n=0

fn\b{r), r) - gn\b(r), r)

1 - y001 Z^n=0
fn\b(T),T) -gn\b(T),T)

(A4.7.2)

Since we know that &(r) > 1 for all r > 0, we shall consider separately the cases 

6(0+) = 1 and b(0+) > 1.

Firstly, when b(0+) = 1, consider the following limits:

OO .j

lir?+ J2 /n1}(6(r)>r) = W[0] =T-+0+
n=0
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uu ..

lh?+ S /n2)(K^)>r) = iV[0] =
T —>0 ' Z

n=0

Ul?+XX*)(6(r)’r) = °» C* = 2)*
T—>0+  'n=0

The last limit follows from the fact that the integrand is well behaved for small values of 

t (as we know that the option price is finite near expiry for a given value of S'). Thus we 

have
1 - i

lim b(r) =---------\ — 1,r—>o+ K) l-l ’

and 6(0+) = 1 is one possible solution for the free boundary at expiry.

Secondly, when 6(0+) > 1, we need to consider:

= N[oo] = 1;
T—* 0+ ---

n—0

Ul?+ /n2)(Kr)> t) = N[ oo] = 1;
n=0 
oo

= o, 6 = i,2).
n=0

Thus

lim 6(r) =------  -
T^o+ 1-1 0

an indeterminate form which can be resolved using L’Hopitals’s rule, giving

-l (E“.o1/»2)Wt),t) - 9f(Kr),TI
lim b(r) = lim------ ------------------------------------------ .
T~° T~°-h (Er.ol/»’(K^), T) - &\b(T), T)])

£fo2\t(T),r) - £g„’(b(T), t) + E“.i8 J2)/
= lim

dr fo(b(r)>T) - ^9o ib(T)iT) + E^=i

dr
fn\b(r),T) - £g(n\b(T),T)

lX\b(T),T) - £ghl,(b(T),T)d Ji)/

(A4.7.3)
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We now consider the 8 linear terms within (A4.7.3) individually, finding limits for 

each. For the first term in the denominator8,

— e~<'X'+q^T N'[di(b(T), 1 ,r — Xk, q, r, cr2)] 
dx Q^[Mb(T)^ hr- Xk, q, t, a2)]

—(A7 + q)e^(-x'+q)TN[di{b{T), 1, r — Xk, q, t, a2)} + qN[0]

^ qe~{x'+q)Te~giT^]N[di(b(T),b(^),r - Xk,q,r - ^,a2)] d£.+

Hence we have

}SsSrf°>{b(T)’T) -(Y + ^ATH + I

= ~(A' +

Next for n > 1 consider

^l/n1)(Kr)Ir) = ---------^r~^~ [e~QTN'lddb(T), hrn(r),q,T,
nl

vl(r))]

d
x ^rK(6(r)> 1. rn(r),q, T, i£(t))]

-qe qTN[di(b(T), l,rn(r),q, r, v2(r))]]

0-qr

+—j-W[di(6(r), 1, r„(r), r, vn(r))]
n\
x [e~x'T n(X,T)n~1 X' + (AV)ne-A'T(-A')]

+
r d f [A;(r - Q]we~v(T-Q 

Jo n-
qe

xN[di(b(r)t 6(0, rn(r - 0.7.r - 0 - 0)]}d0

We can safely infer that the integral term will tend to zero as r —> 0+ for all applicable n 

values, since all terms under the integral sign are bounded. Thus when n = 1 we have

lim 7t-/i(1)(6(t),t) = Ar[di(6(0+), 1, ri(0), q, 0, ^i(0))]A7
t—>0+ or

= X'N
ln6(0+) + 7 + s2

8We recall that N'(x) = ^==e A
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and when n > 1 we have

Next consider the term

§^fo2)(K^T)

— „-(V+r-Xk)r »r/N,[d2(&(r)i 1, r - Xk, q, r, a2))
8

+

x-^-[d2(b(T),l,r - Xk,q,r,a2)]

(A' + r — \k)e~(x +r~Xk)TN[d2(b(T), 1, r — Ak, q, r, <r2)] + r./V[0] 
r dl dr .

Hence we find that

re X'(T ^ Afc^r ^ N[d2(b(r),b(^),r — Xk,q,r — ^,a2)] d£.

r\

lim —-/0(2)(6(r),r) = ~(X'+ r - Xk)N[oo\ + 
r^o+ or

(A+D-

In the case where n > 0 we have the term

B p~^'r ( X't)71
-r^fn\h{T)iT) = 1-------^—— [e~Tn{T)TN'[d2{b{T),l,rn{T),q,T,vl(T))}

r\

— [d2{b(T),l,rn(T),q,T,vl(T))}

-(r - Xk)e~rn{r)rN[d2(b(t),l,rn(T),q,T,vl(T))}]
e-rn(r)r

X

-N [d2(b(r), /, rn(r),q, r, v2(r))]

e-A'Tn(AV)n-1A' + (AV)ne-A'T(-A')

+ T d /[^(r-OpeMl -re-rn(T-t)(T-0
n!

:A^[d2(Kr)> &(0.r„(r - 0, <hT ~ £,^(r “ 0)]}

Again we begin with n — 1, finding that

dn™+^/i2)(6(T)>T) = e 7A^[d2,6(0+),l,r1(0),g,0,^(0)]A'

= A N
ln6(0+) + 7 - y

<5
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and when n > 1 we have

t!L™ =°-

In order to evaluate the derivative ^g^\b(T),r), we will need to know

limD0(Kb(T),Kb(O,T-Z,Z)

z
Kb(()62 In + [ln - £) + 52[r - \k - q] - 7cr2](r - f)

— lim------------------------—-----------------------------------------------------
avi(r — £)6(t — £)

= lim 
€-*t

= lim

52 ln mo + (ln wrf2 + 52{r -Xk~q}- 7o-2](-t - 0

ob^/a2(r — £) + 52Vt — £

52 ln^ 
0 ln Hi)

i~*T a5\J\o2{t — £) + 52\{t — £) 

-0.

Using this result we obtain 

d
drL
■S-9o\Kt)>t)

A fKb{T) Cx(Z,t)~ Z
KZ5V2^b(r)

l

1,
x exP i -^[<k(Kb(T)fz,ri{0),q,0,vl(0))} N[0]dZ

A
b(r]

Km C1(Z,£)-Z

KZv^T-Oy/Mr-0

X exp } 2[d2(Kb(T)’ Z> ri(T - 0, 91, T - f, ^(r - £))]2

xiV[£)0(A:6(T), #6(0, r - 0 Z)]dZK

a , r rKm c^z^-zi‘'M f e—A (r-Oe—r(r—0 /(6(r))2“ vVo ~ ~ 7o
x exp ri(r - f )> r - f > vl(T - 0)]2}

x tf[A>(#&(r), #6(0, t - 0 Z)}dZdi.
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Since all integrals with respect to £ will be finite as r 0+, and that the second integral 

tends to zero faster than b'(r) increases9, we find that

A [Kb{0+) Cj(Z,0) - Z f-pn^pl] + 7-f ' 
1 exp < ----- z
ri

Tz^"cxpi V 2UZ
A fKb{0+) Z//(Z - AT) - Z ^ f --[In + 7 - f

26(0+)

A ^

/

f
KZ5V2^ ^ 

-Z f-pn^^n

2 S2

: exp
,+7-^

Z 1^1 2
26(0+) J0 KZbsfzix [ 262

Setting Z — Kex, and using the fact that 6(0+) > 1, we have 

lim ^1)(6(r),r) =

dZ.

-A f° ex
+0+ /

J — c
: exp

2<5226(0+) J.oo SV2^ x

-A f*2 - <«-*)2lim eaxe~t^dx
) J cn

-jx-ln6(0+)-7 + f)7^

26(0+)6\/27r1

where a2 = 0, a = 1, p = 252 and q = ln6(0+) + 7 — y. Using the result in equation 

(A2.1.3), we can evaluate the integral term to give

lim gW (6(r), r) = —-—=- *.**• 
t-*o+ 26(0+)6\/27r Qi->-oo

lim \/^7rexp (4<J + p) {/Vl/Ml-AfWa.)]},

where

/(«)
u — ln 6(0+) — 7 — y

By the properties of the cumulative normal density function, this limit finally evaluates to

lim p^1)(6(r),r) = -~—N
r—>0+ Z

— ln 6(0+) — 7 — y

9We do not provide a proof for this particular limit, but note that the term b'{r) does not arise if we forego 
the linear decomposition C(Z, £) = C\{Z, £) — KC^iZ, £). In this case the analysis proceeds without any 
occurrence of 6'(r), and the same final result is obtained for b{0+).

dZ
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The sixth term for consideration is

= _L ri
Kr) Jo dr\ n\ 

v fKm__c1{z1o-^__
Jo KZvn(r-0y/Mr-0

x exp {~\[^Kb{r), Z, rn+1(r - £),q,T- f, v2u+1{t - £))]2 j
x N[Dn(Kb(r), Kb(Q, r - <£, Z)\dZ} d£

XI/(t) /T [A(T-0]ne-A(r-*> fKm Ci(Z,£)-Z
(b(T))2 Jo n' Jo KZv„+i(t - 0's/^7r(T - 0 

x exp Z' r»+i(r - 0.9.r ~ vl+i(r - 0)]2 j
x 7Vpn(^6(r), A-6(0, r - £, Z)]dZ} <%.

Thus we can conclude that for n > 1

lim ^:Pn1)(KT)»T) = °-
T—>0+ OT

For the next term we have
» rKb{r)

rT^m,r) = c2(z,0-1

XexP<i ^iV[0]dZ

+A T «. C,(Z,Q-1
fl{

1.
x exp Z'r> (r - £)> T _ v?(r _ 0)]2 

x N[D0(Kb(r), Kb(0, r - Z)]dZ} d£.
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Taking the limit gives

(2),^ ^ _ A fKb^C2(Z, 0)-l
iim ^ ;(6(r)

+0+
1 A [

•T) = 2 l zdV2n
exp

2 52
dZ

A [Kb{0+) H(Z -K)-l-f
2 Vo exp

rK i
Jo Z8\f2n

A 
2

exp

[in*fii + 7_eP

Z5y/2ii *" ^ 252

-|ln#-ln&(0+)-7+f]2

dZ

252

Let a = (ln — ln 6(0+) — 7 + y)/6, so that we now have

,(2).................. A
lim (b(r),T)

T —>0 ' 2 V2tt

For the eighth and final term, we find that

-^9n](b(T),T)

L [ln 6(0+)-7+^-]/5
e 2 da

ln6(0+) — 7 + y

== A n!

rKb(0

Jo
c2(z,o-1

Zvn+i{r -^)v/2tt(t -£)

x exp | - [<T2(^6(t). rn+1 (r - 0, Q, r - £vn+1 (r - £))] 
x TV[A>(# 6(r), AT6(0, r - Z)]dZ} df.

We can conclude that for this term

11 m o£2)(&(t),t) = 0,
T—»0+

where n > 1.

Combining these eight limits we find that

+ -2n-(A+|) + ATV (-In 6(0+)+7-#)/*
lim b(r) — --------------------- -------------------------;----- 1 ,

—0+ -(A' + |) + A'TV [(In 6(0+) + 7 + f )/5] + |TV [(- ln 6(0+) - 7 - f )/<5]

(-In6(0+)-7 + #)/*

r + ATV (— ln 6(0+) — (j — y ))/8

q + A'TV [(- In6(0+) - (7 + ?))/5] ’
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and since 6(0+) > 1, we conclude that

b( 0+) = max
\ r + AjV[(-ln 6(0+)-(7-%))/*]
'q + \'N[(-]nb(0+)-('Y+%))/8\

which is the result given in equation (4.5.10) of Proposition 4.5.4.

Appendix 4.8. Algorithm for Evaluating the American Call Option under

Jump-Diffusion

Here we present the algorithm American Call Price which outlines the iterative scheme 

for evaluating the price and free boundary of an American call option under jump-diffusion. 

Algorithm American Call Price

Input: S, r, q, a, K, T (time to expiry), A, 7, <5, N (number of time intervals).

Output: C (American call price), b (early exercise boundary).

1. solve equation (4.5.10) for b0

2. Co(S) = max(S' — K, 0)

3. TOL = 10“10

4. for i — 1 to N
5. do calculate initial estimate C^(S) = Ci-i(S)

6. set fcf) = bi-1; j = 0

7. repeat

8.. 3=3 +1;

9. solve equation (4.5.3) with S = b^p for bp

10. calculate cP(S) using equation (4.5.3)

11. until |bP - bt1}\ < TOL and - C^“1)(S)|| < TOL

12. bi = bP

Ci(S) = CP(S)13.



CHAPTER 5

Fourier-Hermite Series Expansion for American Calls under

Jump-Diffusion

5.1. Introduction

When the underlying asset is assumed to follow a jump-diffusion process, the task of 

valuing American options becomes far more complex. In Chapter 4 we showed how the 

incomplete Fourier transform method can be extended to allow for the presence of jumps, 

thereby producing an integral equation system for the price and early exercise boundary 

of the American call. In the case where the jump sizes are log-normally distributed, as 

proposed by Merton (1976), we used an iterative method based on numerical integration 

to solve the free boundary problem. At present there are relatively few numerical solution 

alternatives for the American option under jump-diffusion, and only some of these display 

sufficiently high levels of computational efficiency for practical purposes. The aim of 

this chapter is to suggest an alternative approach by extending the Fourier-Hermite series 

expansion method of Chiarella et al. (1999) to the jump-diffusion case, and demonstrate 

that this numerical technique can offer a highly efficient alternative to existing methods 

in the task of pricing American call options.

While iterative numerical integration can be used to solve the integral equations of 

the American call pricing problem, the method is computationally cumbersome. Several 

alternative methods have been explored, with a view to finding one that offers more effi­

ciency for the same level of accuracy. Amin (1993) extends the binomial tree model to 

demonstrate the impact jump-diffusion has on the free boundary and option price when 

compared with a pure-diffusion model. This idea is further extended by Wu and Dai 

(2001) in the form of a multi-nomial tree. By considering the American option problem 

as a variational inequality, Zhang {1991 b) is able to implement a finite difference method. 

Carr and Hirsa (2003) also use finite differences, applying the Crank-Nicolson scheme to 

the partial-integro differential equation for the American put. Mullinaci (1996) uses a dis­

crete time solution for the underlying stochastic differential equation, leading to explicit

174
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formulae for the Snell envelope. In the case of American puts, d’Halluin et al. (2003) 

apply a fixed-point iteration method.

In the pure-diffusion case, Meyer and van der Hoek (1997) use the method of lines to 

find both the price and free boundary for American call and put options. They demonstrate 

that the method is highly efficient, and produces accurate results that converge to the true 

solution as the level of discretisation is increased. Meyer (1998) subsequently extends this 

idea to Merton’s jump-diffusion model, in the case where the density for the jump size is 

discrete. For a small number of potential jump sizes, Meyer demonstrates that the method 

of lines can be applied iteratively to find both the price and free boundary for American 

calls and puts. Again, the method is proven to be convergent, and it displays a substantial 

level of accuracy.

Chiarella et al. (1999) demonstrate how Fourier-Hermite series expansions can be 

used to price both European and American options under pure-diffusion dynamics. In 

Chapter 2 we presented results for the pure-diffusion American call using Hermite series, 

and demonstrated that the method is extremely fast to compute, yielding accurate prices 

at the expense of accuracy in the free boundary estimate. An additional benefit is that 

unlike any of the approaches cited previously, Fourier-Hermite series require only that 

the time dimension be discretised, since our estimate of the price will be given in terms 

of continuous basis functions of the underlying asset price. Furthermore, the option price 

sensitivities, such as delta and gamma, can be readily calculated from the polynomial 

price estimate using direct differentiation.

In this chapter we explore another alternative numerical method for the evaluation of 

American call options under Merton’s jump-diffusion model. We propose to extend the 

path-integral approach of Chiarella et al. (1999) to the jump-diffusion case by consider­

ing an American call option where the density for the jump sizes is log-normal. This 

corresponds to the problem considered in Chapter 4, for which Merton (1976) provides 

closed-form prices in the case of European calls and puts. It is shown that the Fourier- 

Hermite method is well-suited to this problem, since the log-normal density is naturally 

related to the orthogonality-weighting function for Hermite polynomials.

The discussion in this chapter shall be as follows. Section 5.2 establishes the pricing 

problem in the case of a European call option with log-normally distributed jump sizes. 

Section 5.3 details how Fourier-Hermite series can be used to approximate the solution for
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a European call. The method is expanded to the American call case in Section 5.4, with 

a discussion of numerical implementation issues given in Section 5.5. Some numerical 

results are presented in Section 5.6, with price and free boundary comparisons between 

the series expansion, numerical integration and method of lines solutions. Conclusions 

are provided in Section 5.7, with details for all necessary mathematical proofs provided 

in appendices.

Let C(St, t) denote the price of an option contract written on the underlying asset St 

at present time t. C(St, t) has strike price K, and matures at time T > t. We assume that 

St follows a jump-diffusion process, whose risk-neutral dynamics are given by equation 

(4.2.1), with S = St and p, = r — q. For the purpose of this chapter we shall assume that 

G(Y) is a log-normal density, specifically the density given by equation (4.5.1).

Given the stochastic differential equation (SDE) for St, we can solve the correspond­

ing Kolmogorov backward equation to find the transition density for St. Let p(ST) T\St,t) 

denote the probability of observing the price, St, at future time T, given that we observe 

the price, St, at the current time t, where St follows the risk-neutral dynamics in (4.2.1). 

The transition density is therefore (see e.g. Chiarella (2003))

where rn — r — Xk + n-y/(T — t) and v2 — a2 + nS2/(T — t). Thus p(Sx, T\St, t) is a 

Poisson-weighted sum of log-normal density functions, where each density in the sum is 

considered on the condition that n jumps have been observed in the time interval (T — f).

As in Merton (1976), we assume that the jump-risk can be fully diversified by the 

option holder. Applying the Feynman-Kac formula, the price of C(St, t) is given by

where g(Sr) = C(St, T) is the payoff function for C(St, t).

In order to apply the Fourier-Hermite expansion technique, we will need to transform 

equation (5.2.2) to one where the domain of integration spans the interval (—oo, oo). This

5.2. Problem Statement - Log-Normal Jumps

(5.2.1)

x exp

/OO

g(ST)p(ST,T\Sut)dST, (5.2.2)
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is achieved by the change of variable = ln (St/K)/0, where 0 is a 'Volatility scaling” 

constant1 whose value depends upon the relative values of a, A, 7 and S. Furthermore, let 

Kf(£t, t) = <7(5*, t). Under this transformation, equation (5.2.2) becomes

m,t) = e~r^ r 9{K^r)mT,T\(iut)diT,
J — 00 ^

(5.2.3)

where

n«r,T|&,f) E
71=0

An(T - t)ne~x(-T~^9 
n\vn^2v(T -1)

(5.2.4)

x exp — [£r - vJ-W2(T - -1)}2
2 vl(T-t)0-i

with

/x„(£t,T-f)
0

VnV2 (T - t)
6 + rn-q- 2

(T-t)
0

(5.2.5)

Using the Chapman-Kolmogorov equation, it is possible to form a backward re­

cursion for the transformed price, /(£t,t). Firstly, discretise the time domain into J 

sub-intervals, each of length At. Introducing the notation P(£j) = f(£jAt, jAt), with 

fJ(£j) = g(Ke0e-r )/K, we can apply the same methods as used in Chiarella et al. (1999) 

to express /^(Ci-i) as

1) = -rAtf = -l,-" > !)• (5-2.6)

Note that /°(Co) represents the transformed option price at the current time t.

To evaluate the integral term in equation (5.2.6) we will estimate P(£j) using a 

Fourier-Hermite series expansion. Chiarella et al. (1999) recommend the use of Hermite 

polynomials because their weighting function is closely related to the functional form of 

II(A; - l ■ (/ - i ) • Furthermore, series expansions have the advantage that they result in 

a price estimate which is a continuous function of the underlying, eliminating the need to 

extrapolate prices for various values of £t.

5.3. Evaluation of European Call Options

We begin our application of the Fourier-Hermite series expansion method by firstly 

considering the case of a European call option. This example will allow us to provide a 

JIn the pure-diffusion case, Chiarella et al. (1999) set 9 = a.
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clear explanation of how the Hermite series method works before considering the added 

complexity that results from having an early exercise feature. In addition, there are several 

key results that arise from the European case which are required for the American option, 

making the European problem an efficient starting point for the American call.

In the case of the European call, the payoff function g(Sr) becomes

g(ST) ----- max(ST ~ K, 0),

and therefore

fJ(0) = max(ee° - 1,0).

Substituting for in equation (5.2.6), we have

f3 i) = e—rAt/
oo ^ \n(

-°° n=0 n-

An(A t)ne~XAt6 
vn\/2nAt

~[Cj vrfi At)]2 1
x exp ^ 0 9 A ji2v2At6~2

where we note that rn = r — Xk + n^j At, and set v2 = (a2 + n52/At)/92 — v2/02. 

Changing the variable of integration from to vny/2At£j gives

^ —(r+A) At °° \n{ A+\n r°° _____
=-----— Y, i I fj(vnV2AiQe~^-^-lAt^d^. (5.3.1)

n' J-OOTV
n—0

Next we expand in a Fourier-Hermite series according to

I’(Q =
m=0

(5.3.2)

where the o3m coefficients are given by2

1 1 f°°
< = 2^7? C <5-3.3)

For practical purposes, we must truncate the summation in (5.3.2) at some finite number 

of basis functions, TV. Our goal now is to determine the coefficients a3m.

2Refer to Abramowitz and Stegun (1970) for standard results regarding Hermite polynomials.
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PROPOSITION 5.3.1. The coefficients aJm can be generated recursively using the re­

lationship

aJ-l _ p-(r+A)At E
71=0

An(A ty N

n! 0 = ,2,1), (5.3.4)
2=0

where the terms are given by

a:(«) __
2 mm\w™

i r 2
e Tim,(^)(Jbn z'Wjijdzy

with

and

wn = v'l + 2 A tv*.

(5.3.5)

Proof: Refer to Appendix A5.1.1.

□
In order to implement the recursion (5.3.4) for the coefficients of the Hermite ex­

pansions, we must first evaluate (5.3.5). By using the recurrence relations for Hermite 
polynomials (Abramowitz and Stegun 1970) we can also generate recursions for the A^\ 

terms.

PROPOSITION 5.3.2. The terms A^\, defined by equation (5.3.5), can be found using 

the recurrence relation

where

i
m

A{n)
1,2—11 (m, i 1) 2, • • • , N), (5.3.6)

4? = + 2(i - 1 ){w2n - 1 )4"U 0 = 2,3, • • • , N), (5.3.7)

4?o = 1, 4?i = 2bn,

Aml = °> far m > i.

Proof: Refer to Appendix A5.1.2.

□
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Combining the results of Propositions 5.3.1 and 5.3.2, we now have all that is required 

to determine the aJm coefficients, with the exception of those at time step (J — 1). As rec­

ommended by Chiarella et al. (1999) we avoid expanding the piecewise linear payoff 

function m a Fourier-Hermite series, and instead evaluate the initial o^-1 coeffi­

cients directly.

PROPOSITION 5.3.3. The coefficients at the first time step prior to expiry, aJTn \ are 

given by the recurrence relation

aj-i e__
2m

■ ~(r+X)M
J_J L*

am_1 + 2m-1(m — 1)!

An(A t)n 1

(5.3.8)

X

with

o,j-i

E
n=0

(m = 2,3, ••• ,N),

e-(r+A)At

H _o I---- — I e~^bn^Wn)
n\ m V wn

bn

(5.3.9)

00 An(Aty , eb reebne 4 erfcE
n—0 n\

bn 0wn \ f bn
---------- — -erfc-----
wn 2 J \ wr

and

_ '"<r+A)i‘ (e».e^#cr/c f_h. - 0W-
2 t—1 n\ 2

n=0 Wn 2
(5.3.10)

where erfc is the complementary error function, given by

2 Z*00 2erfc(y) = -7= / e a da. 
V7T Jy

Proof: Refer to Appendix A5.1.3.

(5.3.11)

□
At this point we now have all that is required to find the European call price using 

Hermite series expansions, with the exception of the value of the scaling parameter 9. 

The issue of selecting appropriate 9 values is discussed at length in Section 5.5, but we 

note here that Merton (1976) provides a closed-form solution for the European call price 

under the dynamics given by (4.2.1) with (4.5.1). It is thereby possible for us to choose 9 

such that the Hermite-series technique accurately reproduces the closed-form solution.
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5.4. Evaluation of American Call Options

With the European call solution using Fourier-Hermite series established, we now 

address the task of pricing an American call option. Given the same underlying dynamics 

from (4.2.1) in conjunction with (4.5.1), the American call price is given by

The expectation is taken over the range of possible stopping times, r. The optimal stop­

ping time, r*, is the smallest time for which it is optimal to exercise early, and is defined 

according to

Applying the same time discretisation as was used for the European call, we can 

evaluate the American call price using the backward recursion

Ca{Su t) = max{max(S'T - K, 0), e rAtEt[CU(S)+At, t + At)]}, (0 < t < T).

This is equivalent to finding the discounted expected call value at time step t, given the 

value at time t + At, and then applying the external max[ ] operator to the price profile 

for all relevant values of S to determine at which underlying asset values early exercise 

has become optimal. This is the same method commonly applied when pricing American 

options using binomial trees and finite difference methods.

Using the same change of variable for the underlying from Section 5.2, and defining 

KFj(£j) = Cj\(Sj&t-> J At), the value of the American call becomes

As demonstrated by Chiarella et al. (1999), we can account for the early exercise feature 

within the Fourier-Hermite series expansion method by way of a three-step procedure, 

implemented for j — J, J — 1, • - • , 1:

Step 1: Determine which is given by

CA(5t, t) = max {Ei[e-r(r-t) max(ST - K, 0)]}. (5.4.1)

r* = inf{s G [t, T] : F(Ss, s) = S, - K}.

F3 ^j-i) = max{max(e^-1 - 1,0), e rAtEtj._1[F,(^)]}. (j = T, J - !,•••, 1).

(5.4.2)

This is the value at L, __i of the American call option unexercised.
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Step 2: Solve for the early exercise value of the state variable at time tj-i, denoted 

by This is the value of £ which solves

Vr,'_1(0 = edi - 1. (5.4.3)

Step 3: The value of the American call at time tj-1 is determined by

Vl-Htj-i) for -oo <&_!<£_!, 

e*€*-i - 1 for < oo.
(5.4.4)

The most complicated component in this three-step procedure is the calculation of V^-1(£j_i) 

in step 1. This calculation is achieved by first expanding V’-7"_1(^_i) in a Fourier-Hermite 

series according to
N

V^j-i) = £ J/m&-i), (5.4.5)
m=0

whose coefficients are given by Proposition 5.4.1.

PROPOSITION 5.4.1. The coefficients a^"1 are generated recursively using the rela­

tionship

N
,_A 7_A _ A'^UXtY^ad 1 = i4-e im ‘ °

n=0 * ~ i—0
= 2,--- ,2.1). (5.4,6)

where the A^n- terms are given by

AJ>n — __
m’2 2™m

zfcV^4= f e^H^H^ + w^dz, (5.4.7)
7-oo

(m,i = 0,1,2, ••• , AT).

The 1 terms are found recursively using

%
j-1 _

^7m-i e ^r+A^At Xn(At)n e >-)2

2771 A—^ (5.4.8)

x

2mm! ' n! wTh-ypH
n—Q n

- 1] + wneHm-2(z^n))} , (m = 2, • • • , N),

where

e-(r+A)At ^ A"(Af)- j b e EMI r l („) wn 
To = -----o----- £ - ~i — 1 e e 4 erfC ( z)-------

2 *■—' n\
n=0

wn9
2

erfc{zp) }>,
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e~(r+A)At

2

with

and bn, wn as defined in Proposition 5.3.1.

Proof: Refer to Appendix A5.2.1.

□
At this point we are again required to evaluate an integral equation, in this case (5.4.7), 

in order to implement the recurrence for o^1. By use of the recurrence relations for 

Hermite polynomials, we can develop a recurrence to find the A3r'T terms for the American 

call.

PROPOSITION 5.4.2. The terms defined by equation (5.4.7), can be generated 

by use of the recurrence relation

(m,i = 1,2,--- , N),

where

with

and

Proof: Refer to Appendix A5.2.2.
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All that remains is to initiate the algorithm with respect to time. As was shown for the 

European call, this requires us to calculate a^-1. Since the American call has the same 

payoff as the European call, and the early exercise condition is simply given by the value 

of the underlying asset relative to the strike price3, the 1 coefficients for the American 

call are the same as those for the corresponding European option. Thus for the first time 

step, the are given by equations (5.3.8)-(5.3.10) from Proposition 5.3.3.

5.5. Numerical Implementation - American Call

In order to numerically implement the three-step backwards recursion for the Amer­

ican call, we must address two further issues. The first is the matter of solving for the 

optimal exercise boundary, £*, at each time step. This is achieved by applying a root­

finding method to equation (5.4.3) in step 2. Here we use the same iterative method 

supplied by Chiarella et al. (1999) for the pure-diffusion case. Specifically, <('*_1 is given 

by
&-\ = \ ln(i + V^\^)) for i = 0,1,2,--- (5.5.1)

which is iterated until — £j-iI < e for some arbitrarily small e, where — £*. We 

also assume that £} = 0, since it is known that for an American call, £} > 0. This method 

typically displays fast convergence, but in the cases where it does not, it can be replaced 

with an appropriate alternative, such as the bisection method.

The second unresolved issue at this point is the form of the scaling parameter 9. In the 

pure-diffusion case (i.e. when A = 0), Chiarella et al. (1999) set 9 — a. This has the effect 

of transforming the problem to one with a unit coefficient for the diffusion term. While 

the authors present no details on the purpose of this transformation, practical experiments 

demonstrate that the results of the Hermite series expansion method are far more accurate 

when this volatility scaling transformation is applied.

In the jump-diffusion case, it is not as simple to perform an equivalent volatility scal­

ing to the jump-diffusion SDE (4.2.1). The theoretical equivalent to the pure-diffusion 

case would be to define 9 as

92 = a2 + X(e2j+s2 - 2e7 + 1),

3 Strictly speaking, the free boundary at expiry time, J, is equivalent to the strike price, K. We also know
the limit of the free boundary as time to expiry tends to 0+, as demonstrated in Section 4.5. This limit has
no impact on the value of the payoff function at expiry, thus making the value of z^ irrelevant for the
purpose of calculating a^1.
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however in practice this does not consistently produce sufficiently accurate prices. In 

particular, when the jump component is significantly volatile, such a definition appears 

to consistently underestimate 0. Furthermore, there is evidence that when the diffusion 

volatility is significantly large in relation to the volatility contributed by the jump term, 

then 0 — a can often prove sufficient, and the more complex definition leads to an over­

estimation of 0.

While there is no closed-form solution for the American call price under the dynam­

ics in (4.2.1), there is a formula for the corresponding European call, derived by Merton 

(1976). By comparing the Fourier-Hermite series solution for the European call to the 

exact solution, we are able to numerically explore the values of 0 that maximise the ac­

curacy of the method. Such analysis demonstrates that 0 is clearly a function of the four 

price-process parameters which add to the global price volatility, such that

0 = 0(a, A, 7, <5).

Determining the exact functional form of 0, however, is not as straightforward, due to the 

most natural starting point proving ineffective, and the complex four-dimensional form 

required.

Without a specific function for 0, we instead propose a simple optimisation method 

based on European options. Given Merton’s closed-form solution for the European call, 

we first select a value of 0 such that the Hermite series solution is sufficiently accurate 

in a neighbourhood around the strike. This accuracy can be assessed using an arbitrary 

error measure (such as the root mean square error) for a range of spot prices centred at 

K. When generating our results, we estimate 0 by trial and error to around 2-3 significant 

figures. We do not aim to develop an efficient optimisation technique for selecting 0 in 

this chapter, but rather to demonstrate that a sufficiently optimal value of 0 exists, and that 

this can be confirmed by use of the pricing formula for the European call.

The algorithm Fourier-Hermite American Call Price provided in Appendix 5.3 details 

the main steps involved when implementing the Fourier-Hermite series expansion for an 

American call. In particular the algorithm summarises the order in which the coefficients 

must be calculated, and the exact initial values required. Note that we do not provide 

explicit details for the process of estimating 0, but it is clear that this must be completed 

before any of the coefficients can be computed.
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5.6. Results

We now demonstrate the accuracy and efficiency of the Fourier-Hermite series ex­

pansion method by generating prices for the American call under a range of parameter 

values. As a basis for comparison, we also calculate the call prices using two alternative 

methods. The first method is direct numerical integration of the integral equations for 

the price and free boundary of the American call. A derivation of these equations, using 

McKean’s incomplete Fourier transform method, was provided in Chapter 4, along with a 

corresponding numerical integration scheme. In using this method, we initially discretise 

the time-domain into 50 steps. The process is then repeated using 100 time steps, and the 

two results are combined into a final solution using Richardson extrapolation. We also 

apply a fine grid for the initial 4 time steps, consisting of 40 sub-steps, to help improve 

the free boundary estimate near expiry.

Since the existing literature offers no specific numerical method as the “true” solution 

for the problem at hand, call prices are also generated by a second method for comparison 

purposes. Given that Meyer (1998) proves the method of lines is convergent for American 

calls and puts with discrete jumps, we shall use it as an additional benchmark for the 

Fourier-Hermite method. We implement the method of lines for the American call as 

outlined by Meyer, with a few minor modifications. For all necessary interpolations we 

use cubic splines rather than the cubic Lagrangian suggested by Meyer. 50 time steps 

are used to maintain consistency with the numerical integration results. We apply 10,000 

space steps in the region 0 < S < 4K. The large number of space steps was necessary 

to ensure that the resulting free boundary was sufficiently smooth. Since the method 

demands that the distribution for the jump sizes be discrete, an approximation was used 

for the log-normal density, G(Y), consisting of 200 evenly-spaced values in the region 

-10 < InY < 10.

When implementing the Fourier-Hermite series, we again set the number of time steps 

to be 50, and use N = 40 basis functions for the series expansion of the price. We consider 

a 6-month American call option with a strike of 100 for a range of parameter values. The 

infinite sums were computed term-by-term until convergence was obtained in the sum. 

This typically required 20 terms or less for a tolerance level of 10-16. In all cases we 

first find the exact price of the corresponding European call option, and then apply the 

Fourier-Hermite method to the European case for several values of 9, until the relative
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errors in the prices at S = 80,90,100,110, and 120 are sufficiently small (usually less 

than 1%, and always less than 0.1% at the strike). The required values of 9 were found to 

vary as a, 7, 5 and A were varied, but remained unaffected by changes in r and q. In all 

cases we found that we required 9 > a. The final value was determined using simple trial 

and error, but could be readily computed via a suitable optimisation algorithm.

The code for all three methods was implemented using LAHEY™FORTRAN 95 run­

ning on a PC with a Pentium 4 2.40 GHz processer, 512MB of RAM, and running the 

Windows XP Professional operating system. The typical computation time for each of 

the numerical methods is reported in Table 5.1. Numerical integration is by far the slow­

est method, taking over 29 minutes to compute, and this value increases exponentially 

as the number of time steps increases. The method of lines provides a significant sav­

ing, with only 93.578 seconds required to solve the problem. The main contributions to 

this runtime are the large number of space steps required to achieve a monotonic early 

exercise boundary, and the large number of discrete jump sizes used to approximate the 

log-normal distribution in equation (4.5.1). When compared to the method of lines, the 

Fourier-Hermite series is exceptionally fast, requiring only 1.359 seconds to calculate the 

call price and free boundary. This does not include the time spent determining the optimal 

value of 9, but since the method requires even less computation for the European call, a 

good optimisation method should add very little to this runtime, which we anticipate to be 

no more than 10-15 seconds in total. This fast computation is attributable to the method’s 

heavy reliance on recurrence relations, both for the Hermite polynomial evaluations and 

the various coefficient calculations.

Method Computation Time
McKean (Integration) 29 min 16.578 sec 
Method of Lines 1 min 33.578 sec
Fourier-Hermite 1.359 sec

TABLE 5.1. Typical computation time for each of the numerical methods. 
All code was implemented using LAHEY™FORTRAN 95 running on a 
PC with a Pentium 4 2.40 GHz processer, 512MB of RAM, and running 
the Windows XP Professional operating system.

A range of American call prices are presented in tables 5.2-5.5. In all of these ta­

bles we report the price of the American call at spot values of S — 80,90,100,110 and 

120. The relative difference between the numerical integration and Fourier-Hermite series
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methods are also included, as they are devoid of any discretisation error that may be intro­

duced when approximation G(Y) for the method of lines solution. Tables 5.2-5.4 focus 

on the prices as the mean jump size, e7, is changed for various values of r and q, and with 

a — 0.40. Table 5.5 considers two additional cases with smaller diffusion coefficients of 

a = 0.20.

Table 5.2 presents the 6-month American call price for e7 = 1, representing jumps 

centered around the current underlying asset price. In Table 5.3 we have e7 = 1.05, 

indicating upwards jumps on average, whilst Table 5.4 has e7 = 0.95, implying that 

downward jumps are expected. The value of 6 was adjusted in each case to ensure that the 

volatility of ln Y was fixed at 20% and the Poisson intensity is set at A = 1 throughout. 

In all cases the relative difference between the numerical integration and Fourier-Hermite 

methods is less than 1%. This appears insensitive to the relative values of r and q. In most 

cases the three methods are found to be equivalent to the first 2-3 significant figures.

E[Y] = e7 = 1.00 S McKean Method of Lines Fourier-Hermite Relative
(Integration) Difference

r = 0.05, q = 0.03
80 4.05 4.09 4.07 0.5097%
90 7.67 7.69 7.70 0.3875%

100 12.68 12.67 12.72 0.2633%
110 18.94 18.91 18.97 0.1670%
120 26.22 26.19 26.25 0.1048%

r = 0.03, q = 0.05
80 3.66 3.70 3.69 0.7724%
90 7.04 7.06 7.08 0.5470%

100 11.80 11.80 11.86 0.4790%
110 17.84 17.82 17.90 0.3611%
120 24.96 24.93 25.01 0.2127%

Table 5.2. Comparing the Fourier-Hermite American call price with re­
sults obtained from numerical integration and the method of lines, in the 
case where 7 = 0. Other parameter values are a — 0.40, K = 100, 
T — t = 0.50, A = 1, 6 = 0.1980 and 0 = 0.60 for the Fourier-Hermite 
scaling parameter. The relative difference is calculated as
\C McKean Gpourzer—//errmte | j Cm cKean -

Given that the diffusion coefficient of a — 0.40 is quite large, Table 5.5 considers 

two cases where this has been reduced to 0.20. The first example in Table 5.5 reduces a 

while maintaining A = 1. The Fourier-Hermite series continues to yield prices of suitable 

magnitude, with the largest relative difference being around 2.1%. In the second part of
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E [Y] = e7 = 1.05 S McKean Method of Lines Fourier-Hermite Relative
(Integration) Difference

r = 0.05, q = 0.03
80 4.12 4.19 4.14 0.5325%
90 7.71 7.77 7.75 0.4136%

100 12.68 12.72 12.71 0.2865%
110 18.89 18.91 18.93 0.1863%
120 26.14 26.15 26.17 0.1197%

r = 0.03, q = 0.05
80 3.74 3.81 3.76 0.7495%
90 7.10 7.16 7.14 0.5555%

100 11.82 11.86 11.88 0.5037%
110 17.82 17.84 17.88 0.3800%
120 24.91 24.92 24.96 0.2225%

Table 5.3. Comparing the Fourier-Hermite American call price with 
results obtained from numerical integration and the method of lines, in 
the case where 7 = 0.0488. Other parameter values are a = 0.40, 
K = 100, T - t = 0.50, A = 1, S = 0.1888 and 0 = 0.60 for the 
Fourier-Hermite scaling parameter. The relative difference is calculated as
\CMcKean CFourier—Her mite\/CMcKean-

E[Y] = e7 = 0.95 S McKean Method of Lines Fourier-Hermite Relative
(Integration) Difference

r = 0.05, q = 0.03
80 4.07 4.07 4.10 0.7333%
90 7.76 7.73 7.80 0.5239%

100 12.83 12.77 12.88 0.3359%
110 19.14 19.06 19.18 0.2066%
120 26.46 26.37 26.49 0.1255%

r = 0.03, q = 0.05
80 3.67 3.67 3.70 0.7495%
90 7.11 7.08 7.16 0.5555%

100 11.92 11.86 12.00 0.5037%
110 18.00 17.93 18.09 0.3800%
120 25.15 25.07 25.22 0.2225%

Table 5.4. Comparing the Fourier-Hermite American call price with 
results obtained from numerical integration and the method of lines, in 
the case where 7 = —0.0513. Other parameter values are a = 0.40, 
K = 100, T - t = 0.50, A = 1, <5 = 0.2082 and 0 = 0.67 for the 
Fourier-Hermite scaling parameter. The relative difference is calculated as
| C McKean CFourier—Her mite\/CMcKean-

Table 5.5, we increase the Poisson intensity to A = 5, and observe the impact of more
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E [Y] = e< = 1.00 S McKean
(Integration)

Method of Lines Fourier-Hermite Relative
Difference

A = 1,0 = 0.50
80 1.10 1.20 1.10 0.5630%
90 3.03 3.13 3.09 2.0669%

100 6.95 6.98 7.07 1.8161%
110 13.11 13.09 13.23 0.9130%
120 21.06 21.01 21.17 0.5091%

A = 5,0 = 0.675
80 4.29 4.54 4.29 0.0306%
90 7.69 7.91 7.72 0.3908%

100 12.45 12.57 12.52 0.6008%
110 18.50 18.52 18.58 0.4195%
120 25.64 25.59 25.68 0.1514%

TABLE 5.5. Comparing the Fourier-Hermite American call price with re­
sults obtained from numerical integration and the method of lines, in the 
case where 7 = 0, with the smaller diffusion volatility of a — 0.20. Other 
parameter values are r — 0.03, q = 0.05, K = 100, T — t = 0.50, and 
5 — 0.1980. The relative difference is calculated as
\CMcKean CFourier- Hermite l/C,McKean•

frequent jumps on the results. It is interesting to note that this leads to relative differences 

that are again consistently less than 1%.

To complete the analysis, we provide some free boundary profiles for the three meth­

ods under consideration. In figures 5.1-5.2, we present the early exercise boundary for 

two different 6-month American call options with strike price K — 1.00. For Figure 5.1 

we have set r = 3%, q — 5%, A = 1, 7 = 0 and 8 — 0.1988. Given that the numeri­

cal integration and method of lines results are extremely close together, we shall assume 

that these best represent the true free boundary. The Fourier-Hermite result deviates from 

the other methods in two critical ways. Firstly, the free boundary near expiry, t = 0, is 

quite poor. The Fourier-Hermite estimate is significantly less than the true solution. The 

second discrepancy arises near the current time, r = 0.50. While the Fourier-Hermite 

result is now quite close to the true solution, it appears to have converged to a function 

that contains a systematic error relative to the desired result. Figure 5.2 repeats the results 

of Figure 5.1, but this time we take <7 = 0.20, 7 = 0.0488 and <5 = 0.1888. Once again, 

it is clear that the numerical integration and method of lines results are extremely close, 

while the Fourier-Hermite solution deviates greatly near expiry, and contains a systematic 

error in the result near the current time.
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Free Boundary: American Call, a = 0.40, y= 0

— McKean (Integration)
— Method of Lines
• - • Fourier-Hermite estimate

Figure 5.1. Comparing the early exercise boundary approximation for 
the American call using numerical integration, method of lines, and 
Fourier-Hermite series, where the diffusion volatility is a — 0.40 and 
7 = 0. Other parameters are K = 1, r = 0.03, q — 0.05, T — t — 0.50, 
A = 1, S = 0.1988 and 0 = 0.60 for the Fourier-Hermite method.

Free Boundary: American Call, o = 0.20, y = 0.0488

£ 1.2-

— McKean (Integration)
— Method of Lines
• - • Fourier-Hermite estimate

Figure 5.2. Comparing the early exercise boundary approximation for 
the American call using numerical integration, method of lines, and 
Fourier-Hermite series, where the diffusion volatility is a = 0.20 and 
7 = 0.0488. Other parameters are K = 1, r = 0.03, q — 0.05,
T — t = 0.50, A = 1, 6 = 0.1888 and 9 = 0.485 for the Fourier-Hermite 
method.

Given the nature of the Fourier-Hermite solution, it is possible to offer some justifi­

cation for the observed free boundary estimates, as well as their anticipated impact on
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the American call price. Near expiry, it is clear that the result is tending to some definite 

function that is essentially the true solution plus some systematic error. The difference be­

tween the Fourier-Hermite solution and the exact free boundary is most likely due to the 

fact that the series approximation for the American call price is centred about the strike. 

Since the observed free boundaries in figures 5.1-5.2 are quite far from the strike for any 

significant amount of time prior to expiry, it is not unsurprising to find that the series ex­

pansion contains some small margin of error when approximating the free boundary for r 

values greater than 0.15.

Near expiry, however, the differences are far more dramatic. This is because the op­

tion price, for small values of r, is very close in shape to the piecewise-linear payoff 

function for the call. In this time-region the option price will not be well approximated 

by a Fourier-Hermite series, since we are fitting an /V-degree polynomial to a function 

that is almost piecewise-linear. It is interesting to note, however, that despite the poor ap­

proximation near expiry, the prices for the 6-month call options produced by the Fourier- 

Hermite method are still accurate. In particular, the minor error in the free boundary for 

r > 0.2 seems to have had no significant impact on the prices produced by the method. 

This is in keeping with the well known result that the prices of American options are 

highly insensitive to small changes in the free boundary4. Hence one major shortcoming 

of polynomial series expansions is that they cannot easily handle piecewise-linear func­

tions. In particular, to ensure that the method remains stable for all time steps after the 

first, we must use 6(0) = 1 at the start of the time-stepping procedure, and cannot take 

advantage of our knowledge of the limit 6(0+) from Proposition 4.5.4. Thus there appears 

no robust way to extract a more accurate free boundary approximation for small values of 

r. Should one require a precise estimate of the free boundary near expiry, this could be 

quickly achieved using an alternative method, such as the method of lines, applied to the 

interval 0 < r < 0.15. Another possible method would be to form a small-time expansion 

for the free boundary near expiry, and use this to approximate 6(r) when r is near zero. 

Given, however, that numerous difficulties have occurred when applying this idea to the 

pure-diffusion problem, there is currently little chance that such analysis could be carried 

out for the jump-diffusion case.

4See for example AitSahlia and Lai (2001), and Chiarella and Ziogas (2003).
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5.7. Conclusion

In this chapter we have presented a generalisation of the Fourier-Hermite series ex­

pansion method of Chiarella et al. (1999) for the pricing of European and American call 

options. This extension applies the Fourier-Hermite series method to the jump-diffusion 

model of Merton (1976), where the jump sizes are log-normally distributed. We derived 

the recurrence relations for both the European and American call option under jump- 

diffusion, and presented the special time-stepping algorithm to account for early exercise 

in the American case. When implementing the method for the jump-diffusion model, 

an unspecified scaling parameter is required to be known. Using Merton’s closed-form 

solution for the European call price, we provide a means for estimating this scaling pa­

rameter’s value for a given global volatility level.

The series expansion method was used to generate a range of American call prices, 

and the results compared with those generated using the numerical integration method 

from Chapter 4, as well as the method of lines approach of Meyer (1998). We find that 

all three methods produce relatively consistent prices, and in particular that the Fourier- 

Hermite prices are always within 1% of the numerical integration results, with only two 

reported exceptions. The results indicate that for a sufficiently large global volatility, 

the Fourier-Hermite method yields excellent levels of accuracy when compared with the 

standards displayed in the existing literature on the subject. Furthermore, the Fourier- 

Hermite method proved to be extremely efficient, requiring significantly less computation 

time than either of the alternatives presented.

The most notable short-coming for the Fourier-Hermite approach was in estimating 

the early exercise boundary. The method was incapable of reproducing the correct free 

boundary near expiry, and was only able to achieve a solution involving a systematic 

error near the current time. The expiry issue we attribute to the poor performance of 

polynomial approximations when estimating functions that are close to piecewise linear 

in form, such as the value of an American call or put near expiry . For the current-time 

discrepancy, we suggest that the centralisation of the series expansions around the strike 

were a likely cause. This cannot be easily remedied without foregoing price accuracy in 

the critical region around the strike. It has been of interest to note that even with these 

small inaccuracies in the free boundary estimate, the resulting prices have been accu­

rate. This demonstrates that the series expansion technique has a potential trade-off in the
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form of increased computation speed at the cost of accuracy in estimating the early exer­

cise boundary, most predominantly near expiry. This does not diminish the value of the 

method as an efficient means of pricing American options under jump-diffusion processes 

where the jump sizes follow a specified continuous distribution. Further computation time 

is saved in that there is never any need to interpolate option prices for various values of 

the spot, since the price estimate is a continuous function of the underlying asset. It is also 

trivial to estimate the delta and gamma for the American call once the Fourier-Hermite 

series approximation has been found.

There are several avenues that these results suggest for future research. Given that 

the free boundary estimate near expiry is suboptimal, some alternative estimate would be 

of significant value. A small-time expansion of the free boundary near expiry remains 

unaddressed for American calls under jump-diffusion. In presenting multiple benchmark 

prices for the American call option, we acknowledge that there is still no clear consensus 

as to what the exact price is for the American call under consideration. This continues 

to cast some doubt regarding the accuracy of any numerical method being considered. 

While the presented method has the advantage of being well-suited to the case where 

jump sizes follow a log-normal distribution, it is not yet known how the method would 

perform for jump sizes with discrete distributions. Finally, we have not offered an explicit 

optimisation routine for selecting the scaling parameter prior to finding the American call 

price. Determining and verifying an explicit optimisation routine, or an explicit form 

for the scaling parameter in terms of the global volatility of the jump-diffusion process, 

would further increase the robustness of the method.

Appendix 5.1. Hermite Coefficients for the European Call 

A5.1.1. Proof of Proposition 5.3.1. From equation (5.3.3), aj^1 is given by
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Oc,

Substituting for fj from (5.3.1), we obtain

= -J—l re-^H a
2mm\ ypii J_00 6

£>—(r+\)At °° \n( /\+\n poo _____x-----J2 -^r~ I fj(vnV2At^)e-^-^~^2d^di
A ^ n\ J oo -

e-(r+A)At ~ An(A t)n

i<Kj-1

j2^r r
„-n U' J —oo2mm\HTT *—' n\

v n=o ° 00

where

1 f°°
4n)(6) ~r (A5.1.1)

J—oo

To evaluate we complete the square in the exponent. Recalling the definition of

Hn from (5.2.5), it is simple to show that

[x -/j,n(£,At)}2+ £2
(xvn\/2At - bn)

2

+
vn\2A tx — bn

vny/2A t wnvn\/2At
(A5.1.2)

where we set bn = (rn — q — ^f)A tjO and wn = yj\ + 2 A tv*. Thus can be

expressed as

2'
m>) =

\/K J-c
exp < -

w.nsj —1 (£j ^ti y/2At 6n)

x exp

vnV2At wnvnV2At 

2'

^^/2At£ - bn
w.n

Hm (£jf — 1 — 1 *

If we make the change of variable y = wn£j-i/(vn>/2At)9 Im(€j) becomes

n 2"

7T
exp

Vn v2At^j bji
wn

VnV2At

Wn
(A5.1.3)

fJ —c
x exp \ —

' —oo
y -

{£>}vn\f2At - bn) 
wnvny/2At

T 2 't
Hr,

'JnV2At
w„ y dy.
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To evaluate this integral, we refer to a result from Erdelyi, Magnus, Oberhettinger and 

Tricomi (1953) (p.195, equation (30)), which states that

Letting y = zjV2u, this becomes

Hrn(y/2uy) exp
1 2

y/2u_
dy = (l-2u)^Hn

VI -2u

Thus if we equate u = v^At/w^ and v = (WnV^At — bn)/wwe can now evaluate 

as

in,(6) = exp
x\j2A t£j — bn

wn

2 'l
vny/2At (^ _ v„2At\ 2

wn w±

xH„
(^jVny/2At - bn) w2

wt wl ~ 2«lAt

vn\[2At ( £>jVny/2At - b.n
~ -£1 m. -------------------w,771+ 1 VJm

exp < -
,V2AtSj - bn

Wr,

(A5.1.4)

Using equation (A5.1.4), the expression for a3m 1 becomes

Qc.j-i
e-(r+A)At ~ A”(A t) f

_____ A IL- J -OO

unV2At
2™m!0r ^ n\ w..772+1

yHn
^vn\/2At - bn

Wn
exp < -

t V2Atij - bn
Wn

dtj.

If we define z = (£jvnV2At — bn)/wn, we now have 

■_! _ e"{r+A)At VV An(At)
ocL = fw r fUb

hk 7-co/U2mm\wir n\w™ . „v n=0 n ^

2
+ zwn)Hm(z)e~z dz.



APPENDIX 5.1. 197

Expanding p(bn + zwn) in a Fourier-hermite series as defined in (5.3.2) we obtain

Truncating the number of basis functions at order N, we obtain equations (5.3.4) - (5.3.5) 

of Proposition 5.3.1. Note that while we must truncate the order of the Hermite-series 

expansion, the same is not true for the summation over the number of observed jumps, n. 

This must be computed for increasing values of n until convergence is obtained, according 

to some pre-specified accuracy level.

A5.1.2. Proof of Proposition 5.3.2. To develop a recurrence relation for we 

note from Abramowitz and Stegun (1970) that the recurrence relation for Hermite poly­

nomials is

and furthermore, the derivative of a Hermite polynomial can be expressed recursively as

where

Hm{z) = 2zHm-1(z) - 2(m - 1

H'm{z) = 2 mHm^(z).

Applying the recurrence relation to equation (5.3.5), we have

1 1 'OO

2mm\w™
2

2z6 Hjn—1 ipn ""f- ZVJfi^dz
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Using integration by parts on the first integral, we have

2E Hm—i (z^Hi(bn + ZWn)An) = 1 1

m’z 2mm\w™ Jir
[°° _ 2 .
I c ^2iwnHi(bn ~b zw^Hm—\(^)

J —00

+2(m - l)Hm-2(z)Hi(bn + zwn)]dz

2(m — 1) 1 p w
' 2mm\w™ ^ 6 Hm-2^Wbn + zwn)dz

2 IWr, 1 f°° 2
a— / e Hi—\(bn ~b zWji)Hm—ii^z^dz 

' ^ J—00

1 1 /*°°— ^T17------ -1 \, m ,-7= e~z2Hi_i(bn + zwn)Hm-\{z)dz
m 2m Y(m - l)\w™-1 ^/7r

2 mm\w™ 
i

= (m,z = 1,2, -- • , N),rn

which is equation (5.3.6) of Proposition 5.3.2.
To implement the recurrence for A^\, we require expressions for Aof and Aqq.

Firstly, is given by

A.(n) 
m, 0

1

2mm\w™ a/vt

/OO

e~z2Hm(z)dz

-00

0 for m 0,

where the last equality follows from the orthogonality result for Hermite polynomials. 
This subsequently implies that A^\ = 0 for all m > i. Through use of the Hermite 

polynomial recurrence relation, A^ is given by

i(«)
1o,«

1 f°° _ 2
= —j= e 2 Hi(bn + zwn)dz 

V* J — OO

in Oh r°°
— —£= 2ze~*2 Hi_i(bn + zwn)dz + —p: e~z2 Hi-1(bn + zwn)dz

V77 J—oo v 77 '/ —OO
f00 _ 2

e 2 Hi-2{bn + zwn)dz.
J —OO

-2(7 ~ 1) 
A
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Applying integration by parts to the first integral term, Agf becomes

41 = ~7= { ~e z2Hi-\(bn + zwn) + f e z22(i - l)Hi-2(bn +zwn)wndz\
V ^ ^ “00 J — OO J
+2bnA^_l — 2 (i — 1)Aq^-_2

= 2bn4% + 2(i - 1 )(w2n - 1)4^2, (i = 2,3, • • • , N),

which is a recurrence relation for Agf as given in equation (5.3.7). It is straightforward 

to show that
j(n)
*0,0

and to use the recurrence for Agf, we also require Aq\\ which can be evaluated as

_ 1 fc
e-z dz = 1,

(n)

(n) _AKn>^0,1 7r
e z Hi(bn + zwn)dz

1 f°°= ~ e-z22 (bn
V71 J — oo + zwn)dz

= 2bn

A5.1.3. Proof of Proposition 5.3.3. To generate aJm x, recall that at time step j — J

/J(0) = rnax(ee° - 1,0),

and the transition to fJ 1 is given by

£}-(r-\-X)At 00 \nf A+\n r°° ,___
= -------r— (gUn\/2Ai{j _ i)e-lO-MntO-i.AOl2^

V^ n=0 n• do

Expanding the solution at time step j — J — 1 in a Fourier-Hermite series according to

m—0

the expression for a^ 1 becomes

J_1   e~(r+X)At ~

771 2mm!v/7r
n=0

An(Af)"
n! Jo
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where Im\(j) is given by equation (A5.1.4). Substituting /mj(£./) into otJm 1 we have(«)/

a
J_1 _ e“(r+A)At ^ An(Af)nunv/2Ai

2mm!-v/7r 4—' n! ru™
v n=0 n

771+1

X (e 
Jo

,VnV2AiZj __
l)tfn
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x exp <

/

>
vn^2At£j - 6„

—

<
Wn

Making the change of variable z = (vn \f2Att_j — bn)/wn, aJm 1 becomes

/
OO

(eewnzeebn _ iy-*2Hm(z)dz
_bn_

e—(r+A)A« ^ An(At)n 1

2mm! ni W'W'Kn—0 n
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where

and

aw (-
Wr,

_ i r (A5.1.5)

\]/(n) l 
m ‘ wn

1 /*°° e-z2e^zHrn^dz (A5.1.6)
X/7T

Wn

Firstly consider the integral Sl^- Using the three-term recurrence relation for Hm(z), 

we have

(-—)=J=r 2ze~z2Hm-x(z)dz - 2(m - l)fi<£2 (-—)
\ Wn/ V7T J_biL \ wnj

Applying integration by parts, we find that

^4n) (- —) = (~ —) e~^)\ (A5.1.7)
V wnJ v rr V wnJ

Note that when m = 0 we have

O,(n) O) = j_ r
Wn) \/W-

e~z = -erfc----- ,2 \ wn ]

and when m = 1,

Q(n) / &2_\ =A=[ e~z22zdz = J=e~(^)2.
\ Wn/ V7T J-hL. V7T
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Next we consider . Again using the three-term recurrence we find that

*%>(- —) = 4= r Zze-z\ew^Hm_l{z)dz-2{m-1)^-2 (- —)
\ Wn J V7T J_hiL_ \ Wn J
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Through the use of integration by parts, becomes
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Thus the recurrence for is given by

= -)=»-. f-M «-««-(*)’
V \A V «;„/
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+wn0tf<n)Un^^m-1 , (m = 1,2, • • • , N).

For m = 0 we have
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and when m — 1,

$(") ( _E
' Wn

l rv^J- 2ze~z edWnZdz
hL.wn

_L |_e-*Vw"2
V71" L bnwn

+ / 0e~2 wneWnZdz
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Hence the coefficients 1 are given by

j_x _ e-(r+A)At ^ An(At)n 1 

m 2mm! A^ ni w
n=0

We can now use equation (A5.1.8) to derive a recurrence for a.Jm 1, independent of
'I'ml Firstly, rearrange the expression for OLJm 1 to give

y. A"(At)neeb»)I((n) / bn \ = e(r+A)At2
^ n\ w% m V wn)

mm\aJ„;x
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In addition, from equation (A5.1.8) we can readily show that
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Substituting (A5.1.9) into (A5.1.10) we have
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and hence the recurrence relation for cc 1 is

aJ-1 _9_
2m

a;j-i
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(m = 2,3, • • - ,iV),

as stated in (5.3.8) of Proposition 5.3.3. To initiate this recurrence, we note that for m = 0,
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Appendix 5.2. Hermite Coefficients for the American Call

A5.2.1. Proof of Proposition 5.4.1. Substituting the transition density (5.2.4) into 

equation (5.4.2), the expression for becomes
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where

e-(r+A)At ~ An(A t)n
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771=0
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771=0

From the orthogonality conditions for Hermite polynomials, the coefficients for these 

expansions are given by

for V3-1, and

1 1 f°°

for /i-*-1.

Now we must develop recurrence relations for a and 7. Starting with the 7 coeffi­

cients, substitute the expression for h3”1^-1) into the 77^’ equation to obtain
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Using equation (A5.1.2), 7^ 1 becomes
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where is given by equation (A5.1.3). Since ) can be evaluated to produce
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If we now let 2 = (£jVn\/2At — bn)/wn, and define 2^ = (£* — bn)/wn, the integral for 

7 becomes
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To find a recurrence relation for \ note that
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(A5.1.7), we can easily show that
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and similarly, equation (A5.1.8) implies that the recurrence for is
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and by substitution we find that
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Hence the recurrence relation for 7^71 is
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Next we consider the a coefficients. Substituting the expression for Vj into

the equation for o^"1, we have

a
2 rnm

l—f

OO
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1 r°°x4=

— T + Im 1
_n n' J- OO2mm!v/7r^ n!

where is given by equation (A5.1.1), and evaluated to produce (A5.1.4). With the

change of variable 2 = (vn\/2A t£j - bn)/wn, the expression for a3m 1 becomes

oP 1 = 1 +m Im 1

e-(r+A)At ~ An(At)n MyA An(A^)n r 
2mm!\/7r nltt;™v n=0 n

(n)

e-z2Hm(z)V>(bn + u;„z)ch.

Substituting the Fourier-Hermite expansion for l^(&n+^nz) into the expression for 

and truncating the series at term N, we obtain
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a
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A5.2.2. Proof of Proposition 5.4.2. If we apply the three-term Hermite polynomial 

recurrence relation from Appendix A5.1.2 to equation (5.4.7) we find that

rz™

By use of integration by parts, this becomes
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Thus the recurrence for A7n" is
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Next we consider Aj", which is given by
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With an application of integration by parts, this becomes

Ad,71 _
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and hence the recurrence for Aq™ is

= 2(wJ - l)(i - l)4;t2 + 2
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Finally, to implement the recurrence for Awe must obtain the initial values Aq£ and 

Aft™, which are given by
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Appendix 5.3. Fourier-Hermite Algorithm for the American Call Option under

Jump-Diffusion

Here we present the algorithm Fourier-Hermite American Call Price which outlines 

the iterative scheme for evaluating the price and free boundary of an American call option 

under jump-diffusion using Fourier-Hermite series expansions.

Algorithm Fourier-Hermite American Call Price

Input: S, r, q, a, K, T (time to expiry), A, 7, 5, J (number of time intervals), N (number 

of basis functions).

Output: C (American call price), a (early exercise boundary).

1. estimate 9 using the European call under jump-diffusion

2. calculate 1, 1

3. for m = 2 to N

4. do calculate a^p1

5. solve for <^}_x using equation (5.5.1)
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6. for j — J — 1 downto 1

7. do calculate A30>0, A30<1, A{ 0

8. for m, i = 2 to N

9. do calculate A3mfi, A30i

10. calculate 7o _1, 7i _1

11. for m = 2 to N

12. do calculate 7^71

13. for m = 0 to N

14. do calculate

15. sol ve for £ *_ x using equation (5.5.1)

16. for j = 0 to J

17. aj = Keec>

18. ifS<a(0)
19. then C(S, 0) = K £"=o <*°mHm(\n(S/K)/d)

20. else C(S, 0) = S-K



CHAPTER 6

Conclusion

6.1. Summary of Findings

The option pricing framework pioneered by Black and Scholes (1973) and Merton 

(1973) provides the basis for modem derivative security pricing. Although frequently 

traded within financial markets, American options remain the subject of much contempo­

rary research. It is the holder’s right to exercise the option prior to the expiry date that 

makes pricing American options far more complex than their European counterparts. An 

American option price is a function of its unknown early exercise boundary, which must 

be found as part of the solution. There are many ways to structure this problem, including 

the free boundary formulation of McKean (1965) and the compound option approach of 

Kim (1990). The problem can then be solved using a variety of numerical techniques.

In this thesis we have explored how Fourier-type solution methods can be extended 

to evaluate American option pricing problems with complex payoff structures and more 

general dynamics for the price of the underlying asset. The first part of the thesis explored 

McKean’s incomplete Fourier transform method, and how it can be generalised to solve 

problems beyond the basic American call. For pure-diffusion processes we demonstrated 

that the transform method provides a systematic approach for deriving the integral ex­

pression for American option prices, along with the corresponding integral equations for 

their free boundaries. The American strangle portfolio is then considered as an example 

of a general convex payoff function. A further extension of the transform approach is pro­

vided for the jump-diffusion model of Merton (1976). We have shown that the incomplete 

Fourier transform approach can be extended to the jump-diffusion problem with a general 

jump-size distribution, and provided an iterative numerical integration method to evaluate 

the American call in the case of log-normal jump sizes. Finally, we extended the Fourier- 

Hermite series expansion method of Chiarella et al. (1999) to Merton’s jump-diffusion 

with log-normal jumps for American call options.

212
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6.1.1. Evaluation of American Portfolios. When evaluating American options as 

free boundary value problems, it is possible to obtain several forms for the pricing integral 

expressions and early exercise boundary integral equations. In Chapter 2 we presented a 

survey deriving these various integral representations of American option prices, focusing 

on the American call example. We revisited McKean’s (1965) incomplete Fourier trans­

form method, and demonstrated how his results reconcile with the early exercise premium 

representation of Kim (1990), and the intrinsic/time value decomposition of Carr et al. 

(1992). In particular, we found that the Fourier transform method had the distinct advan­

tage of being able to proceed with very general knowledge of the payoff function, whereas 

the compound option solution technique of Kim (1990) required explicit knowledge of the 

payoff.

With no known closed-form solution for the American call option, it is necessary 

to solve for the price and early exercise boundary using numerical methods. We com­

pared five existing numerical techniques in Chapter 2, and found that binomial trees, the 

Crank-Nicolson finite difference scheme, direct numerical integration and the method of 

lines were all able to produce prices of comparable accuracy. The Fourier-Hermite series 

expansion method was relatively close to these other four methods, but showed some rel­

atively minor pricing inconsistencies for in-the-money calls. Numerical integration, the 

method of lines and the Hermite series expansion also required that the free boundary be 

estimated as part of the solution. The first two methods yielded highly consistent free 

boundary estimates, whilst the Hermite series showed some signs of error, and in partic­

ular was ill-suited to the case were the risk-free rate exceeded the continuous dividend 

yield of the underlying.

In terms of computational efficiency, finite differences proved the fastest method, al­

though no free boundary estimate was generated as part of the solution. This was followed 

closely by the Hermite series method, which was able to solve the problem very quickly 

at the cost of some accuracy in the free boundary estimate. The method of lines proved to 

be the slowest, as a very fine space-discretisation was needed to keep the free boundary 

estimate monotonic. Numerical integration of Kim’s integral equation for the early exer­

cise boundary appeared to provide the best compromise between numerical accuracy and 

computational efficiency, and was able to overcome oscillations in the free boundary by 

use of Richardson extrapolation.
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In Chapter 3 we used an American strangle portfolio to demonstrate how McKean’s 

incomplete Fourier transform method can be extended to more complex payoff struc­

tures. The American strangle was defined such that exercising one side of the position 

early would knock-out the remaining side. A McKean-type of integral expression for 

this strangle’s price were derived, along with the integral equation system for its two free 

boundaries. The integral equations were re-expressed in a more economically intuitive 

form using Kim’s simplifications. We also established the important result that the free 

boundaries for the American strangle are not equal to those found when valuing indepen­

dent American calls and puts.

Solving the resulting system of nonlinear Volterra-style integral equations, it was 

found that the early exercise boundary of the strangle only differed significantly from the 

boundaries of corresponding American calls and puts for certain values of the risk-free 

rate and continuous dividend yield parameters. The differences became larger as the dis­

tance between the strangle’s strikes was reduced, and also as the time to expiry increased. 

This latter point was highlighted by considering the perpetual American strangle. In terms 

of pricing, the strangle under consideration was cheaper than the “traditional” one by no 

more than 6% for the parameters considered, and these differences were most apparent 

when the strangle was deep in-the-money. Economically, this pricing difference is inter­

preted as the reduction in value caused by introducing the knock-out effect into the new 

strangle, and foregoing the freedom to separate the call and put sides.

The early exercise boundaries for our strangle required that the position be deeper in- 

the-money than a “traditional” strangle, to compensate the intrinsic value forgone on the 

out-of-the-money side. The prices of the two strangles were usually very close despite 

the free boundary differences, and an important contribution of this thesis has been to 

quantify this difference. An investor interested in an American strangle position may be 

indifferent when choosing between this proposal and a “traditional” American strangle 

based on initial costs, as only a small increase in premium is required to obtain the added 

flexibility of the latter.

6.1.2. Evaluating American Call Options under Jump-Diffusion using Fourier 

Transforms. To further demonstrate the broad applicability of McKean’s (1965) incom­

plete Fourier transform method, Chapter 4 generalises his free boundary value problem for 

the American call option to the case where the underlying asset follows a jump-diffusion
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process, as originally proposed by Merton (1976). We solved the PIDE using this ap­

proach to obtain a coupled integral equation system for the price and free boundary of the 

American call, where the jumps arrive according to a Poisson process, and the jump sizes 

follow some general distribution. We showed how these may be manipulated into the in­

tegral equations for the American call derived by Gukhal (2001). This new approach both 

recovers GukhaTs results found via the compound option method, and demonstrates that 

the transform technique can be readily used to solve the American call pricing problem 

under jump-diffusion dynamics.

We derived a simplification of the triple integral expression in the integral equations 

in the case where the jump-sizes are log-normally distributed. This reduces the computa­

tional burden when one proceeds to numerical implementation. A vital result has been the 

derivation of the limit of the free boundary at expiry for the jump-diffusion model with 

log-normal jump sizes. This is a new result that has not previously been presented, as far 

as we are aware, even though existing numerical results (such as Amin (1993)) clearly 

imply that the free boundary just prior to expiry does indeed change when jumps are in­

troduced into the underlying dynamics. Numerical experiments indicated that this limit 

displays all the correct properties required, and it conforms with existing published free 

boundary results, although no formal proofs for the behaviour of the free boundary at ex­

piry have yet been obtained. We also presented results concerning the perpetual American 

call under jump-diffusion.

A means of numerically implementing the coupled integral equation system for the 

American call was provided, based on the numerical approach in the American strangle 

analysis of Chapter 3. An iterative method was proposed to deal with the interdependence 

between the call price and free boundary. The method is mathematically simple, and in­

tended to provide an initial means for numerically analysing the behaviour of the integral 

equation system, something not addressed by existing literature. The numerical results 

presented from this method demonstrated that even a small frequency of expected jumps 

has a dramatic impact on the price profile of the call option, particularly at-the-money. 

The mean expected jump size was also shown to have a significant impact on the free 

boundary for the American call, which we attributed in part to the added cost incurred 

by the option holder whenever the underlying’s price jumps downward from the stopping
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region into the continuation region. This feature was previously identified analytically by 

Gukhal (2001), and has been reinforced in our numerical findings.

These integration results have replicated the conclusions of Amin (1993) regarding the 

impact of jumps on the behaviour of the early exercise boundary for the American call. 

We provided further evidence that early exercise of the call is more likely under jump- 

diffusion near expiry, while away from expiry early exercise is less likely. Secondly, we 

demonstrated that the addition of jumps increased the value of out-of-the-money Ameri­

can calls, while at-the-money calls became less valuable. This behaviour is in accordance 

with the well-known volatility smile phenomenon observed in option prices within finan­

cial markets. The in-the-money value can also be greater with jumps, but the impact of 

jumps on the price in this case is always restricted by the proximity of the free boundary.

6.1.3. Evaluating American Call Options under Jump-Diffusion using Fourier- 

Hermite Series Expansions. The numerical integration solution method outlined in Chap­

ter 4 provided an initial approximation for the American call price and free boundary 

under jump-diffusion, but the method is highly computationally-intensive in its present 

form. In Chapter 5 we presented a generalisation of the Fourier-Hermite series expansion 

method of Chiarella et al. (1999) as an alternative to the time-consuming numerical inte­

gration approach. This extension considered the jump-diffusion model of Merton (1976) 

in the case where the jump sizes are log-normally distributed. We derived the recurrence 

relations for both the European and American call option under jump-diffusion, and pre­

sented the special time-stepping algorithm to account for early exercise in the American 

case. An unspecified scaling parameter is required to be known when implementing this 

method, and we demonstrated how one can estimate its value using Merton’s closed-form 

solution for the European call price.

We generated a range of American call prices using the series expansion method, and 

the results were compared with those generated using the numerical integration method 

from Chapter 4, as well as the method of lines approach by Meyer (1998). We found that 

all three methods produced relatively consistent prices, and in particular that the Fourier- 

Hermite prices were always within 1% of the numerical integration results, with only 

two reported exceptions. When the global volatility of the price process was sufficiently 

large, the Fourier-Hermite method yielded excellent levels of accuracy when compared 

with the standards displayed in the existing literature. The Fourier-Hermite method also
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proved to be extremely efficient, requiring significantly less computation time than either 

of the alternatives presented. This demonstrated that for pricing purposes, the Fourier- 

Hermite method is a highly competitive alternative when the pricing dynamics are more 

complicated than the basic Black-Scholes diffusion process.

The most notable short-coming for the Fourier-Hermite approach was in estimating 

the early exercise boundary. The method could not reproduce the correct free boundary 

near expiry, and was only able to achieve a solution containing a systematic error near the 

current time. The expiry issue we attributed to difficulties encountered when estimating 

functions that are close to piecewise linear in form using polynomials, such as the value of 

an American call or put near expiry. For the current-time discrepancy, we suggested that 

the centralisation of the series expansions around the strike could be a contributing factor, 

and this cannot be easily overcome without foregoing price accuracy in the critical region 

around the strike. It is important to note, however, that even with small inaccuracies in the 

free boundary estimate, the resulting prices have remained accurate. This demonstrated 

that the series expansion technique has a potential trade-off in the form of increased com­

putational speed at the cost of accuracy in estimating the early exercise boundary, most 

predominantly near expiry. Thus the method is still an extremely valuable alternative for 

efficiently pricing American options under jump-diffusion processes where the jump sizes 

follow a specified continuous distribution. Further computation time is saved by virtue of 

the continuous estimating of the option price in terms of Hermite polynomials. This also 

makes estimating the delta and gamma for the American call simple (and also more ac­

curate than with finite difference and tree methods) once the Fourier-Hermite coefficients 

have been found.

6.2. Directions for Future Research

The results presented in this thesis imply a number of avenues for future research. 

Given that the incomplete Fourier transform has been shown to readily generalise to han­

dle American options with more complex payoff functions and pricing dynamics, there 

are many other models that could be explored. Two-dimensional extensions could also be 

considered, including American options under stochastic volatility, and American options 

on multiple underlying assets, such as an American basket option. The transform-based



6.2. DIRECTIONS FOR FUTURE RESEARCH 218

methodology developed in this thesis is applicable to American positions with quite gen­

eral convex or concave payoffs. It would be of interest to consider other complex payoff 

types, such as an American butterfly (concave payoff), or an American bear/bull spread 

(monotonic payoffs). These are collectively equivalent to the capped American call prob­

lem of Broadie and Detemple (1995), and can be constructed with similar early exercise 

conditions to the American strangle, thus facilitating its evaluation using our generalisa­

tion of McKean’s framework.

Whether or not the reduced transaction costs from the self-closing American strangle 

would benefit the investor is a matter we leave to future study. The numerical method 

presented for the strangle should be rigourously tested against existing techniques, such 

as binomial trees and finite differences. Better numerical techniques for solving the in­

tegral equation system also need to be investigated. In addition, one could explore the 

potential to numerically solve McKean’s integral equation in its original form, extending 

the methods of Buchen et al. (2000) to more general payoff types.

In the case of jump-diffusion, the transform method presented in this thesis is readily 

applicable to a range of jump size distributions and payoff functions, and one area for fu­

ture research would be to explore these alternatives. We assumed, as in Merton’s model, 

that any jump risk associated with the underlying is fully diversifiable. This assumption 

could be relaxed within the Fourier transform framework, but only for certain cases, such 

as constant and time-dependent jump risk. For the limit of the free boundary at expiry, 

there is clearly a need to provide explicit proofs for its behaviour when the dividend yield 

is zero, and to ensure the explicit expression has a unique solution for non-zero divi­

dend yields. The numerical algorithm presented for the jump-diffusion integral equation 

system is clearly a “first-pass” solution for the American call price and free boundary. 

Further analysis needs to be conducted to improve the speed, accuracy and efficiency of 

the method by using more advanced numerical analysis techniques.

With regards to the Fourier-Hermite series expansion, given that the free boundary es­

timate near expiry is suboptimal, some alternative estimate would be of significant value. 

A small-time expansion of the free boundary near expiry remains unaddressed for Ameri­

can calls under jump-diffusion. This could prove extremely challenging in light of the fact 

that the free boundary just before expiry is not well understood at present for the jump- 

diffusion model, and even under pure-diffusion, there are many suggestions on what the
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small-time expansions should be (see for example Chen and Chadam (2000)). There is 

still no clear consensus as to what the exact price is for the American call under jump- 

diffusion with log-normal jump sizes, and this continues to cast some doubt regarding the 

accuracy of any numerical method being considered. While the Fourier-Hermite series 

method has the advantage of being well-suited to the case where jump sizes follow a log­

normal distribution, it is not yet known how the method would perform for jump sizes 

with discrete distributions. Finally, we have not offered an explicit optimisation routine 

for selecting the scaling parameter prior to finding the American call price. Determining 

and verifying an explicit optimisation routine, or an explicit form for the scaling parame­

ter in terms of the global volatility of the jump-diffusion process, would further increase 

the robustness of the method. All these additional extensions and further details we leave 

to future research.
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