
Multiple Costs and Their Combination 

in Cost Sensitive Learning

By

Zhenxing Qin

Submitted in fulfilment of the requirement for the degree of

Doctor of Philosophy

University of Technology, Sydney 

June 2006

Copyright 2006 by UTS



CERTIFICATE OF AUTHORSHIP/ORIGINALITY

I certify that the work in this thesis has not previously been submitted for a degree 

nor has it been submitted as part of requirements for a degree except as fully 

acknowledged within the text.

1 also certify that the thesis has been written by me. Any help that I have received 

in my research work and the preparation of the thesis itself has been acknowledged. In 

addition, I certify that all information sources and literature used are indicated in the 

thesis.

Signature of Candidate

u

Production Note:
Signature removed prior to publication.



To my wife Yanfang and Our (Parents



Abstract

Cost sensitive learning is firstly defined as a procedure of minimizing the costs of 

classification errors. It has attracted much attention in the last few years. Being cost 

sensitive has the strength to handle the unbalance on the misclassification errors in some 

real world applications. Recently, researchers have considered how to deal with two or 

more costs in a model, such as involving both of the misclassification costs (the cost for 

misclassification errors) and attribute test costs (the cost incurs as obtaining the 

attribute’s value) [Tur95, GGR02, LYWZ04], Cost sensitive learning involving both 

attribute test costs and misclassification costs is called test cost sensitive learning that is 

more close to real industry focus, such as medical research and business decision.

Current test cost sensitive learning aims to find an optimal diagnostic policy 

(simply, a policy) with minimal expected sum of the misclassification cost and test cost 

that specifies, for example which attribute test is performed in next step based on the 

outcomes of previous attribute tests, and when the algorithm stops (by choosing to 

classify). A diagnostic policy takes the form of a decision tree whose nodes specify tests 

and whose leaves specify classification actions. A challenging issue is the choice of a 

reasonable one from all possible policies.

This dissertation argues for considering both of the test cost and misclassification 

cost, or even more costs together, but doubts if the current way, summing up the two 

costs, is the only right way. Detailed studies are needed to ensure the ways of 

combination make sense and be “correct”, dimensionally as well as semantically. This
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dissertation studies fundamental properties of costs involved and designs new models to 

combine the costs together.

Some essential properties of attribute test cost are studied. In our learning problem 

definition, test cost is combined into misclassification cost by choosing and performing 

proper tests for a better decision. Why do you choose them and how about the ones that 

are not chosen? Very often, only part of all attribute values are enough for making a 

decision and rest attributes are left as “unknown”. The values are defined as ‘absent 

values' as they are left as unknown purposely for some rational reasons when the 

information obtained is considered as enough, or when patients have no money enough 

to perform further tests, and so on.. This is the first work to utilize the information 

hidden in those “absent values” in cost sensitive learning; and the conclusion is very 

positive, i.e. “Absent data” is useful for decision making. The “absent values” are 

usually treated as ‘missing values' when left as known for unexpected reasons. This 

thesis studies the difference between ‘absent’ and ‘missing’. An algorithm based on lazy 

decision tree is proposed to identify the absent data from missing data, and a novel 

strategy is proposed to help patch the “real” missing values. .

Two novel test cost sensitive models are designed for different real work scenarios. 

The first model is a general test cost sensitive learning framework with multiple cost 

scales. Previous works assume that the test cost and the misclassification cost must be 

defined on the same cost scale, such as the dollar cost incurred in a medical diagnosis. 

And they aim to minimize the sum of the misclassification cost and the test cost. 

However, costs may be measured in very different units and we may meet difficulty in 

defining the multiple costs on the same cost scale. It is not only a technology issue, but
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also a social issue. In medical diagnosis, how much money should you assign for a 

misclassification cost? Sometimes, a misclassification may hurt a patient’s life. And 

from a social point of view, life is invaluable. To tackle this issue, a target-resource 

budget learning framework with multiple costs is proposed. With this framework, we 

present a test cost sensitive decision tree model with two kinds of cost scales. The task 

is to minimize one cost scale, called target cost, and keep the other one within specified 

budgets. To the best of our knowledge, this is the first attempt to study the cost sensitive 

learning with multiple costs scales.

The second model is based on the assumption that some attributes of an unlabeled 

example are known before being classified. A test cost sensitive lazy tree model is 

proposed to utilize the known information to reduce the overall cost. We also modify 

and apply this model to the batch-test problem: multiple tests are chosen and done in 

one shot, rather than in a sequential manner in the test-sensitive tree. It is significant in 

some diagnosis applications that require a decision to be made as soon as possible, such 

as emergency treatment.

Extensive experiments are conducted for evaluating the proposed approaches, and 

demonstrate that the work in this dissertation is efficient and useful for many diagnostic 

tasks involving target cost minimization and resource utilization for obtaining missing 

information.
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