Novel Bayesian Smoothing Algorithms
for Improved Track Initiation and

Maintenance in Clutter

Rajib Chakravorty

Doctor of Philosophy

2007



CERTIFICATE OF AUTHORSHIP OR ORIGINALITY

I certify that the work in this thesis has not previously been submitted for
a degree nor has it been submitted as part of requirements for a degree except
as fully acknowledged within the text. I also certify that the thesis has been
written by me. Any help that I have received in my research work and the
preparation of the thesis itself has been acknowledged. In addition, I certify
that all information sources and literature used are indicated in the thesis.

Signature of Student
Production Note:
Signature removed prior to publication.




Acknowledgment

I am thankful to Prof. Subhash Challa of Faculty of Engineering in
University of Technology, Sydney (UTS), for the initiation of the project as well
as continuous support and supervision. He was the source of enormous ideas
and constantly helped me finding ways to solve problems from several angles.
Without his guidance, both technical and at personal levels, it would have been
difficult to keep myself focused on research.

I would like to express my deep gratitude to Dr. Darko Musicki for his
help toward my problems throughout my candidature. His original and practical
insights into IPDA assisted me in understanding many key concepts involved at
both theoretical and practical aspects of target tracking.

I am taking this opportunity to gratefully acknowledge the efforts of Dr.
Mark Morelande and Dr. Xueshi Wang as they patiently gave me the
time and helped me with research. Without their active help at different stages
of my thesis, it would have been difficult for me to complete this work.

I would like to thank Prof. G. Dissanayake and Faculty of Engineering
at UTS for providing me Faculty of Engineering Robotics Interaction
Scholarship which helped me concentrate on my project.

On this occasion, I would also like to remember my parents. They were
always by my side at difficult times inspiring me to pursue my higher degree.
Without their moral support I would have never been in this stage.

I am also in great debt to all my friends who took lots of pain abandoning
their own leisure time to discuss with me about my problems and encourage me
all the time.



CONTENTS

1. Introduction. . . . . . . . . . . ...
1.1 Background . . . . .. ... ...
1.2 Target Tracking . . . . . . .. . ... ... ... ..
1.3 Scope and organization of the thesis . . . . . .. ... ... ...
1.4 Conclusion . .. ... .. ...

2. Introduction to Bayesian Filtering and Smoothing . . . . . .. .. ..
2.1 Introduction. . . . . . .. ... ..
2.2 Background . . . . . ...
2.3 Bayesian Estimation and Target Tracking . . . .. ... ... ..

2.3.1 Bayes’ Theorem . .. .. ... ... ... .. .......
2.3.2 Bayes’ Theorem and Target Tracking . . . . . .. ... ..
2.3.3 Recursive Bayes’ Estimation . . . ... ... ... ....
2.3.4 Discussion on Bayes’ Theorem . . .. ... ... ... ..
2.4 Application of Bayes’ Theorem To Target Tracking . . . . . . . .
2.4.1 Target Dynamic Model . . . . .. ... ... ... ...
2.4.2 Sensor Observation Model . . . . .. ... ... ... ...
2.5 The Kalman Filter . . . . .. ... ... ... ... ... ...
2.5.1 Prediction . . . . . ...
2.5.2 Likelihood . . . . . . . ... ...
2.5.3 Normalization. . . . . ... ... .. ... ...
2.5.4 Posterior Density Calculation . . . . . .. ... ... ...
2.5.5 The KF Equations . . . . . ... ... ...........
2.6 The Kalman Smoother . . . . . . ... ... ... ... ....
2.6.1 Augmented State Approach . . . . . ... ... ..., ..
2.6.2 Augmented State Kalman Filter (AS-KF) . . .. ... ..
2.6.3 Discussion on Augmented State modeling approach . . . .
2.7 Conclusion . . ... .. ..

3. Bayesian Tracking In Clutter . . . . . . .. ... . ... ... .....
3.1 Introduction . . . . . . . . . ... ...
3.2 The problem of Tracking in Clutter . . . . . .. ... ... ....
3.3 Bayesian Modeling for Tracking in Clutter . . . . . . . . ... ..
34 PDAFilter . ... .. . ...



Contents iv

3.4.1 PDAF Prediction . . . . . ... ... ... ... ..... 30
3.4.2 PDAF Likelihood . . . . . . .. ... . ... ... .... 30
3.4.3 PDAF Normalization . . ... .. .. ... ....... 33
3.4.4 PDAF Posterior Density . . . . .. .. ... ... .... 33
3.4.5 PDAF Algorithm : Summarized . ... ... ... ... 35

3.5 Augmented State PDA Filter (AS-PDAF) . . . ... ... ... 36
3.5.1 Bayesian Model of AS-PDAF . . . . . ... ... ... .. 36

3.6 Conclusion . .. ... ... ... 38
. Bayesian Tracking For Automatic Track Maintenance . . . ... .. 39
4.1 Introduction . . . . . . .. . .. . 39
4.2 Problem of Track Maintenance . . . . . ... ... ....... 39
4.3 Bayes’ Definition of Target Existence Uncertainty . . . . . . . . 41
4.4 IPDAF Algorithm . . ... .. ... ... ... ... ...... 42
4.4.1 IPDAF Prediction . .. .. ... ... ... ....... 43
4.4.2 IPDAF Likelihood . . . . . ... .. ... .. .. .... 45
4.4.3 IPDAF Normalization . . . . .. ... ... ... .... 47
4.44 TIPDAF State Update . . .. ... .. ... ... .... 48
4.4.5 IPDAF : Target Existence Probability Update . . . . . 49
4.4.6 IPDAF Algorithm : Summarized . . . . . ... ... .. 50

4.5 Integrated Probabilistic Data Association (IPDA) Smoothing . . 51
4.5.1 Augmented State Target Dynamic Model . . . . .. .. 51
4.5.2 Augmented State Sensor Model . . . . . ... ... ... 52
4.5.3 Target Existence Model . . . . . . .. ... ... ... .. 52
4.5.4 Bayesian Formulation of AS-IPDA Smoothing . . . . . . 53

4.6 Formulation of the Smoother . . . . . . ... .. ... .. ... 54
4.7 Smoothing of Existence Probabilities . . . . . .. ... .. ... 54
4.8 AS-IPDA Smoothing Algorithm . . . . . . .. ... ... ... .. 55
4.9 Conclusion . . . ... ... 57
. Random Set Smoother . . . . . . .. ... ... ... ... ...... 60
5.1 Imtroduction . . . . . . .. . . ... ... 60
52 Background . . . ... ... 60
5.3 Formulation of Random Set Filter . . . . .. ... ... .... 62
5.4 Random Set Filter Models for Target Existence Uncertainty . . . 63
5.4.1 Markov Transition Density for Target Dynamics . . . . 63
5.4.2 Likelihood Densities . . . . ... ... ... ....... 65
5.4.3 Global Update Density . . . . . . ... ... . ... ... 67
5.4.4 Deriving IPDAF . . .. ... ... ... .. ... 68

5.5  Generalized Random Set Smoother . . . . . .. ... ... .. 71
5.6 Target Existence Uncertainty in Random Set Domain . . . . . 74
5.7 Random Set Models . . . ... ... ... .. ... ....... 74



Contents v

5.7.1 Markov Transition Densities for Random Set Smoother

under Target Existence Uncertainty . . . ... ... ... 74
5.7.2 Likelihood density of Random Set Smoother . . . . . . . . 77

5.8 Calculation of Global Posterior Density of Target State and Ex-
istence . . . . ... 80
5.9 Augmented State IPDA smoother Derivation . . . ... ... .. 82
5.10 Conclusion . . . . . . . . .. 87
6. Target Existence Uncertainty with Out-of-Sequence-Measurement . . . 89
6.1 Introduction . . . . . . . . . .. .. 89
6.2 OOSM Problem . . . . .. ... ... ... .. ... 89
6.3 Bayes’ model for OOSM for Target Existence Uncertainty . . . . 90
6.4 Modification in AS-IPDA Sensor Model . . . . . . ... ... .. 91
6.5 Modification in Random Set Sensor Model . . . . . . . ... . .. 92
6.6 Handling multiple delayed measurements. . . . . . . .. ... .. 92
6.7 Conclusion . . . . . . . . ... 93
7. Simulation Results . . . . . . . . ... ... 94
7.1 Introduction . . . . . . . . . ... 94
7.2 Simulation Scenario . . .. .. .. ... oL 94
7.3 Simulation Results . . . . ... ... oo oL 96
7.3.1 Target Termination Time Detection . . . ... ... ... 96
7.3.2 State Estimation . . . . .. .. ... 0oL 97
7.3.3 Number of Confirmed True targets . . . . . . .. ... .. 97
7.4 Performance Analysis . . . . ... ... ... ... . 97
7.5 Conclusion . . . . .. . . ... 99
8. Conclusion and Future Work . . . . .. ... ... ... ..... ... 108
8.1 Introduction . . . . . . . . . .. 108
8.2 Conclusion and Summary . . . . . ... ... ... 108
8.3 Extensions and Future Work . . . .. . ... ... .. ... ... 109
Appendix 111
A. Publications . . . . . . . . ... 112
A.1 Refereed Journal Article . . . . . . ... ... L. 112
A.2 Refereed Conference Article . . . . ... ... ... ... ..... 112
B. Existence Hypotheses Probability Derivation . . . . ... ... .. .. 113
B.1 Derivation of p(EQ|Y*) . . . . . ... ... 113
B.2 Derivation of p(Egly®) . . . . . . . ... ... 114

C. Proof : Hypotheses H]"* does not contribute to AS-IPDA state update 115



Contents vi

D. Calculus of Finite-Set Statistics (FISST) . . . . . . . . . ... .. ... 117
D.1 Introduction . . . . . . . . . . . . ... ... 117
D.2 Random Set Model for target dynamics and sensors . . . . . .. 117
D.3 Belief Mass function of Sensor Model . . . . . ... .. ... ... 117
D.4 Belief Mass function of target motion model . . . . . . . .. . .. 118
D.5 Basics of FISST Mathematics . . . . . ... ... ... ... ... 118
D.6 Set Integral Rule . . . .. .. .. ... ... .. .......... 118
D.7 Set Derivative Rule . . . . . . . ... ... ... ... .. ..... 119
D.8 Calculating Likelihoods and Markov Densities . . . . . . .. . .. 119
D.9 Standard Rules of FISST calculus . . . . . .. ... ... ..... 120

D91 SumRule . .. .. ... ... ... 120
D.9.2 ProductRule . . . . ... ... .. ... L. 120
D.9.3 Constant Rule . . .. ... ... ... ... ... ..... 120
D94 ChainRule . . .. ... ... ... ... .......... 121
D95 PowerRule . . .. ... ... .. ... ... ... ..., 121

Bibliography . . . . . . . . e 122



LIST OF FIGURES

2.1 Estimation : Filtering, Smoothing, Prediction . . . . . . .. ...
2.2 Fixed Lag Smoothing . . . . ... ... ... ... .. ......
2.3 Fixed Interval Smoothing . . . . . .. .. .. ... ... ... ..
2.4 Fixed Point Smoothing . . . . . .. .. .. ...
2.5 KF Working Algorithm . . . . .. ... ... ... ... .....

3.1 Problemsof Clutter . . . . ... .. ... .. ... ........
3.2 Measurement Validation Process . . . . . ... ... ... ....

4.1 Track Existence Problem . . .. .. .. ... ... ... ....
4.2 Track evolution stages . . . . . . . . . .. ... ..
4.3 Flow chart of IPDA smoothing . . . . . ... ... .. ......

6.1 Out of Sequence Measurement Problem . . . ... ... .. ...

7.1 RMS Error : X position, Detection Probability 0.9 . . . . . . ..
7.2 RMS Error : Y position, Detection Probability 0.9 . . . . . . ..
7.3 RMS Error : X Velocity, Detection Probability 0.9 . . . . . . ..
7.4 RMS Error : Y Velocity, Detection Probability 0.9 . . . . . . ..
7.5 RMS Error : X position, Detection Probability 0.8 . . . . . . ..
7.6 RMS Error : Y position, Detection Probability 0.8 . . . . . . ..
7.7 RMS Error : X Velocity, Detection Probability 0.8 . . . . . . ..
7.8 RMS Error : Y Velocity, Detection Probability 0.8 . . . . . . ..
7.9 Number of Confirmed True Tracks, Detection Probability 0.9

7.10 Number of Confirmed True Tracks, Detection Probability 0.8



LIST OF TABLES

7.1 First Case : I'y; = 0.98, Actual Termination Time = 30

7.2  Second Case :

I'1; = 0.9, Actual Termination Time = 30



ABSTRACT

Target tracking is a well established field with over fifty years of intense research.
While in its core, it deals with estimating targets dynamic states, it is also a
critical component of all ”Situation Awareness” and threat assessment systems.
These higher layer applications take decisions on important questions like num-
ber of targets, positions of them, the instant and position of their initiation,
the instant and position of their maneuvers and above all, which of them are
threatening and/or friendly. The lower level target tracking algorithms feed the
necessary information to these decision taking systems.

There are a number of target tracking algorithms to cater for the need of
such systems. Most of these available algorithms are based on filtering theory.
But it is established that smoothing increases the accuracy of the systems at
the expense of a slight lag between the instant of estimation and the instant
at which the parameter of interest is being estimated. Hence smoothing is not
widely used for practical target tracking applications.

However, the situation awareness system is expected to perform better if
more precise information is obtained about initiation and termination of the
targets along with improved discrimination of true/false targets.

This thesis addresses the problem of improved track initiation and main-
tenance with the smoothing framework to provide better information. It first
reviews target tracking and filtering literature. It introduces the concept of
random set smoother and derives the IPDA smoother under linear Gaussian
assumption. IPDA smoother is also derived by extending the PDA smoother.
Finally a theoretical link is established between Random Set smoothing and
IPDA smoothing framework. To extend the domain into multiple sensor sce-
nario, the problem of out-of-sequence measurements is also addressed in this
thesis under target existence uncertainty.

Several realistic scenarios are simulated and the results are verified.
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