Abstract—Unlike sporadic node failures, coverage holes emerging from multiple temporally-correlated node failures can severely affect quality of service in a network and put the integrity of entire wireless sensor networks at risk. Conventional topology control schemes addressing such undesirable topological changes have usually overlooked the status of participating nodes in the recovery process with respect to the deployed sink node(s) in the network. In this paper, a cooperative coverage hole recovery model is proposed which utilises the simple geometrical procedure of circle inversion. In this model, autonomous nodes consider their distances to the deployed sink node(s) in addition to their local status, while relocating towards the coverage holes. By defining suitable metrics, the performance of our proposed model performance is compared with a force-based approach.

Fig. 1. Relocation of boundary nodes in sink-based CH recovery model

Using the simple geometrical process of circle inversion [12], we propose a sink-based coverage hole recovery model in which nodes modify their position with respect to not only their neighbouring nodes but also deployed sink nodes during the process of relocating towards CHs. The modifications in the direction and magnitude of nodes’ movements depend on their respective transmission ranges and distances to the sink nodes. The general idea of the proposed recovery model is shown in Fig. 1 for one coverage hole in the network.

The logic behind proposed model relates to the effect of sink nodes on their neighbours. Nodes in proximity to a network sink relay traffic for the surrounding region of the network in addition to their own data to the sink nodes. Hence, their energy supply will be exhausted faster than that of average nodes in the rest in the network, which may disproportionately degrade the process of data collection from the sensor network [13]. Therefore, it would be desirable that participating nodes’ distances to the deployed sink nodes be reduced during the course of CH recovery.

The proposed recovery model allows autonomous nodes to detect the presence of CHs and swiftly relocate towards the damaged areas based on their knowledge of the extent of the CHs and the number and location of neighbours and deployed sink nodes. This local decision-making process among autonomous nodes results in emergent cooperation [14]. The proposed algorithm is suitable for delay-sensitive applications and security-sensitive applications in which the need to avoid location disclosure requires that the amount of information exchanged between nodes should be minimised. The model is well-suited for networks in harsh and hostile environments with no or limited centralised control.

In this paper, performance of the proposed model is compared with that of a force-based approach (DSSA) [10] and two Voronoi-based relocation algorithms [7].

In Section II, a summary of the most significant related work is presented. In Section III, the proposed model and assumptions are introduced. Performance metrics and results discussed in sections IV and V, respectively. Finally, VI concludes the paper and summarises the key findings.
II. RELATED WORK AND MOTIVATION

To recover from or reduce the effects of dynamically-formed coverage holes of different scales [2], [3], [4], a wide spectrum of topology control schemes has been devised [15], [11]. By providing a degree of control over the coverage and connectivity of networks, topology control schemes using distributed node relocation algorithms are able to maintain or recover network integrity in networks subject to dynamic topological perturbation [6], [7], [16], [9], [4], [10], [17]. Node relocation algorithms can be broadly classified into a number of major categories [4], including *Force-based* algorithms in which nodes mutually exert virtual repulsive and attractive forces in the radial [10] or angular [16] directions, *voronoi-based* approaches in which movement is based on Voronoi cells formed by the nodes [7], and *flip-based* and *cell-based* relocation algorithms, in which nodes are flipped to adjacent cells in a manner depending on cell resolution, node density and decisions of cells’ elected head nodes [9].

During the recovery process, the scale of the coverage holes and the proportion of participating nodes in the network has a significant impact on the speed and efficacy of relocation algorithms [18]. Especially, the particular spatial distribution of recover-participating nodes with respect to the location of network sink nodes can significantly impact the usable lifespan of the network under conditions of constrained power availability, since these nodes will expend a greater fraction of their energy budget on both movement and relaying traffic for the rest of the network. Therefore, by exploiting the autonomous nodes’ knowledge of sink nodes locations and using simple geometrical properties and procedures, it will be possible for node relocation algorithms to avoid excess node energy depletion in the vicinity of sink nodes while still reaching the primary design goals (i.e., repair and/or maintenance coverage of damaged areas).

III. METHODS AND ASSUMPTIONS

Homogeneous sensor nodes with communication range modelled with a *unit disk graph* (UDG) are randomly deployed in 2D rectangular region of \([x_{\text{min}}, x_{\text{max}}] \times [y_{\text{min}}, y_{\text{max}}]\) with a 2D uniform random spatial distribution. For simplicity, nodes transmission and sensing ranges of \(R_t\) and \(R_s\) are considered to be equal. Therefore, two nodes are bidirectionally connected if they are located within each others’ communication ranges. Nodes are aware of their own position via GPS receivers or some other localisation methods [19].

Sink nodes \(S_s(k) \in \{S_s(1), \cdots, S_s(N_s)\}\) are deployed at locations \((x_{s_k}, y_{s_k})\). Here, it is assumed that a single sink node is deployed in the entire network; however the model driven in this Section is applicable for networks with more than one sink nodes. It is assumed that all nodes are aware of the deployed sink node’s location.

A. Coverage Holes and Node Types

Coverage holes (CHs) result from temporally correlated node failures and can be modelled by a union of circles of radii \(R_{h_l}\) with centres located at \((x_{h_l}, y_{h_l})\) for \(l \in \{1, \cdots, N_E\}\) where \(N_E\) is the number of damage events. Nodes can be classified into undamaged nodes (U-nodes) and damaged nodes (D-nodes), where the former reside outside and the latter inside the coverage hole. (Fig. 1,2). Undamaged nodes which detect the presence of a CH within their range are defined as *boundary nodes* (B-nodes). Fig. 2 shows an example of a coverage hole with \(R_h = 15\) m and centre \((x_{h_1}, y_{h_1})\) at \((0,0)\) in a network of \(N = 500\) nodes.

It is assumed that B-nodes can detect the damage event if at least one of their neighbours fails (i.e., is in the set of damaged nodes). Those undamaged nodes which are not B-nodes are considered to be *normal nodes* (N-nodes). It is assumed that the sequence of coverage holes occurs with random radius and at uniformly randomly distributed locations within area of network deployment. Autonomous nodes commence the recovery procedure following detection of a damage event. It is assumed that B-nodes update their undamaged and damaged neighbours status after the movement and before the occurrence of further coverage hole-creating events. Therefore, B-nodes move based on status of their current neighbours at the time of event.

Fig. 3 schematically depicts a B-node together with each of its undamaged (blue circle) and damaged (red circle with cross) neighbour nodes within its communication range.

B. Inter-Node Communication Protocol

Prior to the formation of a coverage hole, nodes are aware of their neighbours’ degrees of connectivity and position in addition to the location of deployed sink nodes.

It is assumed that at time of the damage event, nodes do not broadcast any additional information to their neighbours due to security considerations. Therefore, each B-node should autonomously decide on the its movement vector based on its knowledge at the time of the damage event. After a damage event, B-nodes are not able to to determine whether or not their undamaged neighbours are also B-nodes. Fig. 3 shows a B-node and its damaged and undamaged neighbours. It should be noted that a B-node can detect the occurrence of successive
C. Node Movement Decision

Movements of autonomous boundary nodes are determined using the parameters listed below:

- **B-node’s Neighbours**: Those undamaged and damaged neighbours with respective distances of \( d_{S_b(i)} \) and \( d_{S_b(i)} \) which have the highest degrees of connectivity of \( S_b(i) \) and \( S_b(i) \) are considered to be the best nodes on which to base the movement decision of the given B-node \( S_b(i) \). This is because if these parameters are properly weighted (i.e., as in (9)), then the B-node will move in the direction which improves coverage for its furthest damaged neighbours of the highest degrees, while at the same time maintaining its connectivity with its undamaged neighbours to increase the chance of remaining connected to the rest of the network despite its autonomous relocation.

- **Sink node’s status**: B-node \( S_b(i) \)'s displacement vector to the deployed sink node \( S_k \), \( x_{S_b(i)} \) with respect to nodes’ ranges are used to modify the relocation of nodes towards the coverage holes (refer to Section III-E).

- **Coverage hole**: the number, locations, and dimensions of the coverage holes affect nodes’ relocations in the recovery process. The CHs’ distances to the sink nodes also affect the performance of recovery model.

D. Centre of Mass of B-nodes’ Neighbours

The centre of mass of B-node \( S_b(i) \)'s neighbouring damaged and undamaged nodes should be calculated such that neighbouring undamaged and damaged nodes with higher degrees should have a greater weight in the determination of the boundary nodes’ movement vectors. The idea of using the centre of mass of the B-nodes’ (undamaged and damaged) neighbours is that each B-node moves as much as possible in the direction of damaged nodes with higher degrees of connectivity while maintaining its connection with network as far as possible. It is assumed that boundary nodes are aware of their neighbours’ degrees before the occurrence of each damage event. Node degrees can be used to obtain the centre of mass of B-nodes’ undamaged and damaged neighbouring nodes as in (1) and (2).

\[
\vec{CM}_U \left( S_b(i) \right) = \frac{\sum_{j=0}^{Nu} \frac{d_{S_b(i)}}{d_{S_b(i)}} \cdot \left( S_{Nu(j)}(i) - S_{Nu(j)}(i) \right)}{\sum_{j=0}^{Nu} d_{S_b(i)}} \quad (1)
\]

\[
\vec{CM}_D \left( S_b(i) \right) = \frac{\sum_{j=0}^{Nd} \frac{d_{S_b(i)}}{d_{S_b(i)}} \cdot \left( S_{Nd(j)}(i) - S_{Nd(j)}(i) \right)}{\sum_{j=0}^{Nd} d_{S_b(i)}} \quad (2)
\]

Choosing proper combinations of undamaged and damaged centre of masses provides a logical criterion for the B-nodes’ movement vectors. In the case that a B-node looses all of its undamaged and/or damaged neighbouring nodes, then its corresponding centres of mass are considered to be zero (null, i.e. not to be used).

\[
\vec{CM}_U \left( S_b(i) \right) = 0, \quad \text{if } Nu = 0
\]

\[
\vec{CM}_D \left( S_b(i) \right) = 0, \quad \text{if } Nd = 0
\]

E. Effect of Sink Node

The amount of movement in the direction of the deployed sink node is computed based on the idea of circle inversion[12] (Fig. 4).

As shown in Fig. 4, the reverse point \( P' \) of point \( P \) can be found where \( k^2 \) is defined as the circle power in [12].

\[
\|OP\| \times \|OP'\| = k^2 \quad (3)
\]

Using (3), if \( k = R_{c(S_b(i))} \), \( \|OP\| = \|P_{new}(S_b(i)) - P_{cur}(S_b(i))\| \), and \( \|OP'\| = \|x_{S_b(i)} \| \) where \( P_{cur} \) and

![Fig. 3. B-node and its undamaged and damaged neighbours](image)
\( P_{\text{new}} \) are the current and new positions of boundary node \( S_b(i) \) respectively before and after the damage event. Hence, if

\[
\| P_{\text{new}}(S_b(i)) - P_{\text{cur}}(S_b(i)) \| \times \| x_{S_b(i)} \| = R_{S_b(i)}^2
\]

where \( x_{S_b(i)} \) is distance of sink node \( S_s(j) \) to the \( S_b(i) \) and \( R_{S_b(i)} \) is range of sensor node \( S_b(i) \), then following cases can be considered:

1) \( \| x_{S_b(i)} \| < R_{S_b(i)} \) as sink node \( S_s(k) \) is already within the range of B-node \( S_b(i) \). In this case, it is assumed that the movement of B-node \( S_b(i) \) in the direction of sink node \( S_s(k) \) is not required. So,

\[
\| P_{\text{new}}(S_b(i)) - P_{\text{cur}}(S_b(i)) \| = 0
\]

This is the case where sink node (point \( P \)) is within the range of B-node \( S_b(i) \). In this case, moving B-node is devised not to move any further toward the sink node in which result less possible collision among the nodes and to prevent the increasing chance of the interference.

2) \( \| x_{S_b(i)} \| > R_{S_b(i)} \), the amount of movement node \( S_b(i) \) toward the sink node is obtained as

\[
\| P_{\text{new}}(S_b(i)) - P_{\text{cur}}(S_b(i)) \| = \frac{R_{S_b(i)}^2}{x_{S_b(i)}}
\]

3) if \( \| x_{S_b(i)} \| = R_{S_b(i)} \), then the magnitude of the movement calculated using (6) is modified by a uniformly-distributed random factor \( \rho_{\text{col}} \sim U[0, 1] \):

\[
\| P_{\text{new}}(S_b(i)) - P_{\text{cur}}(S_b(i)) \| = \frac{R_{S_b(i)}^2}{x_{S_b(i)}} \cdot \rho_{\text{col}}
\]

The random factor \( \rho_{\text{col}} \) reduces the chance of collision of nodes moving towards the deployed sink node.

Therefore, utilisation of the geometric procedure of circle inversion causes B-nodes to modify their movement vectors based on their distances to the sink nodes in addition to their communications range. B-nodes further from from the sink nodes move a smaller distance compared to B-nodes nearer to the sink, in order to reflect the nodes' relative importance to the network with respect to their proximity to the deployed sink nodes.

### F. Movement Toward CHs

Suppose that the total number of neighbours of B-node \( S_b(i) \) prior to the formation of CH \( l \) is \( N_{S_b(i)}^l \). Let the number of undamaged and damaged neighbouring nodes of \( S_b(i) \) after damage event \( l \) to be \( N_{S_b(i)}^{U_l} \) and \( N_{S_b(i)}^{D_l} \), respectively. The damage ratio of B-node \( S_b(i) \) due to the formation of coverage hole \( l \) is defined as:

\[
\varepsilon = \frac{N_{S_b(i)}^{D_l}}{N_{S_b(i)}^{U_l} + N_{S_b(i)}^{D_l}}
\]

Using the sigmoid function \( \sigma(t) = \frac{1}{1 + e^{-t}} \), \( S_b(i) \)'s damage ratio can be used to determine the weighting between the damaged and undamaged nodes:

\[
\omega_{N_{S_b(i)}^{D_l}} = 1 - \sigma(\varepsilon)
\]

\[
\omega_{N_{S_b(i)}^{U_l}} = 1 - \omega_{N_{S_b(i)}^{D_l}}
\]

where \( \omega_{N_{S_b(i)}^{D_l}} \) and \( \omega_{N_{S_b(i)}^{U_l}} \) are complementary weights used to combine the vectors obtained from \( S_b(i) \) to the centres of mass of \( S_b(i) \)'s undamaged and damaged neighbours due to coverage hole \( l \).

### G. Proposed Movement Model

Using the defined parameters, the following movement models are introduced. In all cases, nodes are constrained to remain within the boundaries \( x_{\text{min}}, x_{\text{max}}, y_{\text{min}}, y_{\text{max}} \).

**Simple Sink Movement (SSM)**, in which each moving B-node \( S_b(i) \) moves strictly towards the deployed sink node regardless of its status with respect to the coverage hole. Thus, depending on the location of damage event and the sink node, the recovery of coverage hole may not be primary goal of the movement algorithm. Using circle inversion, B-nodes move in the direction of the sink node. The magnitude of each B-node's movement depends on the node's own communication range and its distance to the given deployed sink node. So for each B-node, the movement \( M_{s_b(i)} \) can be defined as:

\[
M_{s_b(i)} = P_{\text{new}}(S_b(i)) - P_{\text{cur}}(S_b(i))
\]

In the case of multiple deployed sink nodes, movement of boundary nodes can be modified by considering the combined importance of the effect of those sink nodes as:

\[
\text{Total}_l = \sum_{k=1}^{N_s} \zeta_k \cdot M_{s_b(i)}
\]

where \( \zeta_k \) is the weight of importance for each sink node \( k \) based on the conditions of the network.

If each B-node strictly moves towards the coverage hole regardless of the status of deployed sink nodes, the amount and directions of movement of nodes can be governed by the centres of mass of the B-nodes' undamaged and damaged neighbours as described in Section III-F. In this case, recovery of the coverage holes would be the primary objective of node movement rather than the consideration of the importance of sink nodes. The movement of B-nodes is now given by:

\[
M_{s_b(i)} = f(M_{s_b(i)} \cdot M_{s_b(i)})
\]

where \( M_{s_b(i)} \) and \( M_{s_b(i)} \) are centres of mass of the B-node's undamaged and damaged neighbours, respectively, computed as described in Section III-F. The role of function
on the status of B-nodes and the CH as describe in Section III-F and (8).

\[ \rightarrow_{Total_l} \rightarrow_{CM_i} M_{sb(i)} = M_{sb(i)} \]

**Combined SS and CM Movement (CSSCM):** In this algorithm, the movement vector for each B-node is dependent on both the centres of mass of neighbouring nodes and the sink node location, with the weight \( \lambda_s \in [0, 1] \) defined as the *sink move weight* and \( \lambda_{cm} = 1 - \lambda_s \) as the centres of mass weight. Using these weights, total movements are linear combinations of (10) and (12):

\[ \rightarrow_{CMb_l} M_{sb(i)} = \lambda_s \rightarrow_{CM_i} M_{sb(i)} + \lambda_{cm} \rightarrow_{sk} M_{sb(i)} \] (14)

where \( M_{sb(i)} \) is B-node \( s_b(i) \)'s combined movement vector due to coverage hole \( l \).

\[ \rightarrow_{Total_l} \rightarrow_{CMb_l} M_{sb(i)} = M_{sb(i)} \] (15)

**Modified CSSCM (M-CSSCM):** In this algorithm, the magnitudes of the B-nodes’ movement vectors are tuned with regard to the status of B-nodes around the coverage hole and the sink node as defined in (16)-(19):

\[ \alpha_{(cm, s)} = \begin{cases} \arccos \left[ \frac{\rightarrow_{CM_i} M_{sb(i)} \cdot \rightarrow_{sk} M_{sb(i)}}{||M_{sb(i)}|| ||M_{sb(i)}||} \right] & \text{if } || \rightarrow_{CM_i} M_{sb(i)} ||, || \rightarrow_{sk} M_{sb(i)} || \neq 0 \\ 0 & \text{Otherwise} \end{cases} \] (16)

where \( \alpha_{(cm, s)} \) is the angle between movement vectors obtained from (10) and (12):

\[ \beta^l_{(cm, s)} = \alpha_{(cm, s)} \cdot \left( \frac{\theta_v}{\pi/2} \right) \] (17)

where \( \theta_v \) is defined as the *threshold angle* and \( \beta^l_{(cm, s)} \) is defined as the *modification angle*.

\[ \gamma^l_{(cm, s)} = \cos^2(\beta^l_{(cm, s)}) \] (18)

and the attenuated movement is obtained using (14).

\[ \rightarrow_{Total_l} M_{sb(i)} = \begin{cases} \gamma^l_{(cm, s)} \rightarrow_{CM_i} M_{sb(i)} & \text{if } (\beta^l_{(cm, s)} \leq 1) \\ 0 & \text{Otherwise} \end{cases} \] (19)

The idea of M-CSSCM is that the flexibility of B-nodes’ movement can be configured according to the angle between the two movement vectors that each B-node forms with its neighbours’ centres of mass and the deployed sink node. In (19), if \( \gamma^l_{(cm, s)} = 1 \), the movement of B-nodes is determined solely by the angle \( \alpha_{(cm, s)} \). This movement variant of M-CSSCM is denoted as *(dM-CSSCM)*. If the condition of \( \beta^l_{(cm, s)} < 1 \) is relaxed, the movement algorithm is denoted as *(aM-CSSCM)* in which only the *amplitudes* of movements are attenuated.

## H. Physical Movement

To reduce physical collisions and unnecessary movements among autonomous nodes, before actual physical movement is allowed to commence, a threshold \( \delta_t \in [0, 1] \) is defined such that B-nodes compare a uniformly-distributed random variable \( \nu^l_{sb(i)} \sim U[0, 1] \) with the given threshold. Whether B-nodes decide to actually trigger physical movement or not depends on the condition below:

\[ \rightarrow_{PHY} M_{sb(i)} = \begin{cases} \gamma^l_{(cm, s)} \rightarrow_{CM_i} M_{sb(i)} & \text{if } (\nu^l_{sb(i)} \geq \delta_t) \\ 0 & \text{Otherwise} \end{cases} \] (20)

### IV. Performance Metrics

The following performance metrics have been used for evaluating the performance of the proposed model.

1) **Percentage of Coverage:** The 2D rectangular deployment area \( [x_{min}, x_{max}] \times [y_{min}, y_{max}] \) is divided into grid cells. Grid cells are covered by sensor nodes if their coordinates \( z_i = (x_i, y_i) \) reside within the nodes’ ranges. **Percentage of 1-coverage** is the percentage of grid cells covered by at least one sensor node out of the total number of grid cells in the deployed area.

2) **B-Nodes to Sink Node Distances:** In the recovery of consecutive random CHs, it is desirable that the moving B-nodes maintain and/or reduce their distances to the deployed sink nodes in the network. Thus, as the result of the proposed recovery model, the distances of the set of moving B-nodes to the deployed sink node(s) are expected to be monotonic decreasing while the selected B-nodes relocate towards the CHs. The performance of movement algorithms are examined by cumulative mean of maximum, minimum and average distances of B-nodes to the deployed sink nodes in the course of recovery of consecutive random CHs in the network.

3) **Sparsity of Cut:** Spectral graph theory metrics provide a useful measure of network robustness and reliability. The clique is considered to be the most reliable network layout if a fraction of vertices are disconnected from the graph [20], [21]; therefore, the number of cliques is an indicator of the robustness of the network. Specifically, the sparsity of cut, which is a measure of the ‘efficiency’ of some specific partition of a network graph, can be used to measure network reliability of network with respect to the ideal clique.

**Definition 1:** [22], [21], Let \( G = (V, E) \) be a graph and let \( (S, V - S) \) be a partition of the vertices (a cut). Then the sparsity of the cut is

\[ \phi(S) := \frac{E(S, V - S)}{|E|}, \left( \frac{|S|, |V - S|}{|V|^2/2} \right)^{-1} \] (21)

where \( E(S, V - S) \) is the number of edges in \( E \) that have one endpoint in \( S \) and one end point in \( V - S \).

Sparsity can be used as a measure of how the set of B-nodes are connected to the normal (undamaged, non-boundary) nodes. A higher sparsity cut requires a greater number of link disconnections to create a partitioned network. The performance of movement algorithms are compared by
the cumulative mean of sparsity throughout the consecutive damage events and recovery. 

**Benchmark Movement Algorithms**, The proposed movement algorithms are compared with several previously-published movement algorithms: **distributed self spreading algorithm (DSSA)[10]**, which is a force-based movement algorithm, and **Vor-Voronoi and MinMax-Voronoi**, both based on Voronoi diagrams of the network [4], [7]. Limited version of Vor-Voronoi and MinMax-Voronoi, denoted **Vor-Voronoi(L)** and **MinMax-Voronoi(L)**, in which the nodes’ movements are restricted when they move beyond their own range disc, are also compared with the proposed movement algorithm.

V. RESULTS

Using Matlab, \( N = 1000 \) nodes with communication ranges of 15 m \((R_c = R_s = 15\text{ m})\) are deployed at uniformly-distributed random locations in a rectangular deployment area of \([-100, 100] \times [-100, 100] \text{ m}\). Each coverage hole is modelled as a circle with a random radius \(r_{Hole} \sim [0, 50 \text{ m}]\) and uniformly distributed random centres \((x_{Hole}, y_{Hole})\), \(U_x \sim [-100 \text{ m}, 100 \text{ m}]\), \(U_y \sim [-100 \text{ m}, 100 \text{ m}]\).

To properly compare the proposed movement algorithms with the benchmarks, we use randomly generated CH radii of \(r_{Hole}^{(1,2,\cdots,5)} = [47.3, 48.9, 35.2, 41.8, 42.5] \text{ m}\) and CH locations of \(x_{Hole}^{(1,2,\cdots,5)} = [23.5, -59, 41.7, 12.7, -67.3] \text{ m}\) and \(y_{Hole}^{(1,2,\cdots,5)} = [47, 31, 76.2, -18.5, -42] \text{ m}\) to model five consecutively-formed coverage holes.

The performance of movement algorithms in terms of sparsity, percentage of coverage and node-to-sink distances has been evaluated for different algorithm parameters of \(\lambda_s = \{0.9, 0.5, 0.1\}\) \((\lambda_{cm} = 1 - \lambda_s)\), \(\delta_r = 0\) and sink node at the locations of \((\pm 100 \text{ m}, \pm 100 \text{ m})\). Due to similar performance trends for the given parameters, for sake of brevity, only the results of \(\lambda_s = 0.9\) with the sink node at the location of \((100\text{ m}, 100\text{ m})\) are presented in this paper. The experiment was repeated 50 times for all movement algorithms.

Performance of movement algorithms are shown in terms of networks sparsity (Table I and Fig. 5), percentage of coverage (Table II, Fig. 6), and boundary node to sink node distances (Table III, Fig. 7, 8, and 9). For comparison, in Tables I, II, and III, performance are calculated based on the efficacy of each algorithm applied after each occurrence of the damage events (i.e., the 2nd row from each movement algorithms in the tables are used for comparison).

From Table I and Fig. 5, it can be seen that Voronoi-based movement algorithms and DSSA respectively outperform our proposed algorithms by 20% and 10%. Among the proposed movement algorithms, only SSM improves network sparsity cut. Voronoi movement algorithms have the best performance, while DSSA outperforms SSM by about 5%.

Results from Table II and Fig. 6 show that the proposed movement algorithms either slightly outperform or match DSSA. Voronoi-based algorithms outperform the proposed movement algorithms and DSSA with average of 20% – 24% during recovery of consecutive CHs.

From Table III and Fig. 7, it can be seen that proposed movement algorithms slightly outperforms and/or matches Voronoi-based algorithms in terms of average boundary to sink node distance during the course of recovery process. DSSA
outperforms Voronoi-based algorithms by an average of 25%.
Such performance differences increase with occurrence of more CHs. Other proposed movement algorithms marginally outperform DSSA as well as Voronoi-based algorithms by 1% to 5%.

VI. CONCLUSION

This work present a new approach to the problem of recovery from coverage holes in WSNs via node autonomous node relocation algorithms. In the proposed recovery models, the the locations of deployed network sink nodes are modify the movement of nodes during the recovery process in order to conserve energy and maintain overall useable network longevity. The proposed distributed node relocation algorithms aim to reduce the moving nodes’ distances to the sink nodes. This approach can be considered as an initial effort to partially address the gradual and impact of the sink nodes on the energy budget of their neighbours.

The performance of the proposed movement algorithms used in the coverage hole recovery model have been compared with previously published benchmark algorithms such as force-based and Voronoi-based relocation algorithms in terms of percentage of coverage, boundary nodes to sink distances and sparsity cut during the course of recovery from the consecutive random and large scale coverage holes in the network. The results show that there are trade-offs between targeted design goals of each relocation algorithm. Therefore, depending on the performance metric, the proposed model either outperforms, underperforms, or matches comparable algorithms.
TABLE III

DISTANCES TO SINK NODES LOCATED AT (100, 100) M; 5 CONSECUTIVE CHS

<table>
<thead>
<tr>
<th>Alg</th>
<th>Average Distances</th>
<th>Maximum Distances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1st</td>
<td>2nd</td>
</tr>
<tr>
<td>SIM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>110.9</td>
<td>117.4</td>
</tr>
<tr>
<td></td>
<td>99.6</td>
<td>110.7</td>
</tr>
<tr>
<td>CSSM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>101.8</td>
<td>115.0</td>
</tr>
<tr>
<td></td>
<td>101.1</td>
<td>115.2</td>
</tr>
<tr>
<td>CSSMM</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>100.8</td>
<td>115.6</td>
</tr>
</tbody>
</table>
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