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Abstract—This paper presents two-hop relay gain-scheduling control in a Wireless Sensor Network to estimate a static target prior characterized by Gaussian probability distribution. The target is observed by a network of linear sensors, whose observations are transmitted to a fusion center for carrying out final estimation via a amplify-and-forward relay node. We are concerned with the joint transmission power allocation for sensors and relay to optimize the minimum mean square error (MMSE) estimator, which is deployed at the fusion center. Particularly, such highly nonlinear optimization problems are solved by an iterative procedure of very low computational complexity. Simulations are provided to support the efficiency of our proposed power allocation.
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I. INTRODUCTION

Wireless Sensor Network (WSN) is an emerging technology that plays a key role in many applications such as process monitoring in industrial plants, navigational and guidance systems, radar tracking, sonar ranging, environment monitoring, battlefield surveillance, health care and home automation [1]–[8]. Usually the sensors are geographically distributed to operate in an amplify-and-forward mode [9], [10]. Through wireless communication channels, the sensors send their own local measurement of a target to a central system, known as the fusion center (FC). The FC filters these local measurements for a global estimate of the target. The prior knowledge on the target is often assumed to be Gaussian, in which case the minimum mean square error (MMSE) estimator is defined via the first and second order statistical moments (the mean vector and covariance matrix) of the jointly Gaussian distributed source and observation [11], p. 28. As the sensors consume a certain power in transmitting their observations to the FC, the sensor power allocation to minimize estimate distortion at the FC has been a subject of considerable interest [12]–[16]. Provided that the target is modelled by a Gaussian random variable, [16] shows that the globally optimal distributed Bayes filtering for a linear sensor network (LSN) is computationally tractable by (convex) semi-definite programming (SDP). Meanwhile, it is known [17] that the wireless channels are Rayleigh fading, suffering the path loss that is proportional to the physical link distance. Therefore the assumption on the strong wireless channels between the sensors and the FC in all previous works [12]–[16] implicitly dictates that the FC must be located near the sensors. Otherwise the sensors need to consume more transmission power to combat against the path loss of the communication, which is impossible due to either the sensor limited hardware capacity or diminishing battery life. Therefore, as this paper firstly suggests, it is much more sensible to deploy a relay that is able to amplify and forward the local measurements of the sensors to the FC. Accordingly, the interested problem is to jointly allocate the relay powers and sensor powers to optimize the MMSE estimator at the FC. Unlike the separated sensor power problem which is convex and solved by SDP [16], this new joint power control is no longer convex. Nevertheless, we will show in this paper that it can be addressed by successive convex programs, each of which admits a closed-form solution.

The paper is structured as follows. After the Introduction, Section II introduces the two-hop relayed wireless sensor network and gives the power optimization formulation. Section III is devoted to its solution by successive convex programming. Section IV provides a preliminary simulation to support the result of Section V. Section V concludes the paper. Due to the space limitation, all proofs are omitted. Most of the notations used in the paper are described here. Bold lower-case and upper-case symbols are used to represent vectors and matrices respectively. By $A \succeq B$ it means $A - B \succeq 0$, i.e. $A - B$ is a positive definite matrix. $\text{diag}(\mathbf{a})$ is a diagonal matrix with ordered diagonal entries $a_1, a_2, \ldots, a_N$. $\sqrt{\mathbf{q}}$ for a vector $\mathbf{q}$ with nonnegative components is component-wise understood. Trace of a square matrix $A$ is expressed by $\text{Trace}(A)$. $E[\cdot]$ is the expectation operator. $X \sim p_X(x)$ is referred to a random variable (RV) $X$ with probability density function (PDF) $p_X(x)$. $m_X$ is its expectation $E[X]$, while $C_X$ is its auto-covariance matrix $E[(X - m_X)(X - m_X)^T]$ and $C_{XY}$ is its cross-covariance matrix $E[(X - m_X)(Y - m_Y)^T]$ with another RV $Y$. Similarly $R_X$ is its auto-correlation matrix $E[X X^T] = C_X + m_X (m_X)^T$ and $R_{XY}$ is its cross-correlation matrix $E[X Y^T] = C_{XY} + m_X (m_Y)^T$ with another RV $Y$. $X|Y$ is a random variable $X$ re-
restricted by a realization of the conditioning random variable \( Y \) and accordingly \( X|Y = y \) is a random variable restricted by the value \( Y = y \) of \( Y \). \( \mathcal{N}(x; m_X, C_X) := \frac{1}{\sqrt{2\pi \det(C_X)}} \exp \left( -\frac{1}{2} (x - m_X)^T C_X^{-1} (x - m_X) \right) \) is a Gaussian distribution so \( X \sim \mathcal{N}(x; m_X, C_X) \) means that \( X \) is Gaussian RV with expectation \( m_X \) and covariance \( C_X \).

II. BEHAVIORAL FRAMEWORK BASED RELAYED OPTIMIZATION

Suppose \( (X, Y) \) is a jointly Gaussian RV characterized by

\[
(X, Y) \sim f_{X,Y}(x, y) := \mathcal{N}((x, y); m_{X,Y}, C)
\]

with \( m_{X,Y} = \begin{pmatrix} m_X \\ m_Y \end{pmatrix} \), \( C = \begin{pmatrix} C_X & C_{XY} \\ C_{YX} & C_Y \end{pmatrix} \). The MMSE estimate for \( X \) based on the measurement \( Y = y \) is

\[
\hat{x} = m_X + C_{X|Y} C_Y^{-1} (y - m_Y)
\]

with MSE covariance

\[
C = \int (x - \hat{x}) (x - \hat{x})^T f_{X|Y=y}(x) dx
\]

\[
= C_X - C_{XY} C_Y^{-1} C_{YX}
\]

MMSE of Bayesian estimate \( E[|X - X|Y = y|^2] \) for \( X \) based on observation \( Y = y \) is thus

\[
\epsilon^2 = \text{Trace}(C)
\]

Now, consider a Gaussian target \( \mathcal{N}(m_X, C_X) \) in \( N \)-dimensional space, which is observed by \( M \) spatially distributed linear sensors \( Y \) as

\[
y = Gx + n,
\]

where \( n \) is white noise \( \mathcal{N}(0, R_n) \), which independent from \( x \). It is easy to see that \( (X, Y) \) constitutes the behavioral equation [1] with

\[
m_Y = Gm_X, C_Y = GC_XG^T + R_n, C_{XY} = C_{YX} = C_XG^T.
\]

Accordingly \( y = (y_1, y_2, ..., y_M)^T \) is the sensor observations with

\[
||y_j||^2 = C_Y(j, j) + m_Y^2(j).
\]

The sensors send these noise corrupted observations \( y_j \) to the relay over wireless flat-fading time-orthogonal communication channels [12]. The signals received at the relay can thus be written as

\[
z_{jR} = \sqrt{h_{jR}} \alpha_j y_j + w_{jR}, j = 1, 2, ..., M,
\]

where \( \sqrt{h_{jR}} \) is the channel gain between sensor \( j \) and the relay, \( w_{jR} \) is a corrupt noise, which can be assumed white with power \( \sigma_{jR} \) and independent with the \( y_j \) and \( \sqrt{h_{jR}} \) is to control the transmit power \( P_j \) of sensor \( j \)

\[
P_j = \alpha_j ||y_j||^2 = (C_Y(j, j) + m_Y^2(j)) \alpha_j,
\]

which is subject to a fixed sum power budget \( P_R > 0 \)

\[
\sum_{j=1}^M P_j = \sum_{j=1}^M ||y_j||^2 \alpha_j \leq P_R.
\]

The relay will then amplify these received signals \( z_{jR} \) to power level \( \beta_j \), before forward them to the FC, so the received signals at the FC are

\[
z_j = \sqrt{h_{jD}} \beta_j ||z_{jR}||^2 z_{jR} + w_{jD}
\]

\[
= \sqrt{h_{jD}} h_{jR} \beta_j \alpha_j ||(h_{jR})||^2 \alpha_j + \sigma_{jR} y_j + w_{jD},
\]

where \( \sqrt{h_{jD}} \) is the channel gain between the relay and the FC in the carrier \( j \), \( w_{jD} \) is the background noise at the FC, which can be assumed noised with power \( \sigma_{jD} \) and independent with \( z_{jR} \). Accordingly,

\[
w_j = \sqrt{h_{jD}} \beta_j (h_{jR})||y_j||^2 \alpha_j + \sigma_{jD} w_{jR} + w_{jD}
\]

is white noise with power \( h_{jD} \beta_j (h_{jR})||y_j||^2 \alpha_j + \sigma_{jD} \). The power levels \( \beta_j \) are constrained by the relay power budget \( P_R \) as

\[
\sum_{j=1}^M \beta_j \leq P_R.
\]

Thus, the signals received at the FC can be written in a vector form by

\[
Z_{\alpha,\beta} = H_{\alpha,\beta} Y + W_{\alpha,\beta},
\]

where \( H_{\alpha,\beta} \in \mathbb{R}^{M \times M} \) is defined by

\[
H_{\alpha,\beta} = \text{diag} \left[ \left( \sqrt{h_{jD}} h_{jR} \beta_j ||(h_{jR})||^2 \alpha_j + \sigma_{jR} \right) \right]_1^M,
\]

and \( W_{\alpha,\beta} \sim \mathcal{N}(0, C_{\alpha,\beta}) \) with diagonal matrix

\[
C_{\alpha,\beta} = \text{diag} \left[ h_{jD} \beta_j (h_{jR})||y_j||^2 \alpha_j + \sigma_{jD} \right]_1^M
\]

is the total noise.

Based on (1) and (13), one can write the behavioral equation

\[
(X, Z_{\alpha,\beta}) \sim f_{X,Z_{\alpha,\beta}}(x, z)
\]

\[
= \mathcal{N} \left( \left( x, z ; \left( \begin{pmatrix} m_X \\ H_{\alpha,\beta} m_Y \end{pmatrix} \right) \right) , \left( \begin{pmatrix} C_X & C_{XY} \alpha_{\alpha,\beta} \\ H_{\alpha,\beta} C_{YX} & H_{\alpha,\beta} C_Y + C_{\alpha,\beta} \end{pmatrix} \right) \right)
\]

From (14), the Bayesian optimal MMSE estimate based on FC output \( Z_{\alpha,\beta} = z \) is

\[
\hat{x} \triangleq \text{E}[X|Z_{\alpha,\beta} = z] = m_X Z_{\alpha,\beta}
\]

where

\[
m_{X|Z_{\alpha,\beta}} = m_X + C_{X|Y} \left( H_{X \alpha,\beta} C_Y H_{\alpha,\beta} + C_{\alpha,\beta} \right)^{-1} C_{X|Y}
\]

\[
\times (z - H_{\alpha,\beta} m_Y).
\]

Accordingly,

\[
[X|Z_{\alpha,\beta} = z] \sim p_{X|Z_{\alpha,\beta} = z} = \mathcal{N}(x, m_{X|Z_{\alpha,\beta}}, C_X|Z_{\alpha,\beta})
\]

where

\[
C_{X|Z_{\alpha,\beta}} = C_X - C_{X|Y} H_{X \alpha,\beta} \left( H_{X \alpha,\beta} C_Y H_{\alpha,\beta} + C_{\alpha,\beta} \right)^{-1}
\]

\[
\times H_{\alpha,\beta} C_{YX} + C_{X|Y} (C Y^{-1} C_{YX})^{-1} \times ((C_{YX})^{-1} + \text{diag} [\varphi (\alpha, \beta)]_1^M)^{-1} \times (C_Y)^{-1} C_{YX}
\]

(19)
III. TRACTABLE SUCCESSIVE CONVEX OPTIMIZATION

Consider

$$\min_{\alpha, \beta} \quad \text{Trace}(C(\alpha, \beta)) : [11], [12],$$

which is equivalent to the following program

$$\min_{\alpha, \beta} \varphi(\alpha, \beta) := \text{Trace}(\Psi H + \text{diag} \varphi_j(\alpha, \beta)) [11]^{-1} \Psi)$$

subject to \([10], [12].\)

where

$$\Psi = C_Y^{-1} C_Y X, \quad \Phi = C_Y^{-1}.$$

It can be seen from [20] and [22] that [22] is a highly non-convex optimization in \((\alpha, \beta).\) Nevertheless, in what follows we develop a successive procedure, which yields an optimal (possibly local) solution of [22].

Given \((\alpha^{(k)}, \beta^{(k)})\) we now process the following successive approximations. Define

\[
\varphi_j^{(k)}(\alpha, \beta) = \varphi_j(\alpha^{(k)}, \beta^{(k)}), \\
\Theta^{(k)} = \text{diag}[\varphi_j^{(k)} M]^{-1} \Psi \Phi + \text{diag} \varphi_j^{(k)} M^{-1} \Psi \Phi [11]^{-1} \Psi, \\
\rho_j^{(k)} = \Theta^{(k)}(j, j) > 0.
\]

where \(\Theta^{(k)}(j, j)\) is the \(j\)-th diagonal entry of \(\Theta^{(k)}\).

**Theorem 1:** The following inequalities hold true for all \(\alpha > 0\) and \(\beta > 0\),

$$\varphi(\alpha, \beta) \leq \varphi^{(k)}(\alpha, \beta)$$

where

$$\varphi(\alpha, \beta) := \varphi(\alpha^{(k)}, \beta^{(k)}) + \sum_{j=1}^{M} \rho_j^{(k)} \frac{r_j}{p_j} a_j + \frac{q_j}{p_j} b_j + \frac{\sigma_j}{2 p_j} \left( \frac{\alpha_j^{(k)}}{\beta_j^{(k)}} \right)^2 + \frac{\beta_j^{(k)}}{\alpha_j^{(k)}} - \frac{1}{\varphi_j^{(k)}}.$$

Function \(\varphi^{(k)}\) is convex majorant of the highly nonconvex function \(\varphi.\) According we consider the following majorant minimization

$$\min_{\alpha, \beta} \varphi^{(k)}(\alpha, \beta) \quad \text{subject to} \quad [10], [12].$$

**Proposition 1:** Whenever \((\alpha^{(k)}, \beta^{(k)}\)) is feasible to [10], [12], the optimal solution \((\alpha^{(k+1)}, \beta^{(k+1)})\) of convex program (27) is a feasible solution of nonconvex program (22), which is better than \((\alpha^{(k)}, \beta^{(k)}),\) i.e.

$$\varphi(\alpha^{(k+1)}, \beta^{(k+1)}) < \varphi(\alpha^{(k)}, \beta^{(k)})$$

as far as \((\alpha^{(k+1)}, \beta^{(k+1)}) \neq (\alpha^{(k)}, \beta^{(k)}).\)

We now show that the convex program (27) admits the optimal solution in closed-form. Indeed, (27) boils down to

$$\min_{\alpha, \beta} \sum_{j=1}^{M} \left[ \frac{a_j^{(k)}}{\alpha_j} + \frac{b_j^{(k)}}{\beta_j} + \frac{c_j^{(k)}}{2 \alpha_j^2} + \frac{d_j^{(k)}}{2 \beta_j^2} \right] \quad \text{subject to} \quad [10], [12].$$

with

$$a_j^{(k)} = \rho_j^{(k)} r_j/p_j, \quad b_j^{(k)} = \rho_j^{(k)} b_j/p_j, \quad c_j^{(k)} = \rho_j^{(k)} \sigma_j \alpha_j^{(k)} / (p_j \beta_j^{(k)}), \quad d_j^{(k)} = \rho_j^{(k)} \sigma_j \beta_j^{(k)} / (p_j \alpha_j^{(k)}).$$

By using the Lagrangian multiplier method, it can be shown that the optimal \(\alpha_j\) and \(\beta_j\) are the unique positive roots of the following compressed cubic equations

$$a_j^{(k)} \alpha_j + c_j^{(k)} \alpha_j^2 = \lambda_T \|y_j\|^2 \alpha_j^3, \quad j = 1, 2, ..., M, \quad (31)$$

$$b_j^{(k)} \beta_j + d_j^{(k)} \beta_j^2 = \lambda_R \beta_j^3, \quad j = 1, 2, ..., M, \quad (32)$$

where \(\lambda_T > 0\) and \(\lambda_R > 0\) such that \(\alpha_j\) and \(\beta_j\) satisfy the power constraints [10] and [12] at equality sign. Accordingly

$$\alpha_j^{(k+1)} = \left\{ \begin{array}{ll}
\frac{\epsilon_j^{(k)}}{2 \lambda_T \|y_j\|^2} + \frac{\epsilon_j^{(k)}}{2 \lambda_T \|y_j\|^2} \left( \frac{\epsilon_j^{(k)}}{3 \lambda_T \|y_j\|^2} \right)^{1/3} & \\
\frac{\epsilon_j^{(k)}}{2 \lambda_T \|y_j\|^2} - \frac{\epsilon_j^{(k)}}{2 \lambda_T \|y_j\|^2} \left( \frac{\epsilon_j^{(k)}}{3 \lambda_T \|y_j\|^2} \right)^{1/3}
\end{array} \right. \quad (33)$$

$$\beta_j^{(k+1)} = \left\{ \begin{array}{ll}
\frac{d_j^{(k)}}{2 \lambda_R} + \frac{d_j^{(k)}}{2 \lambda_R} \left( \frac{b_j^{(k)}}{3 \lambda_R} \right)^{1/3} & \\
\frac{d_j^{(k)}}{2 \lambda_R} - \frac{d_j^{(k)}}{2 \lambda_R} \left( \frac{b_j^{(k)}}{3 \lambda_R} \right)^{1/3}
\end{array} \right. \quad (34)$$

where \(\lambda_T > 0\) and \(\lambda_R\) are chosen so that such \(\alpha_j\) and \(\beta_j\) satisfy the power constraints [10] and [12] at equality sign, which can be located by the following golden search.

**Golden search.** Set \(\lambda_T_{\text{min}} = \max_{j=1,...,M} \|a_j^{(k)}/P_T^2 + c_j^{(k)}/P_R^2\|/\|y_j\|^2\) and define \(\lambda_T\) by (33) for \(\lambda_T = 2\lambda_T_{\text{min}}.\) If \(\sum_{j=1}^{M} \|y_j\|^2 \alpha_j^3 > P_T,\) set \(\lambda_T_{\text{min}} = \lambda_T\) and repeat. Otherwise set \(\lambda_T_{\text{max}} = \lambda_T.\) Restart from \(\lambda_T = (\lambda_T_{\text{min}} + \lambda_T_{\text{max}})/2\) and define \(\lambda_T\) by (33). If \(\sum_{j=1}^{M} \|y_j\|^2 \alpha_j^3 > P_T,\) reset \(\lambda_T_{\text{min}} = \lambda_T.\) Otherwise reset \(\lambda_T_{\text{max}} = \lambda_T.\) Process till \(\sum_{j=1}^{M} \|y_j\|^2 \alpha_j^3 < P_T.\) Set \(\lambda_R_{\text{min}} = \max_{j=1,...,M} \|b_j^{(k)}/P_T + d_j^{(k)}/P_R^3\|,\) and define \(\lambda_R\) by (34) for \(\lambda_R = 2\lambda_R_{\text{min}}.\) If \(\sum_{j=1}^{M} \|y_j\|^2 \beta_j^3 > P_R,\) set \(\lambda_R_{\text{min}} = \lambda_R\) and repeat. Otherwise set \(\lambda_R_{\text{max}} = \lambda_R.\) Restart from \(\lambda_R = (\lambda_R_{\text{min}} + \lambda_R_{\text{max}})/2\) and define \(\lambda_R\) by (34). If \(\sum_{j=1}^{M} \|y_j\|^2 \beta_j^3 > P_R,\) reset \(\lambda_R_{\text{min}} = \lambda_R.\) Otherwise reset \(\lambda_R_{\text{max}} = \lambda_R.\) Process till
\[ \sum_{j=1}^{M} \beta_j = P_T. \]

**Algorithm 1.** Initialized from \((\alpha^{(0)}, \beta^{(0)})\) feasible to (10) and (12), for \(k = 0, 1, \ldots \) generate a feasible solution \((\alpha^{(k+1)}, \beta^{(k+1)})\) for \(k = 0, 1, \ldots \), according to formula (33) and (34) until

\[ \frac{\varphi(\alpha^{(k)}, \beta^{(k)}) - \varphi(\alpha^{(k+1)}, \beta^{(k+1)})}{\varphi(\alpha^{(k)}, \beta^{(k)})} \leq \epsilon \]

for a given tolerance \(\epsilon\).

It follows from Proposition 1 that.

**Proposition 2:** Algorithm 1 generates a sequence \(\{ (\alpha^{(k)}, \beta^{(k)}) \}\) of improved solutions, which converges to an optimal solution of the nonconvex problem (22).

**IV. Simulations**

The proposed algorithm is validated via two LSN experiments: random scalar targets and random vector targets. In both cases, 10,000 Monte Carlo channel realizations are generated and targets are static. The background noise power for all parties (sensors, relay and FC) is assumed to be \(R_n = \text{diag} [\sigma_{[R]}^2]_M = \text{diag} [\sigma_{D}^2]_M = I\), where \(I\) is the identity matrix. The channel gains \(h_{j,R}\) and \(h_{j,D}\) are determined according to \(h = \text{SNR}(\lambda/4\pi d)^2\), with the distance between two ends \(d\), signal wavelength \(\lambda\) and signal-to-noise ratio \(\text{SNR}\). The transmit power budgets \(P_T = [0.1, 0.2, \ldots , 1.0]\) and the relay power budget is fixed at \(P_R = 5\) for both random scalar and vector experiments. Random permutations of sensor placements surrounding the mean of the targets \(m_X\) are generated for each channel realization.

For random scalars it is assumed that ten \((M = 10)\) sensors are in different channel conditions

\[ G = [1.00, 1.11, 1.22, 1.33, 1.44, 1.55, 1.66, 1.77, 1.88, 2.0]^T. \]

The mean square error (MSE) results for random scalars are shown in Fig. 1. In this figure we compare one-hop (sensors communicate directly to the FC, \(d = 400m\)) and two-hop conditions \((d = 200m\) for sensor to relay and relay to FC) as well as their respective uniform power distributions. It can be seen that two-hop is optimal in the majority of power budgets. For random vectors \((N = 3)\), each sensor node performs range, elevation angle and azimuth measurements

\[ g_j(x) = \left( \sqrt{(x(1) - s_{j,x})^2 + (x(2) - s_{j,y})^2} + (x(3) - s_{j,z})^2, \frac{(x(2) - s_{j,y})}{(x(1) - s_{j,y})}, \frac{(x(3) - s_{j,z})}{(x(1) - s_{j,x})^2 + (x(2) - s_{j,y})^2} \right), \]

with \(s_j \hat{p} = (x, y, z)\) being the Cartesian coordinates of a sensor \(j\). The power allocation is distributed to all \(M = 10\) sensors and the three measuring components. Subsequently, nonlinear maps \(g_j(x)\) are linearized at \(m_X\) to have the linear sensor model \(G = [G_1, G_2, \ldots , G_M]^T\) with \(G_j = \partial g_j(m_X)/\partial x\). Fig. 2 shows the MSE results for random vectors. It can be seen that the two-hop allocation using Algorithm 1 has lower MSE than all other conditions.

**V. Conclusion**

We have proposed the model for two-hop relaying wireless sensor networks and developed an effective solution computation for joint power allocation for sensor and relay. A consideration for nonlinear sensor networks and non-Gaussian targets is underway.
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\(^{2}\)The one-hop case corresponds to the case when the relay and FC are the same. The power budget is still kept at \(P_T\) to reflect that it cannot be increased either due to the sensor limited hardware capacity or to save the sensor battery life.


