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Problems, successes, and challenges for the application of dispersion-

corrected Density-Functional Theory combined with dispersion-based 

implicit solvent models to large scale hydrophobic self assembly and 

polymorphism  

The recent advent of dispersion-corrected density-functional theory (DFT) 

methods allows for quantitative modelling of molecular self-assembly processes, 

and we consider what is required to develop applications to the formation of large 

self-assembled monolayers (SAMs) on hydrophobic surfaces from organic 

solution.  Focus is on application of the D3 dispersion correction of Grimme 

combined with the solvent dispersion model of Floris, Tomasi, and Pascual-Ahuir 

to simulate observed scanning-tunnelling microscopy (STM) images of various 

polymorphs of tetraalkylporphyrin SAMs on highly oriented pyrolytic graphite 

(HOPG) surfaces.  The most significant problem is identified as the need to treat 

SAM structures that are incommensurate with those of the substrate, providing a 

challenge to the use of traditional periodic-imaging boundary techniques.  Using 

nearby commensurate lattices introduces non-systematic errors into calculated 

lattice constants and free-energies of SAM formation that are larger than 

experimental uncertainties and polymorph differences. Developing non-periodic 

methods for polymorph interface simulation also remains a challenge. Despite 

these problems, existing methods can be used to interpret STM images and SAM 

atomic structures, distinguishing between multiple feasible polymorph types. 

They also privide critical insight into the factors controlling polymorphism.  All 

this stems from a delicate balance that the intermolecular D3 and solvent Floris, 

Tomasi, and Pascual-Ahuir corrections provides.  Combined optimized 

treatments should yield fully quantitative approaches in the future. 

Keywords: self-assembly, dispersion interactions, solvent dispersion, Gibbs free 

energy of formation, scanning-tunnelling microscopy 
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Introduction 

Kohn-Sham density functional theory[1] (DFT) has become the by far most applied 

methodology in quantum chemistry, thanks to the ground-breaking development of 

general-gradient approximation[2,3,4,5,6] (GGA) and hybrid DFT[7,8,9] approaches in 

the 1980s and 1990s.  However, initial hopes to have found a universal approach with a 

relatively low computational cost were somewhat dampened when first studies appeared 

in the mid-1990s showing that common DFT approximations, owing to their semi-local 

nature, incorrectly described the asymptotic decay of the electron density, and so did not 

properly describe the well-known R-6 distance behaviour of the London-dispersion[10] 

force.[11,12,13,14]  This sparked vivid research aimed at solving this problem.  

One of the first strategies used in this endeavour was to design empirical 

functionals whose parameters were optimised against non-covalent interaction 

energies.[15] Indeed, it at first appeared that some functionals such as PW91[16] 

seemed to be attractive near van der Waals equilibrium distances and they were 

subsequently used in various applications,[17] including the treatment of the adsorption 

of molecules onto surfaces.  This method thus gave better results for non-covalent 

interactions than other methods and were initially proposed to do so by treating 

dispersion properly, but this was shown (by one of us) not to be the case.[18] Further, it 

has now been established that even highly-parameterised functionals[19,20] do not 

describe the asymptotes of the London-dispersion energy correctly and that they still 

suffer from the same underlying problem as all conventional DFT approximations.[21]   

In the last decade, other promising approaches have been developed to tackle the 

dispersion problem, and they can be divided into three categories: van-der-Waals 

density functionals (vdW-DFs),[22,23,24,25] effective-core potentials (ECPs) that try to 

mimic dispersion effects,[26,27,28,29,30] and additive dispersion 
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corrections.[31,32,33,34,35,36,37,38,39,40,41,42] Herein, we briefly outline only the 

most important aspects of these corrections; for detailed reviews of the advantages and 

disadvantages of the different approaches we refer the reader to Refs.[43,44,45].  

vdW-DFs are a combination of a conventional exchange-correlation functionals 

with a nonlocal kernel that describes the London-dispersion contribution to the total 

energy. The first functional of this type has been proposed by Langreth and co-

workers.[46] The latest developments and applications in this field have been based on 

the VV10 kernel developed by Vydrov and van Voorhis.[47] For general 

thermochemistry, VV10-based methods were shown to overall have the same accuracy 

as some of the best additive dispersion corrections discussed further below.[45,48] 

Moreover, they showed smaller outliers and performed better in some systems that were 

more difficult to treat with additive corrections, e.g. tri- and tetrapeptide 

conformers.[45,48]  However, the evaluation of the nonlocal kernel in vdw-DFs can be 

costly for larger systems, and we decided to not apply these approaches in the present 

work.   

ECP methods are fitted to interaction energies of non-covalently bound dimers, 

and they have been developed for crystalline and molecular systems.[26,27,28,29,30] 

The technical advantage of these methods is that ECPs are implemented in all standard 

quantum-chemistry codes and that they can be readily used. A disadvantage is that the 

potentials have to be fitted for every single element, which limits the variety of systems 

that can be treated with such methods. Furthermore, while interaction energies in non-

covalently bound complexes can be obtained with good accuracy,[29] questions have 

been raised about their performance for general thermochemistry.[45] 

There are different variants of additive dispersion corrections. They all have in 

common that in principle they can be applied to any density functional. One subclass of 
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these approaches are density-dependent corrections, such as the exchange-hole dipole-

moment (XDM) model by Becke and Johnson,[36,37,38,39,40,41] the DFT+vdW/vdW-

TS method by Tkatchenko and Scheffler,[42] and the dDsC correction by Steinmann 

and Corminboeuf.[33] Applications of these methods are numerous and they all showed 

that these models can provide results with very good 

accuracy.[33,36,37,38,39,40,41,42,49,50,51,52,53]  As our study is related to material 

science, we would like to particularly highlight recent reviews on the vdW-TS and 

dDsC methods that showcase their applicability to computational material science, 

including molecular crystals.[54,55] 

Herein, we focus our study on the second subclass of additive corrections, the 

(usually) atomic pairwise approaches denoted as DFT-D type methods. These methods 

can be combined very easily with conventional DFT methods without any significant 

additional computational cost. They can simply be described as an additive energy 

correction DE  to the underlying DFT energy DFTE , so that the total DFT-D energy is 

given simply by[31,32,33,34,35] 

.DFT D DFT DE E E− = +      (1) 

Analytical gradients and second derivatives can also be derived from this scheme and 

therefore also dispersion-corrected DFT geometry optimisations and frequency 

calculations can be carried out.   

In this Ian Snook Memorial issue of Molecular Simulations, we note the 

significant contributions that he made to this field.  First, he focused on the most 

elementary systems: van der Waals dimers of noble gasses,[56] akin to what had been 

done previously in assessing density-functionals[11,12,13,14] including our assessment 

of the merits of the PW91 method for predicting weak non-bonded interactions.[18] In 
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this way he demonstrated the appropriateness of the DFT-D type approach.  Then he 

performed a basic study, considering not just the requirements for a successful DFT-D 

approach to noble gas, π-stacking, and the other small-molecule phenomena that were 

being considered at the time, but also the requirements for a method that could treat 

large biological and nanosystems including systems close to his heart, metal clusters 

and graphene flakes.[57]  However, DFT-D is only an approximate empirical scheme, 

and the leading developer of methods appropriate when DFT-D approaches intrinsically 

fail is Ian Snook’s long-time colleague John Dobson.  He has demonstrated that failure 

occurs fundamentally whenever the molecules or nanoparticles have degenerate ground 

states, leading to incorrect asymptotic behaviour of the potential.  This situation does 

not apply in most chemical scenarios, leading to the widespread applicability of DFT-D. 

Meanwhile, a tremendously successful additive dispersion correction for 

interacting non-degenerate ground-state systems that was developed is Grimme’s DFT-

D3 approach.[34,35]  It has been presented in two variants, with the first often being 

called the “zero-damping” form[34] while the later improved method is called the 

“Becke-Johnson-damping”[36,38,39] (DFT-D3(BJ)) version.[35]  Both versions have in 

common that they ensure the correct asymptotic R-6 long-range behaviour for non-

degenerate ground-state interactions.  Most of the parameters in these models are 

derived from first principles but either two parameters (zero-damping case) or three 

parameters (Becke-Johnson damping) need to be empirically adjusted for each density 

functional approximation.  These parameters are independent of basis set, applied field, 

and all other parameters used in electronic-structure calculations.  As the original 

implementation is no longer in common use, the later refinement is typically called just 

“DFT-D3” and we follow that approach herein.  The number of successful DFT-D3 

applications now goes into the hundreds.  It suffices to say that this scheme has been 
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proven to be accurate and robust for non-covalently bound 

complexes,[21,34,35,53,58,59,60], for conformers of biologically relevant 

compounds,[17,35,61,62] in thermochemistry,[17,35,61,63,64,65,66] and also for the 

geometry optimisation of small,[64] medium.[67,68] and even very large systems such 

as proteins.[69] 

It is interesting to note that the additive dispersion corrections were first 

introduce in the 1970’s to correct Hartree-Fock theory.[70,71]  Recent studies have 

gone back to this idea and it has turned out that HF-D3 can be of great value, 

too.[64,68,69,72,73,74]  While this method is much more expensive than generalized-

gradient-approximation (GGA) functionals when applied to periodic systems, when 

combined with D3, is also generally more accurate and robust.[69] 

The D3 scheme has also been defined for calculations with periodic boundary 

conditions and so can be used in solid-state calculations[75] and, with some slight 

modifications, in surface calculations too. Although earlier forms of dispersion 

corrections had been made available in solid-state quantum-chemistry packages, the 

established standard procedure was to use dispersion-uncorrected GGA density 

functionals.  This changed in 2010 when Moellmann and Grimme showed the 

importance of London-dispersion for stacking effects and structural properties in a 

crystal of a bis-thiophene-derivative.[75]  Although this study was conducted with the 

original zero-damping version of DFT-D3, subsequent studies on organic crystals have 

shown that the Becke-Johnson damping scheme is indeed more reliable. 

Later applications have shown that DFT-D3 leads to improved cohesive energies 

and lattice parameters for rare-gas crystals and 23 organic crystals,[76] allows an 

accurate description of crystals containing ethyl-acetate conformers,[77] and allows 

understanding crystal packing of organometallic-ruthenium(IV) [78] and 
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zirconocene[79] complexes.  DFT-D3 has now also been successfully applied to 

inorganic systems, for instance, in the optimization of TiO2 structures for which the 

inclusion of dispersion effects turned out to be important for the relaxation of the crystal 

surface.[80]  A modified DFT-D3 version also allowed the description of adsorption 

processes to ionic surfaces.[81] 

The D3 scheme has been successfully combined with other approaches and it 

allowed reliable prediction of organic molecular crystals at the HF wave-function and 

the density-functional-tight-binding (DFTB[82,83]) semi-empirical levels.[84,85]  

Thanks to these successes, the periodic DFT-D3 scheme is now available in the Vienna 

Ab Initio Simulation Package (VASP[86]) and it can therefore be used by a large 

community of researchers. 

Our present study deals with adsorption of molecular assemblies to solid 

surfaces.  It presents an analysis of calculations preformed previously to understand 

polymorphism in tetraalkylporphyrin (M-CmP, see Fig. 1) self-assembled monolayer 

(SAM) polymorphs on a highly-ordered pyrolytic graphite (HOPG) surface from 

organic solutions like 1-phenyloctane, 1-octanoic acid, and n-tetradecane.[87,88]  Two 

generically different types of polymorphs are considered, a low density form L as well 

as variants of a medium density form M.  These studies: 

• Introduced a variety of methods, some including DFT-D3, for calculating the 

Gibbs free energies for SAM formation from solution using implicit solvent 

models.[87] 

• Showed that cancellation of very large, dramatically different contributions led 

to polymorphs of similar free energy.[87] 

• Showed that D3 contributions can be very large, sometimes in excess of 300 

kcal mol-1.[87,88]   
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• Demonstrated the factors controlling polymorph properties and SAM formation 

as a function of the length of the alkyl chains.[88] 

• Demonstrated that D3 was accurate to at least 15% based on analysis of 

observed scanning-tunnelling microscopy (STM) images alone.[88] 

These outcomes are significant as experimental research into the 

thermodynamical and kinetic effects controlling the production of hydrophobic SAMs 

from solution is in its infancy.  This field is also a precursor to other self-assembly 

processes of organic molecules including polymer structuring and protein folding.  As 

recently reviewed,[89] only in the last few years have measurements of thermodynamic 

quantities for hydrophobic SAM production been made,[90,91,92,93] but what is now 

apparent is that once formed alkylporphyrin SAMs become kinetically trapped.  A 

critical issue to be solved is the interplay between kinetic and thermodynamic effects in 

controlling structure and 

polymorphism.[90,91,92,94,95,96,97,98,99,100,101,102,103,104,105,106]  

Calculations can contribute to solving these challenges in a number of ways: 

• Through interpretation of observed STM images. 

• Through the prediction of the structures of SAM polymorphs. 

• Through the calculation of SAM enthalpy changes, identified as a major aid to 

experimental studies of SAM kinetics and thermodynamics.[89,106] 

• Through the prediction of the free energies of SAM formation and 

polymorphism. 

• Through the prediction of the rates of dynamical SAM processes. 

• By providing insight into the chemical features that control thermodynamic and 

kinetic properties and hence polymorph structure and stability. 
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Our studies[87,88] have addressed all structural and thermodynamic aspects of 

these contributions but not those related to kinetics.  Kinetics studies usually involve 

what in this case would be long and laborious searches for manifold transition states for 

polymorph interconversion processes, or else extremely computationally intensive 

molecular dynamics (MD) simulations.  While MD simulations have been applied to 

SAM formation problems and provided insight,[92,103,104,107] including even DFT 

MD simulations,[108,109] conventional quantum-chemistry approaches[110,111,112] 

offer direct evaluation of the critical quantities for minimal human and computational 

effort, allowing for large numbers of calculations using the best available methods such 

as DFT-D3.  This is the approach that we have taken. 

Herein, following Snook,[56,57] by considering aspects of the previous 

studies,[87,88] we identify the level of achievement that a calculation must reach so that 

it can contribute to understanding the current challenges concerning hydrophobic SAM 

formation and other types of organic self assembly.  These systems pose an interesting 

set of challenges and intricacies.  Calculations must be able to: 

• Automatically include all chemical features in a systematic a-priori fashion. 

• Quickly and accurately model dispersion interactions both between different 

molecules and between molecules and nanoscopic objects such as graphene or 

HOPG substrates. 

• Quickly and accurately treat the strong dispersive interactions that occur 

between these species and the organic solvent. 

• Quickly and accurately determine zero-point energy, entropy, and other thermal 

corrections that define the Gibbs free energy at finite system temperature. 

• Deal with substrate lattices that are incommensurate with the SAM lattice. 
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We consider how modern computational methods can address these issues to deal with 

the challenges facing today’s self-assembly research.  Four computational approaches 

are utilized to do this:[87,88,113] 

(1) A mixed quantum-mechanical/molecular (QM/MM) mechanical method 

utilizing the classic B3LYP hybrid density functional in conjunction with force 

fields for treating the intermolecular dispersion interactions.  An advantage of 

this approach is that each individual aspect of the method has been 

independently verified for accuracy. 

(2) A quality GGA functional PBE[5] used with D3, PBE-D3. 

(3) The traditional GGA density-functional preferred when intermolecular 

interactions are important, PW91,[16] used with D3, PW91-D3. 

(4) The PBE functional used with the older DRSLL[22] DFT-D-type dispersion 

treatment, PBE-DRSLL. 

Throughout, our implementation of Floris, Tomasi, and Pascual-Ahuir[114] is used to 

determine the solvent interactions between the substrate, SAM, and fully solvated 

adsorbate molecule.  This treats the dispersion contribution to the solvation energy as 

being proportional to the available surface area.  It is like the algorithm recently 

implemented[109] in VASP except that the solvent-accessible surface is used, a critical 

feature for the type of SAM investigated.  Also, our computationally efficient QM/MM 

approach is used throughout to evaluate the zero-point energy, entropy and enthalpy 

thermodynamic corrections.   

One other significant issue needs to be solved, the fact that organic SAMs on 

HOPG tend to be incommensurate with the substrate 

lattice.[87,88,113,115,116,117,118,119]  This poses a serious technical challenge as 
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electronic-structure computational methods treat surfaces using periodic boundary 

conditions, therefore demanding that the two lattices (or multiples thereof) be 

commensurate.  The QM/MM calculations overcome this problem as the MM force 

field only is used for the intermolecular interactions and these are so efficient that a 

large real-space sum can be performed, including interactions up to very large 

distances.[113]  However, this approach cannot be used for the DFT calculations and so 

we introduced a technique whereby all structures are optimized at 10-15 nearby 

commensurate lattices and the result of lowest free-energy taken.  The effects of this 

approximation, in particular, need to be well understood.   

Methods 

 

All methods are described in detail elsewhere.[87]  Briefly, the QM/MM calculations 

are performed by GAUSSIAN[120] using the EXTERNAL command to supply a 

specialized molecule-HOPG interaction potential[113] fitted to experimental enthalpy 

data.[121]  This is then combined with the standard AMBER force field[122] describing 

intermolecular interactions and the B3LYP/6-31G*[8,123] method describing the 

porphyrin.[8,123]  The PBE-D3 and PW91-D3 calculations were performed using 

VASP[86,124] while the PBE-DRSLL calculations were performed using 

SIESTA.[125]  The zero-point energy, enthalpy, and entropy corrections were evaluated 

in usual fashion[110] except that a real-space sum over a 5×5 grid of unit cells is used 

to include phonon modes.  The solvation energies are expressed using an interpolating 

scheme fitted to solution-phase data evaluated by GAUSSIAN as ∆G= -αA where A is 

the solvent-excluded surface area and we fit α = 0.0866 kcal mol-1 Å-2.  All STM 

images are processed using our internal calibration and statistical methods to provide 

accurate lattice dimensions and image shapes.[113] 
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Results 

Incommensurate SAM and substrate lattices 

The HOPG substrate lattice is triangular with a vector length of 2.46 Å (only every 

second surface carbon is visible owing to interactions between the top two graphene 

layers) and so half of this length is about the maximum amount by which a SAM lattice 

could be incommensurate with the surface.  Compressing or expanding SAMs by this 

amount could induce significant energy penalties, however, especially for SAMs of 

smaller molecules.  A way to reduce the effect is to find the best-matching substrate 

lattice parameters without regard to the alignment of the HOPG and SAM vectors.  

Alkane or tetraalkylporphyrin SAMs align with the alkyl chain directions parallel to a 

1120  substrate vector.[87,88,113,115,116,117,118,119]  Relaxing this constraint 

allows much better fits to be made to the vector lengths, resulting in an overall lower 

energy penalty for commensurate-lattice production. 

Table 1 gives the QM/MM optimized lattice parameters defined in Fig. 2 for the 

L polymorphs of CmP (see Fig. 1) SAMs with 6 24m≤ ≤ .  This computation method 

does not require commensurate lattices and predicts lattice vectors in excellent 

agreement with those observed.[87,88]  Also listed in the table are the changes in these 

lattice parameters resulting from SAM optimization using PBE-D3, restricted to 

commensurate lattices only.  While these differences could be systematic and result 

from simply the use of different computational methods, they appear much more 

random in nature, suggesting that the treatment of incommensurability provides a more 

significant contribution. 
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The total unit-cell surface area A provides one of the best indicators of this as it 

reflects the calculated SAM densities directly rather than just the way the molecules are 

fitted together.  For C6P, the incommensurate lattice has 1 Å2 less surface area, that for 

C12P has 36 Å2 more, while that for C24P has only 18 Å2 more, so there is no correlation 

between cell size and chain length as there would be if the differences were owing to a 

systematic change in computation method.  Also, none of the differences in the unit-cell 

lengths a, b, or c exceed the maximum expected for the incommensurability effect. 

Variations in the orientation angle α (see Fig. 2) reflect the relative alignment of 

the SAM and substrate vectors.  This angle undergoes a rapid change as the chain length 

becomes shorter than 8 as the chains no longer need to align tightly in order to form a 

SAM,[88] but change slowly and continuously as the chain length increases above 8.  

However, the PBE-D3 orientation angles vary widely as the found commensurate lattice 

of lowest free energy is driven more by the need to get the cell lengths and areas 

realistic than the need to properly orient the SAM and substrate lattices.  This effect 

applies to alkane chains on HOPG but is not expected to be a general property of SAMS 

on surfaces.  Note that the differences in area shown in Table 1 are almost always 

positive.  These reflect the fact that SAMs are easier to stretch than compress owing to 

the hard-wall repulsions that occur when molecules are squashed together. 

Table 2 shows specific results for the optimization of the C13P L lattice using 

PBE-D3.  There, the calculated free energies of SAM formation ∆G are shown 

evaluated at 14 different commensurate lattices nearby to the QM/MM lattice.  Note 

that these free energies are shown per mole of porphyrin as ∆G/n, as relevant for 

chemical reactions in the gas phase and in solution, but is also shown as ∆G/A, as is 

pertinent to SAMs on surfaces.  The SAM that forms will be the one of lowest ∆G/A, 
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but the relative ordering of the two quantities is largely preserved.  Also included in the 

table are the components contributing to the free energy, 

   s corrG E G G∆ = ∆ + ∆ + ∆      (2) 

where ∆E is the electronic interaction energy evaluated using PBE-D3, ∆Gs is the 

differential change in solvation free energy on SAM formation, and ∆Gcorr is the thermal 

correction, which is dominated by the entropy term -T∆S at 298 K.  The thermal 

correction is not evaluated using PBE-D3 owing to the expense, so instead the QM/MM 

value of 37 kcal mol-1 is used throughout. 

We see that when the commensurate lattice is compressed to low surface area, 

the free energy can increase alarmingly, of order 20-30 kcal mol-1.  This again indicates 

the feature of the calculations that the cell area is almost always overestimated at the 

lowest-energy commensurate lattice.   

In principle, it is possible to interpolate the free-energy data shown in Table 2 as 

a function of the 3 key lattice parameters a, b, and θ.  However, this assumes that the 

relative orientations of the SAM and substrate lattice do not affect the free energy at all.  

Attempts to fit this data using simple means and thence estimate optimized 

incommensurate lattice parameters and energies failed to yield physically meaningful 

results, however.  This is attributed to the hidden effects of the neglected orientational 

variable.  It therefore appears that the best estimate that can be made of the unit cell 

structure and formation free energy is that for the lowest-energy commensurate lattice. 

Interpretation of STM images 

A critical role to be played by calculations for the understanding of SAM properties is 

that of interpreting observed STM images.  These images are measured manipulating 

many control parameters such as bias voltage, set-point current, type of image to 
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display, feedback control settings, scan rate, scan direction, and image processing 

controls such as brightness and contrast.  The bias voltage is most critical as it selects 

the range of surface energy levels that can contribute to the tunnelling.  Setting the bias 

voltage low allows only states of the HOPG surface to contribute to the tunnelling.  In 

this way, SAM layers on the surface can be seen through to reveal the underlying 

substrate lattice.  This procedure is critical to the determination of the absolute SAM 

orientation angle α shown in Fig. 2.  It is also essential for our procedure that allows for 

accurate experimental measurements of lattice properties through internal 

calibration.[113]  This internal calibration procedure eliminates the effects of scan 

direction, providing another important contribution. 

Most STM images are measured in “constant current” mode in which the 

tunnelling current is held fixed by a feedback control loop that changes the tip height 

dynamically as the scan proceeds.  Normally presented in images (e.g., like Fig. 2) are 

such constant-current images drawn by displaying the tip height at each pixel, known as 

a topology image.  Alternatively, the actual current may be displayed instead.  While 

this is supposed to be held fixed by the feedback loop, the electronics settings used 

always result in an error current (the difference between the actual current and the set-

point value), and this can be displayed, known as a current image.  The current image 

corresponds to the derivative of the topology image when typical constant-current 

feedback control settings are used.  This information can be extremely useful, especially 

if surface pitting is involved.[126]  Changing the set-point current changes the average 

height that the tip scans above the surface, with lower currents moving the tip further 

away.  Taking the tip away from the surface can reduce image quality as the signal to 

noise ratio decreases and as molecular features become less distinct.  However, it can 

also improve image quality as it causes only the long-range asymptotic region of the 
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molecular electron density sampled, reducing contributions to the tunnelling current.  A 

consequence of this effect is that only hydrogen atoms can be seen on alkyl chains as 

the hydrogen electrons sit in orbitals with much lower exponents than do say carbon 

orbitals, meaning that these penetrate much further from the surface. 

 Obtaining images in which clear features are resolved is usually a difficult 

challenge involving optimization of all of these effects.  Interpreting them is also 

difficult as the observed images embody at least three main electronic/nuclear structural 

effects: the selectivity of the bias voltage for particular types of electronic structure, the 

relative height of different atoms above the surface, and the contributions different 

atoms make to the electron density at long range. This leads to a critical role for 

calculations to play in experimental investigations of SAM properties. 

Simulating STM images requires significant approximations as the actual 

control functions used in the experiments are not easy to model.  Instead, crude images 

are simulated usually using the Tersoff-Hamann approximation,[127] displaying 

surfaces of constant electron density arising from electrons within an appropriate energy 

window.  Choice of the value of the electron density used parallels the choice of set-

point current in the experiments, whilst the energy window mimics the experimental 

bias voltage.  There is no commonly applied methodology for mapping the electron-

density level onto the actual set-point current, and so this key parameter is chosen 

empirically so as to make the best-looking simulated STM images, just as the chosen 

set-point current and feedback parameters are determined during experiments.  The 

utilised energy window in principle directly corresponds to the bias voltage, except that 

DFT calculations tend to underestimate band gaps and hence this parameter is usually 

allowed to vary over some range when interpreting experimental data.  



18 
 

How these factors work out in practice can be assessed by examining the 

comparisons between calculated and observed STM images for the intrinsically 

different tetraalkylporphyrin SAMs on HOPG shown in Fig. 3. There the observed 

images measured over a range of bias voltages are compared to calculated ones in each 

case constructed for bias voltages of ±700 mV.  Both the observed and calculated 

images are overlayed with the atomic structures pertaining to the calculated images, 

showing how image features correlate with structural ones. 

Both the observed and calculated images depict tip heights furthest from the 

surface (light shadings) when the tip is above the central porphyrin macrocycle ring or 

the kinks in the alkyl chains near these rings.  Kinks in the alkyl chains are necessary as 

the chains initially head off into solution perpendicular to the macrocycle plane and 

need to turned around to lie flat on the surface using gauche conformations around the 

chain β and γ carbon atoms.  These atoms therefore sit above the plane of the porphyrin 

and the remainder of the alkyl chains and so are the closest atoms physically to the STM 

tip.  The simulated images show that tunnelling from both the kink and flat-lying 

regions of the alkyl chains is dominated by the hydrogen atoms, though the CH bonds 

can be made more apparent under certain conditions.  Observed images often highlight 

only one of the two uppermost hydrogen atoms per chain carbon, however, owing to 

slight distortions of the chain and to substrate structure.[116]  Exposed ring π orbitals 

also generate strong tunnelling, as also can say d orbitals in metallated porphyrins, e.g., 

from the low-lying half-filled 2zd  orbitals of Co(II) porphyrins.  

Three of the SAMs displayed in Fig. 3 are for M polymorphs and have just two 

alkyl chains lying flat on the surface.  The other two orient into the solution where they 

can interact in many different ways with similarly oriented chains or with the base-level 

SAM structure.  Tunnelling through the molecular layer is allowed because the substrate 
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orbitals delocalize into the molecular orbitals, providing a connection pathway. This 

connection utilizes both direct through-space interactions and superexchange 

intramolecular processes.[128]  For the alkyl chains dangling into solution to be 

apparent in the STM images, superexchange couplings must carry the current.  Such 

couplings are very sensitive to the bias voltage and decay exponentially with 

distance.[129,130] As a result, the simulated STM images indicate that these chains are 

not visualized.  This is a critical feature required for the qualitative interpretation of the 

STM images of the M polymorphs. 

With the aid of the calculations, it becomes clear that the calculated structures 

do account for the observed internal structure of the STM images.  Many alternate 

structures for these SAMs have also been generated but fail to account for observed 

features such as the details of the alkyl chain locations and orientation, the internal 

structure of the porphyrin rings (i.e., where about on the image the meso position and β-

pyrrolic positions sit), and the locations of the chain kinks.  Combined with sufficient 

experimental accuracy in the determination of SAM lattice parameters so as to be able 

to discriminate between various calculated structures, calculations are able to provide a 

critical role in the determination of atomic structures from STM images. 

Rationalizing interface structures  

Atomically smooth interface boundaries between regions containing different SAM 

polymorphs can often be observed in experiments[87,115] and provide extremely useful 

structural information.  To date, methods such as DFT-D3 have not been applied to 

optimize such boundaries, owing perhaps to their considerable physical size and the 

unwanted demand for periodicity in the perpendicular direction.  Development of such a 

technique would be a very powerful addition, however.  Meanwhile, it is possible to 
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postulate realistic interface structures simply by merging and averaging calculated 

structures for the two polymorphs on each side of the interface.  Results from this 

procedure are shown in Figs. 4 and 5. 

Specifically, Fig. 4 shows an observed boundary interface structure involving 

the L and M polymorphs of Cu-C11P[115] with overlaid atomic structure.[87]  A single 

row of molecules assembled in the L polymorph (akin to that shown in Fig. 3 for C13P 

except the chains are shorter) structure is shown in the middle of the figure, surrounded 

on each side by two interface layers.  Between these two interface layers, the SAM 

adopts the structure of the pure M polymorph shown in Fig. 3. While the L polymorph 

has all 4 alkyl chains lying on the surface, the M polymorph has only 2 and the interface 

molecules (I) have 3.  Highlighted at the bottom of Fig. 4 are 3D molecular structures 

for the L, M, and I molecules, as well as an overlay of the L and M structures.  This 

overlay reveals that the atomic structures of the pure L and M polymorphs are very 

similar, except for the varying chain orientations.  The shown approximate interface 

structures are obtained by selecting the appropriate differing chain configurations and 

by averaging the coordinates of the macrocycle rings and the two chains that lie flat on 

the surface. A convincing starting structure is thus produced.  Figure 5 highlights a 

related situation for the junction between two M domains of C13P smoothly adjoined by 

5 intermediate molecular rows of which the middle one adopts the structure of the L 

polymorph. 

The challenge to be able to perform full free-energy calculations and optimize 

the structure using 1D periodic boundary conditions is an important one as the 

molecular configurations can be flexible in certain specific ways, facilitating smooth 

interfaces forming between differently aligned SAM domains.  These domain 

boundaries provide a lot of structural information and their analysis greatly aids the 
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determination of atomic structures representing STM images.  Initially,[115] the central 

L phase of the Cu-C11P polymorph shown in Fig. 4 was attributed to a different 

polymorph then label “B” as its lattice parameters differed appreciably from those of the 

large domains of L.  However, PBE-D3 and QM/MM calculations revealed that the 

potential-energy surface is very flat in the direction that causes this shift.  This occurs as 

the porphyrin macrocycle can rotate about its centre, with associated chain realignment, 

at minimal energy cost.  The differences made manifest by the overlay of the 

coordinates of the L and M phase molecules shown in Fig. 4 highlights this motion.  

Hence to take this type of flexibility into account in a regular and systematic fashion, 

full optimization of the interface structures is required.  

Understanding the forces driving SAM formation and polymorphism   

The ultimate goal of calculations is to aid in the understanding of the basic chemical 

process, and the calculated free energies of formation of the SAMs provide a basis for 

the understanding of the thermodynamic factors controlling polymorphism.  Figure 6 

shows calculated free energies for the formation of the L and M polymorphs of C13P, 

evaluated using all 4 computation methods.  The total free energy change is 

decomposed into contributing binding, solvation, and thermal contributions in Fig. 6a, 

and then Figs. 6b analyse the origin of the solvation energy contribution whilst Fig. 6c 

analyses the contributions to the DFT-D binding.  Detailed breakdowns of the energy 

components of the L polymorphs for chain lengths 6 28m≤ ≤  and for the M 

polymorphs with 11 13m≤ ≤  are given in Table 3, focusing on the PBE-D3 energies 

only. 

As highlighted previously,[87] the cancellation of large binding, solvation, and 

entropy terms (these dominate the thermal corrections[87,88]) results in rather small 
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free energies of SAM formation, with the magnitudes of all the terms differing 

dramatically between the L and M SAMs. Here we focus on the results from the three 

DFT-D methods considered, PBE-D3, PW91-D3, and PBE-DRSLL.  The PBE-D3 

results for both the L and M polymorphs are very similar to the QM/MM ones, with the 

final free energy changes being comparable to those observed.  PBE-DRSLL gives a 

similar value for the M polymorph but is overly attractive by 30 kcal mol-1 for L.  These 

calculations were performed with the atomic-basis set code SIESTA using a double-zeta 

plus polarization basis and involve basis-set superposition error (BSSE) corrections.  

These corrections are worth hundreds of kcal mol-1, however, owing to the very wide 

contact area between the HOPG and the closely spaced macrocycle plane and alkyl 

arms.  It would appear that the erratic results produced by this method originate from 

the need to account for such large BSSE corrections.  As the other PBE-D3 calculations 

were performed using the plane-wave basis set code VASP, no BSSE corrections are 

involved.  While our primary aim here was to investigate the accuracy of D3 compared 

to DRSLL, it is not clear that the calculations manifest this difference properly. 

However, the PW91-D3 results are systematically too attractive by 40 kcal mol-

1.  We see that while PW91 empirically became the method of choice when GGA 

functionals were used in environments involving significant dispersion interactions, its 

qualities that gave it that feature result in it being very difficult to properly include the 

dispersion interaction.  This effect was also found when the D3 parameters were fitted 

for this functional.[87] PW91-D3 is thus not a recommended functional, though it has 

been shown to deliver reliable results for the structures of sulfur SAMs on 

Au(111).[131,132] 

That PBE-D3 gives results comparable to the QM/MM method is encouraging.  

The later approach is constructed including as one aspect an empirical force field fitted 
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to experimental thermodynamic data for the alkane-HOPG interaction and therefore is 

expected to yield realistic results for this critical interaction.  To investigate whether or 

not the good agreement apparent in Fig. 6 is accidental or not, the QM/MM binding 

energies for the L polymorphs are compared to the PBE-D3 ones in Table 3.  The PBE-

D3 binding energies are less attractive by 9 kcal mol-1 for C6P but more attractive by 1 

kcal mol-1 for C22P, implying a differential binding of 0.16 kcal mol-1 per CH2 unit.  

This is significant as here D3 is being compared directly to the empirically fitted MM 

part of the QM/MM model.  However, the difference is small and may be compensated 

for by other aspects of the calculations. 

Solvation energies calculated for the PBE-D3 and QM/MM structure are very 

similar, with an average difference of 0.1±0.3 kcal mol-1.  The large net solvation 

energy changes reported in Table 3 of 60 – 200 kcal mol-1 arise because the SAM is 

solvated much more poorly than is the free molecule in solution and the bare HOPG 

surface, as shown in Fig. 6b.  We use the same thermal corrections for both methods 

owing to the cost of evaluating them using DFT-D.  Nevertheless, it is possible that the 

treatment of the solvent effects does compensate for the 0.16 kcal mol-1 interaction 

energy difference previously noted. 

Table 3 and Fig. 6c highlight the importance of the dispersion correction to the 

DFT-D total binding energies, ranging from -107 to -324 kcal mol-1 for PBE-D3.  

Hence it is critical that the dispersion correction is represented as accurately as possible 

for the understanding of hydrophobic SAM formation and polymorphism.  

Conclusions 

Problems, successes, and challenges for dispersion-corrected DFT combined 

with implicit treatment of dispersion-dominated solvent interactions have been 

investigated through examination of the results from recent[87,88] free-energy 
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simulations of hydrophobic SAM polymorphism. The major technical challenge 

hampering this type of application is the propensity for hydrophobic SAMs to form in 

lattices that are oriented to say a HOPG substrate lattice but yet remain incommensurate 

with it.  Because large DFT calculations required application of periodic imaging rather 

than say cluster models, SAM lattices must be distorted to commensurate ones prior to 

calculation.  This is found to introduce non-systematic energy penalties of order a few 

kcal mol-1 into calculations.  While this error is similar in magnitude to many other error 

terms contributing to the overall accuracy, its non-systematic nature makes trends 

difficult to identify and its magnitude considerably exceeds variations critical to 

understanding observed properties.  Currently feasible approaches are thus realistic and 

informative but lack desired precision.  This applies not just to calculated free energies 

but also to calculated lattice parameters as the uncertainties associated with the 

incommensurability exceed modern experimental error bars. 

Independent of these problems, current DFT-D methods are shown to be very 

useful in predicting the internal structure of STM images, allowing key qualitative 

features of the atomic structure to be identified directly from the images.  This is a 

significant result owing to the complexity of the experimental measurement and data 

presentation process, combined with the operation of different structural and electronic 

mechanisms contributing to the observed images.  A significant way in which 

calculations can further contribute to interpreting STM data is by quantitative modelling 

of the interface boundaries between SAM domains and polymorphs, but this will require 

modified boundary conditions.  Once again, the periodic imaging aspects of the 

calculations pose significant technical challenges. 

At the most basic level, these calculations involve DFT to describe the often 

subtle chemical effects that control the conformational and ligation structures of the 
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adsorbate molecules, dispersion corrections like D3 and DRSLL to describe 

intermolecular interactions and molecule-substrate interactions, as well as dispersion-

dominated interactions between the free molecule, the bare HOPG surface, and the 

SAM with the solvent.  Two of these, the intermolecular dispersion interaction and the 

solvent interaction, involve empirical parameterization, whilst the other involves choice 

between a wide range of available density functionals embodying more and more 

chemical features.  For hydrophobic self assembly from solution, we find that the 

balance between the two types of empirical dispersion corrections is critical to the 

calculations, especially for the calculated free energies.  Minor differences between the 

representations of either of these terms could lead to large changes in calculated free 

energy changes for SAM polymorphism.  Here we show that D3 combined with the  

Floris, Tomasi, and Pascual-Ahuir dispersion solvation relation yields excellent results.  

It is desirable that these two types of terms that historically have been considered 

separately become unified to give an optimal approach for considering the free energy 

of self assembly of systems from organic solutions or environments. Also, in future 

studies it is desirable to test the influence of many-body effects – for instance three-

body terms in a DFT-D3 or related model – on similar systems, as they have been 

shown to become important in the thermochemical description of larger host-guest 

complexes.[53,65]  
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Table 1. QM/MM calculated SAM lattice parameters for the L polymorph of 

CmP tetraalkylporphyrin SAMs, as defined in Fig. 2 (lengths a, b, c in Å, angles 

θ,φ,α in °, area A in Å2), and the differences to those at the PBE-D3 minimum 

free-energy commensurate geometry.   

 QM/MM  Commensurate Geometry Difference 

m a b c θ φ α A  ∆a ∆b ∆c ∆θ ∆φ ∆α ∆A 

6 22.1 17.4 14.8 41.9 51.8 42.4 257  -0.3 -0.2 0.1 1.1 -0.1 0.6 -1.0 

7 20.3 18.9 15.0 45.0 62.6 20.8 271  1.6 0.3 0.3 -1.7 -3.5 -3.8 16.0 

8 21.2 20.2 15.0 42.4 65.3 19.6 289  0.1 -0.1 -0.1 -0.2 -0.6 -7.3 -2.0 

9 20.4 21.4 16.6 46.6 69.8 17.7 317  -0.3 0.0 0.6 2.2 -0.3 54.6 7.0 

10 21.3 22.6 16.7 44.6 72.0 17.4 338  0.2 -0.1 1.0 2.9 -2.5 19.2 17.0 

11 20.4 23.9 18.3 48.0 76.1 15.8 362  -0.3 -0.2 0.9 3.2 -2.0 5.3 9.0 

12 21.1 25.0 18.5 46.4 77.9 15.7 382  1.4 0.6 0.7 0.0 -2.5 19.8 36.0 

13 20.4 26.4 20.3 49.3 81.0 14.3 408  0.6 0.2 1.1 2.6 -3.4 51.6 31.0 

14 21.1 27.4 20.4 47.5 82.7 14.3 428  0.7 0.9 0.6 -0.2 0.1 28.7 26.0 

15 20.4 28.9 22.4 50.5 84.9 13.0 453  0.6 0.1 1.1 2.6 -3.7 52.8 33.0 

16 21.0 29.8 22.6 49.1 86.3 13.1 473  0.8 0.0 0.8 2.1 -4.1 -4.8 34.0 

17 20.4 31.4 24.5 51.4 88.1 12.0 498  0.6 0.0 1.0 2.7 -4.0 53.9 35.0 

18 20.9 32.2 24.8 50.3 89.3 12.1 518  1.0 0.0 0.1 0.3 -2.5 30.9 25.0 

19 20.4 33.8 26.6 51.9 88.9 11.1 543  0.6 -0.1 1.0 3.0 -2.2 -0.2 37.0 

20 20.0 34.2 27.7 54.3 89.9 11.1 555  1.0 0.2 0.2 -0.1 -1.6 -71.1 30.0 

21 20.4 36.3 28.9 52.6 86.7 10.4 588  0.6 -0.2 1.0 3.1 2.2 -20.5 39.0 

22 19.9 36.6 30.2 55.5 88.4 10.3 600  1.5 0.6 -0.4 -2.3 -0.1 6.3 37.0 

23 20.4 38.8 31.1 52.8 84.4 9.7 633  0.5 0.5 0.9 1.4 2.0 -9.7 36.0 

24 19.9 39.1 32.5 56.0 86.5 9.7 645  0.2 0.4 0.6 0.6 0.6 62.5 18.0 
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Table 2.  PBE-D3 free-energy (∆G/n in kcal mol-1, or NA∆G/A in cal mol-1 Å-2 where 

NA is Avogadro’s number) for C13P L polymorph at 14 commensurate lattices (lengths 

a, b in Å, angle θ in °, area A in Å2)  near the observed one, as well as its binding energy 

(∆EPBE-D3/n in kcal mol-1) and differential solvation energy (∆Gs/n in kcal mol-1) 

contributions.   

 
a b θ A ∆G/n NA∆G/A ∆EPBE-D3/n ∆Gs/n 

21.4 26.6 50.5 439 -0.6 -1.4 -143.8 106.3 
21.0 26.6 51.9 439 -4.4 -10.0 -147.5 106.1 
19.6 26.6 46.1 376 23.6 62.7 -120.0 106.6 
19.2 26.6 47.6 376 28.6 75.9 -115.0 106.7 
21.8 27.3 52.0 470 0.0 -0.1 -141.3 104.3 
21.3 27.9 52.4 470 1.2 2.6 -138.4 102.7 
21.4 27.7 50.9 460 -1.0 -2.2 -142.3 104.4 
22.1 27.3 51.1 470 -2.0 -4.2 -143.3 104.4 
21.0 25.9 49.5 413 -2.2 -5.2 -145.8 106.7 
21.3 26.0 49.1 418 -2.5 -5.9 -146.0 106.6 
21.0 28.3 49.9 455 -2.8 -6.2 -142.9 103.2 
21.0 27.3 56.9 481 -2.6 -5.4 -142.2 102.6 
21.4 25.6 47.9 408 6.5 16.0 -137.2 106.8 
21.8 25.9 47.7 418 0.6 1.5 -143.0 106.7 
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Table 3.  Calculated BPE-D3 free-energy ∆GPBE-D3 per mol of porphyrin for the L and 

M polymorphs of tetraalkylporphyrin CmP SAMs on HOPG, along with their 

component components (PBE-only binding energy ∆EPBE, D3 correction ∆ED3, net 

binding energy ∆EPBE-D3 = ∆EPBE + ∆ED3,  the thermal correction evaluated QM/MM 

∆Ecorr, and the differential solvation energy ∆Es, evaluated using the PBE-D3 

geometries), all in kcal mol-1.  The net QM/MM binding energy ∆EQM/MM is included 

for comparison to ∆EPBE-D3.  

 m ∆EPBE/n ∆ED3/n ∆EPBE-D3/n ∆Gcorr/n ∆Gs/n ∆GPBE-D3/n ∆EQM/MM/n 
L 6 17.8 -107.1 -83.2 20.4 60.1 -2.7 -92 
 7 16.8 -115.3 -92.4 22.6 66.1 -3.7 -96.9 
 8 22.0 -131.1 -103 24.7 73.6 -4.7 -105.8 
 9 22.2 -139.5 -111.2 27.4 80.0 -3.8 -113.5 
 10 21.4 -146.2 -118.7 29.8 86.7 -2.2 -122.1 
 11 25.4 -160.5 -129 32.2 93.3 -3.5 -130.9 
 12 21.8 -165.1 -137.2 34.6 99.7 -2.9 -140.1 
 13 27.0 -180.5 -147.4 36.9 106.1 -4.4 -149.2 
 14 27.3 -188.9 -155.5 39.2 112.8 -3.5 -158 
 15 29.7 -203.2 -167.4 41.6 119.4 -6.4 -167.5 
 16 28.0 -207.9 -173.8 44 126.5 -3.3 -176 
 17 34.2 -225.7 -185.4 46.2 132.7 -6.5 -185.9 
 18 34.6 -172.9 -192.8 48.4 139.9 1.6 -193.9 
 19 35.2 -245.6 -204.3 51.1 146.0 -7.2 -204.2 
 20 38.6 -256.7 -212 53.5 153.4 -5.1 -212.5 
 21 40.0 -271.4 -225.3 55.7 159.1 -10.5 -224.4 
 22 39.6 -276.9 -231.2 57.8 166.2 -7.2 -230.8 
 23 40.6 -305.1 -258.4 60.3 185.8 -12.3 -242.7 
 24 52.7 -324.1 -265.3 62.2 194.9 -8.2 -249.1 
 25    64.5   -261.0 
 26    66.7   -267.3 
 27    68.8   -279.1 
 28    71.2   -285.4 
M 11 22.6 -121.4 -98.8 24.2 69.6 -5.0 -101.6 
 12 15.7 -118.5 -109.8 24.8 78.9 -6.1 -115.7 
 13 24.9 -114.6 -102.7 24.6 72.0 -6.1 -103.1 

  



37 
 

 

HN

N

NH

N

CmH2m+1

CmH2m+1

H2m+1Cm

H2m+1Cm
 

 

Figure 1.  Tetraalklyporphyrins CmP considered in SAM studies on HOPG from 

organic solvents; calculations for 6 28m≤ ≤ , experiment for 11 19m≤ ≤  but 

sometimes also for metal-substituted porphyrins M-CmP. 

 

 

 

 
 

Figure 2.  Observed STM image of the L polymorph of C13P, overlaid with the 

definitions of the SAM lattice parameters and the direction of orientation of an HOPG 

substrate lattice vector. 
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Figure 3.  Observed STM image of some L and M polymorphs of Cu-C11P, C12P, and 

C13P, overlaid with optimized SAM atomic structures (right), compared to simulated 

STM images at two different bias voltages (left, centre). 
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Figure 4.  Top: observed STM image of a region of the SAM of Cu-C11P throughout 

which isolated lines of molecules assemble as in the L polymorph (all 4 chains on 

surface) adjacent to in lines of interface molecules (3 chains on surface) that connect 

with each other using the assembly pattern of the M polymorph (2 chains on surface), 

with overlaid molecules taken from the calculated structure of L (middle) and that as 

merged with M (outer).  Bottom: the construction of an approximate I structure by 

overlaying fully-optimized L and M structures, selecting the required unique chain 

conformations, and averaging the remaining coordinates. 
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Figure 5.  Observed STM image of an interface region of the SAM of C13P throughout 

which isolated lines of molecules assemble as in the L polymorph (all 4 chains on 

surface) adjacent to lines of two different types of interface molecules (2 or 3 chains on 

surface) that link to regions of the M polymorph (2 chains on surface), with overlaid 

molecules taken from the calculated structure of L, M, and the merged sections of each. 
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Figure 6.  Calculated contributions to the Gibbs free-energy of formation G∆  per mole 

of porphyrin of the L and M polymorphs of the SAM of C13P on HOPG in 1-

phenyloctane solution. Colour code: grey- crudely estimated observed free energies,[87] 

red- PBE-D3/PAW, blue- QM/MM, purple- PBE-DRSLL/DZP, and green- PW91-

S3/USPP.  
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