The importance of motions that accompany those occurring along the reaction coordinate.
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Abstract: The reaction coordinate is a well-known quantity used to define the motions critical to chemical reactions, but many other motions always accompany it. These other motions are typically ignored but this is not always possible. Sometimes it is not even clear as to which motions comprise the reaction coordinate: spectral measurements that one may assume are dominated by the reaction coordinate could instead be dominated by the accompanying modes. Examples of different scenarios are considered. The assignment of the visible absorption spectrum of chlorophyll-a was debated for 50 years, with profound consequences for the understanding of how light energy is transported and harvested in natural and artificial solar-energy devices. We recently introduced a new, comprehensive, assignment, the centrepiece of which was determination of the reaction coordinate for an unrecognized photochemical process. The notion that spectroscopy and reactivity are so closely connected comes directly from Hush’s adiabatic theory of electron-transfer reactions. Its basic ideas are reviewed, similarities to traditional chemical theories drawn, key analytical results described, and the importance of the accompanying modes stressed. Also highlighted are recent advances that allow this theory to be applied to general transformations including isomerization processes, hybridization, aromaticity, hydrogen bonding, and understanding why the properties of first-row molecules such as NH₃ (bond angle 108°) are so different to those of PH₃-BiH₃ (bond angles 90-93°). Historically, the question of what is the reaction coordinate and what is just an accompanying motion has not commonly been at the forefront of attention. In our new approach in which all chemical processes are described using the same core theory, this question becomes thrust forward as always being the most important qualitative feature to determine.
Chemists mostly consider reactions using a single nuclear coordinate, the *reaction coordinate*. A simple example of this is apparent in the London-Eyring-Polanyi-Sato (LEPS) potential-energy surface for the chlorine-atom exchange reaction

\[
\text{Cl}_a + \text{Cl}_b - \text{Cl}_c \rightarrow \text{Cl}_a - \text{Cl}_b + \text{Cl}_c
\]  

(1)

that is shown in Fig. 1a as a function of the bond lengths \(R_{ab}\) and \(R_{bc}\). The reaction coordinate indicates the lowest-energy path that connects reactants to products and is shown in blue in the figure. When a reaction occurs, molecular geometries change holistically, and this coordinate in general is therefore complex, embodying what happens to all atoms including atoms in any solvent or surrounding medium. All other motions are thought to smoothly and perhaps even instantaneously adjust to motion along the reaction coordinate. Figure 1b displays the energy profile for the chlorine atom-exchange reaction as a function of the reaction coordinate, showing how the energy increases from that at the floor of the reactant valley as the approaching atom gets closer to the molecule, going through a maximum at the reaction’s transition state. However, Fig. 1c shows how the distance \(R_{ac}\) between the non-interacting atoms change along this path adjusts too. Also, this surface is shown as a 2-dimensional representation for a collinear reaction but a bending coordinate would in general also be involved in the process.

**Fig. 1.** Properties of the LEPS potential-energy surface for collinear chlorine atom exchange (Eqn. (1)). \(R_{ab}\), \(R_{bc}\), and \(R_{ac}\) are the interatomic distances, TS is the transition state, \(r\) is the displacement from the TS along the reaction coordinate shown in blue. A reactive trajectory initially oriented along the reaction coordinate is shown in red.
So chemical reactions involve nuclear motions of two fundamentally different types: those that specify the reaction, and those that accompany it. Accompanying coordinates can seldom be completely ignored. Figure 1a shows why this is so, plotting the course of a chlorine-atom exchange reaction. Initially, the system is in the reactant valley and given enough motion along the direction of the reaction coordinate to react. Indeed, a reaction ensues but the product Clₐ-Clₐ molecule is set vibrating - it is not possible to have motion purely along the reaction coordinate. Hence the properties of the other motions must affect the details of the reaction.

The nature of the reaction coordinate can change during the reaction, for example in Fig. 1 it is initially dominated by $R_{ab}$, becomes the antisymmetric normal mode $R_{ab} - R_{bc}$, and then finally becomes just $R_{bc}$. More generally, even the type of motion can change, for example if solvent must organize to make precursor complexes that facilitate breaking and making the main bonds. In addition, the electrons are also thought to follow the nuclei smoothly and regularly according to the Born-Oppenheimer principle. This is not always the case, however, as, for example, a proton transfer reaction can proceed in this way but more often the proton and the electron move independently in a two-step coupled process. In general, just as Fig. 1 shows coupling between two different nuclear motions, so nuclear and electronic motions can be coupled in a process known as vibronic coupling.

The most obvious situation in which vibronic coupling is critical is the case of electron-transfer reactions, as captured in the adiabatic electron-transfer theory of Hush. For such reactions, the electronic label defines the reaction, e.g.,

$$A-B \rightarrow A^{+}B^{-} \text{ or } A^{+}-B \rightarrow A^{-}B^{+} \text{ or } A^{-}B \rightarrow A^{-}B$$

but the various neutral and ionic species involved have different nuclear geometries and solvation environments and it is the interchange of these that constitute the reaction coordinate.

The classic depiction of an electron transfer process is shown in Fig. 2 where the energy of the reactants, products, and intervening transition state are shown as a function of the reaction coordinate. Whilst in Fig. 1 the reactants and products are species separated an infinite distance, here the reactants and products are bound species represented by harmonic potential-energy surfaces (dashed lines, called diabatic surfaces) that are coupled together to make Born-Oppenheimer ground-state and excited-state surfaces (solid lines, call adiabatic surfaces). Coupling between the diabatic surfaces is required by quantum mechanics as the Uncertainty Principle tells us that it is not possible to confine an electron purely to just one of the two parts A or B. This coupling is given the symbol $J$ and acts to delocalize the electron. However, such delocalization costs energy to produce, and this is measured by the reorganization energy $\lambda$ shown in Fig. 2. Chemistry is a fine balance between these forces - the quantum mechanical drive to delocalize charge, and the energy needed to distort bonds so as to facilitate the delocalization.
Fig. 2. Diabatic model for the energy of a chemical reaction as developed in adiabatic electron-transfer theory but now applied also to general non-dissociative chemical reactions.\textsuperscript{19} The dashed lines show harmonic diabatic surfaces for the reactants and products coupled by an electronic coupling $J$ to make ground-state (purple) and excited-state (green) Born-Oppenheimer adiabatic surfaces. The energy difference between the diabatic reactant and product surfaces is $\Delta E$ whilst the reorganization energy, the extra energy required to perform vertical excitation, is $\lambda$.

Adiabatic and diabatic potential-energy surfaces have been used to describe chemical processes since immediately after the emergence of the quantum theory of matter.\textsuperscript{1, 4, 20-27} The adiabatic approach is taken in quantum-chemistry packages as this allows the properties of the electrons to be determined at any nuclear configuration. It does not include the effects of nuclear momentum on the electronic structure, however, neglecting the possibility that a “collision” of an electron with a nucleus can deflect the course of the nuclear motion. In the adiabatic approximation, the electronic structure adjusts \textit{instantaneously} as the nuclei move. Diabatic potential-energy surfaces assume that the properties of the electrons are \textit{independent} of some critical nuclear motion. The electronic structure therefore does not change as this motion occurs, meaning that the nuclear momentum cannot affect it. In the electron-transfer problem considered above, the diabatic surfaces see the electronic structures of the A and B as being either pure radical states $A^\bullet$ and $B^\bullet$ that are covalently bonded or else as pure singly charged states like $A^+$ and $B^-$ that are purely ionically bonded. For example, as the NaCl molecule in the gas phases is stretched from its equilibrium geometry, the adiabatic electronic structure changes continually from a large-dipole, ionic, form to a low-dipole radical form.\textsuperscript{28, 29} The ionic/radical diabatic states do not change during this process, but the adiabatic states are made by \textit{mixing} the diabatic states together in different amounts, and it is this mixing that gives rise to the observed complex adiabatic-state properties. Diabatic states are used to provide chemical intuition and the language of undergraduate textbooks, defining quantities such as \textit{resonance energies} (also known as \textit{electronic couplings} and reorganization energies).
whereas adiabatic states better reflect complex reality. However, diabatic states do not suffer from the problem of neglect of the effects of nuclear momentum that limit adiabatic states, and when the electronic coupling between the diabatic states is very weak, these states can actually better reflect experimental reality. There have been many reviews of the properties of adiabatic and diabatic states.\cite{28,30,31}

For diabatic models, Hush showed that the ratio $2|J|/\lambda$ is critical to qualitative understanding.\cite{32} For symmetric systems (energy change on reaction $\Delta E = 0$) then, if $2|J|/\lambda > 1$, the electronic coupling dominates and the adiabatic surfaces have a single minimum. The first molecule whose properties were interpreted in this was the Creutz-Taube ion\cite{33} in which the valence states of the Ru atoms appear to be $\Pi \frac{1}{2}$, although details are still under discussion.\cite{34,35} For asymmetric reactions a similar situation applies, though the details are more complicated.\cite{36} Alternatively, when $2|J|/\lambda < 1$ the adiabatic surfaces depict a standard double-well potential with a transition state, as shown for example in Fig. 2. The rate constant $k$ of the chemical reaction is then given by transition-state theory as

$$k = \frac{k_B T}{h} e^{-\Delta G^*/k_B T}$$

(3)

where $k_B$ is Boltzmann’s constant, $h$ is Planck’s constant, $T$ the temperature, and $\Delta G^*$ is the free energy of activation. As entropy variations during electron-transfer processes are typically small, this free energy can be expressed as\cite{15,36}

$$\Delta G^* \approx \frac{1}{4} \left( 1 + \frac{2E_0}{\lambda} - \frac{4|J|}{\lambda} + \frac{E_0^2}{\lambda^2} + \frac{4J^2}{\lambda^2} + \frac{2|J|E_0^2}{\lambda^3} \right)$$

(4)

equations that are exact if either $E_0 = 0$ (symmetric reactions) or $J = 0$ (weak coupling) and otherwise accurate away from the region in which the transition-state disappears and a single well potential results. The disappearance of the transition state generates a pitchfork bifurcation, and the transition-state region forms a cusp separating the reactants and products from each other. In the limit of $2|J|/\lambda \ll 1$, this cusp region becomes very narrow,\cite{15} invalidating the Born-Oppenheimer approximation and hence transition-state theory. The properties of the cusp then control the reaction rate,\cite{36} the reaction still proceeds but increasingly slowly as the coupling diminishes,\cite{37} with the overall rate constant being given by
Another interesting variation on this is if the reaction is highly exothermic with $-\Delta E > \lambda$. In this circumstance, no transition state forms. Equations (4) still applies, however, and therefore Eqn. (5) also.

An important feature of Fig. 2 is that it shows both ground-state and excited-state potential-energy surfaces and the relationship between them. In traditional chemical thinking, different potential-energy surfaces are taken to be independent of each other, making for example UV-Vis transition energies to excited states independent of ground-state properties. However, Hush showed that these properties can be intimately connected, allowing the energy, intensity and widths of observed electronic transitions to be interpreted in terms of couplings $J$ and reorganization energies $\lambda$. Hence ground-state electron-transfer reaction rates could be predicted based upon observed spectroscopic properties. This leads to the identification of the nature of unassigned bands in dyes such as Prussian Blue, inspiring the synthesis of the Creutz-Taube ion and leading eventually to the understanding of how solar energy is converted to electrical energy during natural photosynthesis and in organic photovoltaic devices.

Adiabatic electron-transfer theory offers integration of a very wide range of ground-state and excited-state properties, providing analytical expressions depicting many different effects. The similarity of the energy profile of general chemical reactions offers the possibility that most chemical processes could be similarly described, with just a few parameters providing comprehensive analysis of different chemical and spectroscopic processes. From the beginnings of chemical understanding in terms of quantum theory, such a description has been anticipated. Indeed, general chemical reactions are often thought of this way, and there exists a smooth link to the reaction force model that finds physical insight within reaction energy profiles as a function of the reaction coordinate.

A significant feature of electron-transfer in the Creutz-Taube ion is that the reaction coordinate is not dominated by intramolecular motions or indeed even by motions of the dominant atoms, as is the chorine atom-exchange reaction. Instead, the reaction coordinate is dominated by a collective fluctuation in the coordinates of the surrounding solvent. These effects may be modelled quantitatively for both the Creutz-Taube ion and general systems relevant to solar-energy conversion and organic conductivity using non-equilibrium solvation methods that derive from Marcus’ original analytical treatment. Indeed, any reaction that involves changing charge distributions along the reaction coordinate will be sensitive to environment, providing for example a key mechanism allowing protein structure to catalyze reactions in enzymes. While motions accompanying intramolecular processes in the gas phase could remain coherent for extended periods, delivering sharp high-resolution spectroscopic transitions, motions in condensed phases are naively expected to decohere quickly and hence only produce broad spectral features. Neglecting any chance of coherence, processes in condensed phases are often described using harmonic baths, known in Physics as
the Holstein model,\textsuperscript{63} leading to a wide range of useful analytical solutions explaining condensed-matter phenomena.

However, application of these general diabatic concepts to problems other than electron-transfer has historically shared only limited success. Always it was possible to model single properties of systems quantitatively, providing a simple description to an otherwise complex-looking problem. The shortcoming was that different properties of the same system could not be simultaneously understood using the same set of model parameters, and that therefore it was not possible to compare one chemical system to another. Recently\textsuperscript{19} we solved these issues by showing that general chemical reactions differed from electron-transfer typically in one fundamental way: only one electron is involved in the reaction during most electron-transfer processes, whereas two or more paired electrons are usually involved in general reactions. It is the electron count that makes the difference, rescaling the effects that the electronic coupling, reorganization energy, etc., have on the chemical and spectroscopic properties, and a key feature is that the magnitude of the rescaling is property dependent. Once this effect is factored into the analysis, many properties of the same system can be unified, and different types of chemical processes can be compared to each other. This led to an understanding of the effects of the Born-Oppenheimer approximation (i.e., the effects of the nuclear momentum on the electronic wavefunctions) across the whole range of feasible chemical processes,\textsuperscript{36} an understanding of how quantum entanglement can be used to gauge the magnitude of Born-Oppenheimer breakdown,\textsuperscript{64} and an understanding of what types of chemical reactions are likely to be of practical use in the construction of chemical qubits in a quantum information processor.\textsuperscript{65}

Fig. 3. The coordinate that defines the reaction coordinate is that which interchanges the two limiting diabatic structures. It takes on a different form depending on the chemical system.

Such analytical models usually focus on just the primary nuclear motion involved in the chemical process, the reaction coordinate. For all the different reactions considered, it takes on a different form, as illustrated in Fig. 3. Electron-transfer between the two metal
atoms in the Creutz-Taube ion changes all of the Ru-N distances as well as reorganizing the surrounding solvent molecules, and the antisymmetric combination of these motions make up the reaction coordinate. Another reaction that can be treated is the inversion reaction in ammonia, or indeed any related isomerization process. For NH$_3$, the reaction coordinate is the improper torsional angle depicting the umbrella motion of the molecule. Of particular interest too is the scenario with $2|J|/\lambda > 1$ that leads to a single-welled ground-state surface instead of a double-welled one. A very well known general example of this is the structure of benzene. If benzene existed as the two cyclohexatriene Kekulé structures in thermal equilibrium, it would behave analogously to ammonia inversion. Instead, the electronic coupling (commonly called the *resonance energy*) is larger than the reorganization energy ($2|J|/\lambda = 3.3$)\(^1\) and hence benzene is *aromatic*. For NH$_3$, $2|J|/\lambda \approx 0.85$ and so the molecule takes on the pyramidal structure,\(^{1,66}\) but for NH$_3^+$ $2|J|/\lambda = 1.05$ and so the ammonia cation is planar and has maximum symmetry, akin to benzene.\(^{66}\) The properties of NH$_3$ are very different to those of PH$_3$-BiH$_3$, with, for example, the HXH bond angle being 108° in NH$_3$ and 90-93° in the others.\(^{66}\) This arises because the resonance integral $J$ is much larger in NH$_3$, favouring delocalization, owing to valence-orbital *Rydbergization*.\(^{67}\) This process is well known when it comes to considering the spectroscopy of NH$_3$, which is also quite different to that of the other molecules. The lowest-energy Rydberg orbital is lower in energy than the $\sigma^*_{XH}$ antibonding orbital for NH$_3$ but higher in energy for the others. The reversed ordering causes the antibonding orbital to be compressed in NH$_3$, forcing up the resonance energy as this involves the repulsion of electrons within electron-pairs and so is very sensitive to orbital compression. Our generalized treatment therefore describes many observed phenomena. For other chemical systems, the hydrogen-bond is symmetric in the protonated ammonia dimer N$_2$H$_7^+$ (benzene like), with EOM-CCSD/6-311++G** calculations suggesting $2|J|/\lambda = 1.05$, so close to unity that the molecular structure is tenuously defined. The Creutz-Taube ion is double welled as $2|J|/\lambda \approx 0.8$ (but unlike NH$_3$ with a similar value of $2|J|/\lambda$, for this molecule the potential is insufficiently deep to support zero-point vibration).\(^{35}\) Also the prototype molecular conducting material Alq3 (*mer*-tris(8-hydroxyquinolinato)aluminum(III))
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has $2|J|/\lambda \approx 0.08$ for its strongest-coupled nearest-neighbour charge-transfer process, whilst the bacterial photosynthetic reaction-centre special-pair radical cation
has $2|\mu|/\lambda \approx 1.8$ and so the charge is delocalized over the two molecules.\textsuperscript{19, 65}

The connection made originally between chemical spectroscopy and chemical reactivity\textsuperscript{39} embodied approximate analytical relationships which can be generalized,\textsuperscript{68} used as a basis for understanding modern Stark-spectroscopy measurements,\textsuperscript{69, 70} and applied numerically using accurate full-quantum spectral simulations\textsuperscript{68-71} based on vibronic-coupling theory.\textsuperscript{7, 8, 11, 12} Earlier treatments focused on just the spectroscopy associated with the reaction coordinate,\textsuperscript{39, 71} while later ones included the other nuclear motions accompanying the electron transfer as well.\textsuperscript{68, 72} Considering the spectroscopy of benzene highlights an important role that the accompanying modes play: excitation of benzene to its lowest excited state causes the geometry to change as the bond strength is lowered and so bonds become longer and more floppy.\textsuperscript{73} Projecting the atomic displacements onto the normal modes of the molecule generates the Franck-Condon factors\textsuperscript{74} that specify the intensities of all the vibrational lines observed in the spectrum. If just the Kekulé mode $\nu_{134}$ depicting the reaction coordinate is considered, then the spectrum would be very sharp as $2|\mu|/\lambda > 1$ whereas in fact the accompanying modes make it quite broad. This is a general result. The most interesting feature of the Kekulé mode is that its frequency increases from 1309 cm\textsuperscript{-1} in the ground state\textsuperscript{75} to 1563 cm\textsuperscript{-1} in the first excited state,\textsuperscript{76, 77} indicative of the underlying Kekulé reaction possibility.\textsuperscript{50-54} Using an electron-transfer analogy, the first excited state has been labelled the “twin state” of the ground state.\textsuperscript{50-54} However, recently we have shown that this general concept is very helpful but the actual “twin state” is the very high energy quadruply excited HOMO to LUMO excitation, not the first excited state.\textsuperscript{19}

Even full scale modelling of the motion just in the direction of the reaction coordinate can be cumbersome. It is easier for dissociative reactions like the Cl atom-exchange reaction (Eqn. (1)) as quantum scattering effects are rarely considered, allowing classical mechanics to be used to understand reaction dynamics. If the reactants and products are bound species describable as in Fig. 2, then the quantum nature of the reactant and product vibrations will have significance. Analytical theories using just the reaction coordinate describe critical high-temperature properties without the need to go into details, but for full-scale modelling or for processes at “low” temperatures, the details become important. Just like the spectrum of benzene is determined by the Franck-Condon factors that project the geometry difference between the ground and excited states onto the normal modes of vibration of the molecule, so motion along the reaction coordinate needs to be projected and then each mode treated separately.
How to extend single-mode theories of spectroscopy\textsuperscript{8-10, 71} is straightforward,\textsuperscript{11, 12} but Eqn. (5) is derived\textsuperscript{37} only in the high-temperature limit and its extension requires considerable effort.\textsuperscript{78} What is meant by the “high temperature limit” is that all of the motions that contribute to the reaction coordinate have frequencies less than \( k_B T / h = 206 \text{ cm}^{-1} \) at room temperature. Most intramolecular motions are of much higher frequency than this, while most solvent motions are of lower frequency, though there are exceptions in both cases. For example, in aqueous solution the dominant modes coupled to charge-transfer in the Creutz-Taube ion are the \( \sim 800 \text{ cm}^{-1} \) librational modes.\textsuperscript{35} Very large molecules will have low frequency coupled modes, but typically high frequency modes like C-C bonds and ring modes dominate molecules the size of porphyrins, chlorophylls, acenes like pentacene, Alq\textsubscript{3}, etc., that are commonly used in charge transport systems.

The number of practically significant systems to which Eqn. (5) actually applies is therefore quite limited, with quantum treatments of the motion along the reaction coordinate generally being important.\textsuperscript{78} However, this equation is widely used and mostly gives good results. This situation arises through the fortuitous cancellation of many large errors made during the calculations,\textsuperscript{79, 80} especially in calculations for electron-transport reactions in materials.\textsuperscript{81} Whilst weak couplings can drive many biochemical processes,\textsuperscript{82} functional materials, critical photosynthetic machinery, and artificial photovoltaics usually rely on fast processes associated with large couplings across transition states, and for these Eqn. (5) is likely to fail, predicting rates in excess of those from transition-state theory (Eqn. (3)). The challenges facing accurate calculations of materials properties has recently been reviewed.\textsuperscript{81}

Using treatments that embody the quantized nature of molecular vibration, the role of the reaction coordinate, and the role of accompanying motions, it is possible to interpret, predict, and revise properties of important charge-transfer systems. We consider three examples: photochemical primary and secondary charge-separation and charge-recombination reactions in photosynthetic model compounds in solution, the effects of site-directed mutagenesis on the output voltage of the photochemical reaction centre from \textit{Rhodopseudomonas Sphaeroides}, and charge transport through the organic conductor Alq\textsubscript{3} used in organic light-emitting diodes and photovoltaics, etc.

Many photosynthetic model compounds have been made mimicking photosynthesis, initially leading to a clear understanding of how the observed natural processes could occur,\textsuperscript{83} but in modern times focusing on new materials for using solar energy to either produce electricity or else to perform chemical reactions to say capture \textit{CO}_2 or produce \textit{H}_2 and other fuels.\textsuperscript{84-87} A quest was for the synthesis of a molecule that could perform long-distance photochemical charge separation and keep the charges separated for as long as possible. This would then allow for intermolecular processes to harvest the charges before recombination occurs. A record holder in this field was the ferrocene-porphyrin-fullerene triad.
Fe–ZnP–C₆₀ synthesised by Crossley et al. that is capable of separating charge as Fe⁺–ZnP–
C₆₀⁻ for 1 ms. Initially this charge-separation was assumed to occur on the singlet manifold, as is most usual. However, full quantum simulations of the rate constants made by calculating the electronic couplings, reorganization energies, and the nature of the vibrational modes that constitute the reaction coordinate and its accompanying motions indicated that the rate constant on the singlet manifold should be 6 orders of magnitude faster. Subsequent time-resolved spectroscopic experiments found the anticipated singlet process and measured all of the rate constants for both it and the 1 ms process. Many new experiments and calculations then confirmed that the 1 ms process is of very low quantum yield and occurs on the triplet manifold, despite the very rapid spin depolarization normally associated with the ferrocene cation.

Fig. 4. Photochemical processes on the singlet and triplet manifolds observed follow Soret-
band excitation of Fe–ZnP–C₆₀.⁶₀
The final observed kinetics scheme is shown in Fig. 4, indicating how the various photochemical charge-separation and charge-recombination processes operate. The critical parameters deduced from the experiments and calculations for the charge recombination $\text{Fc}^+\text{ZnP-C}_60 \rightarrow \text{Fc-ZnP-C}_60$ are: $\lambda = 0.7-1.0$ eV (obs.) 0.77 eV (calc.), singlet state $J = 1.7-2.0$ cm$^{-1}$ (obs.) 31 cm$^{-1}$ (calc.), triplet state $J = 0.0033-0.0040$ cm$^{-1}$ (obs.) 0.039 (calc.). The differences between the observed and calculated couplings are of an order of magnitude, which is unusually large, but this is still small enough to be useful; the observed data is also somewhat uncertain owing to the unknown accuracy of the approximations used to interpret the observed rate constants. In total 17 vibrational modes were used in these calculations, taking the most active modes describing the change in the geometries of the ferrocene, porphyrin, and fullerene structural components accompanying charge transfer to/from these groups. Density-functional theory was used for most calculations but complete-active-space self-consistent-field calculations were used to obtain the spin-orbit allowed triplet charge-recombination couplings.

Next we consider the properties of the special-pair radical cation from *Rhodobacter sphaeroides*. The “special pair” is a bacteriochlorophyll dimer to which the surrounding antenna complexes transfer their absorbed solar energy. This dimer initiates primary charge separation, ejecting an electron to nearby molecules, leaving behind a radical cation. The redox potential of this radical cation is an important contributor to the output voltage available to do chemical work subject to the light absorption. How the protein environment acts to control this redox potential is therefore a significant aspect of the photosynthetic process. An experimental handle on this was obtained using site-directed mutagenesis to make 30 mutants of the surrounding protein, changing the electrostatic environment around each of the bacteriochlorophylls and so modulate $\Delta E$. This changes the charges $\rho_L$ and $\rho_M$ on the two bacteriochlorophylls; “L” and “M” are the names of the protein chains to which the two macrocycles bind, and the net charge is $\rho_L + \rho_M = 1$. These charges were measured by spin-resonance spectroscopy. Mutation also changes the midpoint potential $E_m$, which was monitored by electrochemistry. Six series of mutants were obtained by replacing residues at 6 different protein sites. The results for four of these series are shown in Fig. 5.
Fig. 5. Observed midpoint potential and L-side spin density\(^9^0\) for 26 mutants of the *Rhodobacter sphaeroides* reaction centre, in 4 series (members of two series are marked “x”), are compared to the correlation expected based on vibronic-coupling analysis of the observed.\(^9^1-9^3\) special-pair radical cation hole-transfer band (solid line) and its approximation using Eqn. (6) (dots).\(^9^4\)

Independently, the intervalence hole-transfer band of the special-pair radical cation, akin to the band identified by Hush in Prussian Blue and made famous by the Creutz-Taube ion, was measured.\(^9^1-9^3\) We modelled this spectrum using vibronic coupling theory.\(^9^5\) The natures of the reaction coordinate and the primary accompanying modes were calculated using density-functional theory, and 50 modes selected to describe the reaction coordinate with a further 20 included to describe the accompanying modes.\(^9^6\) Major controlling parameters such as the electronic coupling \(J\) between the two bacteriochlorophylls, the associated reorganization energies \(\lambda^A\) in the reaction coordinate and \(\lambda^S\) in the accompanying modes, as well as the mutation-dependent site energy difference \(\Delta E\), were calculated a priori and then the values adjusted slightly to fit the observed spectrum.\(^9^5\) Two nearby interfering electronic states were also required to be identified and then fully included in these calculations.\(^9^7\)

This interpretation of the intervalence spectrum yields immediately the midpoint potential and the charge and spin distributions. Knowing the location of the mutated sites, the dipole moments of the amino acids involved in the mutation, and the dielectric constant then tells how the site asymmetry \(\Delta E\) is affected by mutation, allowing the midpoint potential and spin distribution to be calculated for each mutant. The predicted correlations\(^9^4\) are also shown on Fig. 5 and are in agreement with the experimental data to within the observed error bars. These results were obtained by numerical solution to the full quantum coupled nuclear-electronic motion problem and involved finding the spectrum of matrices of dimension ca.
It is also possible to obtain analytical solutions for the case in which the reaction coordinate and the accompanying motions are described by a single mode each, leading to

$$E_m = \text{constant} + (\lambda^A - \lambda^S)\rho_M^2 + \sqrt{|J/(\rho_M / \rho_L)|^{1/2}}.$$  \hspace{1cm} (6)

This result is also shown in the figure using actual rather than fitted parameters, utilizing basic results from adiabatic electron-transfer theory that allow the densities to be determined from the model parameters. The analytical solution captures all the key qualitative features but is not quantitatively predictive. Nevertheless, it highlights how easy it is to capture the key chemical features controlling solar energy conversion using simplistic models. It also captures the importance of the accompanying modes that contribute to $\lambda^S$, placing them on an equal footing to the modes contributing to the reaction coordinate, $\lambda^A$. Another way of modulating the site asymmetry is via Stark spectroscopy. Our models predicted that these spectra would vary dramatically between different mutants, with these predictions later being quantitatively verified.

The third example considered is the conductivity of Alq3 material. Calculations focusing on doing the best job possible with each of the many terms contributing to the conductivity are capable of predicting mobilities to within an order of magnitude of observed values. This is useful as different crystalline and amorphous structures can have mobilities varying over 8 orders of magnitude. Each molecule has an irregular shape that can pack into crystalline arrays but commercial products are amorphous. Even in the crystal the intermolecular packing produces many different types of intermolecular arrangements, with one molecular pair shown in Fig. 6 to highlight the general lack of regularity. Consequently, conductivity is highly anisotropic. Extensive quantum calculations require the inclusion of 10-20 vibrational modes to describe the motion along the reaction coordinate and major associated coordinates. They yield rate constants for the passage of charge from one site to one of its neighbours, and then the classical master equation describing the kinetics of charge flow through the material is solved in the presence of an external driving electric field. Most intermolecular interactions are poorly suited to charge transport and so calculated rate constants can be as low as $10^7$ s$^{-1}$. However, some times the aromatic ligands stack perfectly and then the high-temperature explicit-vibration version of Eqn. (5) predicts rate constants up to $10^{14}$ s$^{-1}$, greater than the transition-state theory rate by over an order of magnitude and greater than the observed maximum rate by the same amount. When molecular conductors like Alq3 conduct well, they do it adiabatically over transition states.
Fig. 6. Two neighbouring Alq3 molecules taken from the structure of the $\beta$-phase of the molecular crystal.81

These three examples of electron-transfer processes all have well defined reaction coordinates. Indeed, most chemical reactions also have well defined paths from reactants to products. However, this is not always the case and we will finish with two further examples for which the nature of the accompanying motions is obvious whilst the actual identity of the chemical process is obscured. These come from photochemistry applications to which basic chemical intuition is not always readily applicable. The first example concern photofragmentation of the pyridinium ion in the gas phase, the second concerns what happens to the energy of a chlorophyll molecule in solution or in situ when it is excited in its $Q_x$ ($S_2$, orange) absorption band.

Pyridinium ions photoexcited to their lowest singlet excited state dissociate, loosing $H_2$.100 The key question is: how does this occur? (i.e., what is the nature of the reaction coordinate. Photodissociation of simple molecules like I$_2$ is taught in most undergraduate courses. For this the reaction coordinate is obvious- the I-I stretch – and the observed spectra reveal all there is to know about the reaction. One would naively think that this would also be the case for pyridinium, but rarely is it that simple as the observed spectra pertaining to polyatomic-molecule photochemistry tend to be dominated by the accompanying motions rather than the reaction coordinate itself. Figure 7 reproduces observed spectra for two molecular isotopes.100 These spectra can be readily assigned as depicting Franck-Condon progressions in the symmetric modes $\nu_1$ and $\nu_6$ (see Fig. 7). However, the reaction coordinate generally describes antisymmetric motions (like $R_{ab} - R_{bc}$ at the transition state in Fig. 1) and so symmetric modes by their very nature are usually only accompanying modes.

The observed progressions are based on 4 apparent origins named A-D in the figure. It is possible that one of these is the true 0-0 origin of the spectrum and that the other three lines, naively unexpected in the spectra, provide information as to the nature of the reaction coordinate. High-level ab initio and density-functional calculations are inconsistent with this interpretation, however. Instead, they reveal that the excited-state potential-energy surface contains a deep double well. Significantly, the transition moment to levels at the bottom of the double well is calculated to be very small. The first levels with sufficient intensity to be seen are at energies near the transition state, with 4 levels predicted akin to what is observed. No simple relationship explaining the frequency differences exists, however, and plausible
lines that would reveal the nature of the motion along the reaction-coordinate double-well are too weak to be observed. Nevertheless, these dark states contribute significantly to the observed photochemistry.\(^\text{100}\)

\[\text{Fig. 7. Action spectra depicting the ultraviolet absorption of two isotopes of the gas-phase pyridinium ion}^{\text{100}} \text{ (Reproduced with permission of the American Institute of Physics). The red and blue lines indicate observed vibrational progressions in totally symmetric modes based on 4 apparent origins A-D.}\]

The final example concerns the visible region of the absorption spectrum of chlorophyll-a and indeed all of the chlorophyllide series of molecules.\(^\text{101}\) This is the primary absorption driving natural photosynthesis. All investigations of exciton transport, primary charge separation, and quantum coherence in natural photosynthesis pertain to it. Two independent electronic transitions contribute to the absorption; these are sometimes well separated, as in e.g., bacteriochlorophyll-a and pheophytin-a, but sometimes overlapping, as in the most important chlorophyllide, chlorophyll-a. They are named \(Q_y\) (the lower-energy band) and \(Q_x\), and the main question concerns just where these two absorptions lie, their relative intensities, and what happens to the light after it is absorbed by the higher-energy band \(Q_x\). The answers to these questions will profoundly influence exciton transport and quantum coherence properties. Absorption to \(Q_x\) must lead to a photochemical reaction, and the nature of the reaction coordinate is of primary interest.
Fig. 8. Observed absorption spectral band spectrum (\(A/\nu\), blue), emission spectrum reflected about the Q\(_y\) origin (\(E/\nu^5\), green), and magnetic circular dichroism spectrum (\(\Delta A/\nu\), red) of chlorophyll-a in ether at 298 K, shown as a function of the energy difference to the centre of the Q\(_y\) band. The 1960’s “traditional”, 1980’s “modern” and 2010’s “new” assignments of the Q\(_x\) origin are indicated.

Some critical experimental data taken for chlorophyll-a in ether at room temperature is shown in Fig. 8.\(^{102, 103}\) The Q-band absorption contains 3 broad peaks, a dominant peak associated with the Q\(_y\) origin, and two weaker ones located higher in energy by +1400 cm\(^{-1}\) and +2150 cm\(^{-1}\). Both of these contain Q\(_y\) sideband character, as evidenced by the shown reflected Q\(_y\) emission spectrum. If the normal vibrational modes of the ground-state and excited state are the same, then the absorption and reflected emission spectra would precisely overlap, but Duschinsky rotation of the modes occurs and this can have a profound effect on sideband shape and intensity, as evidenced in detail for bacteriochlorophyll-a.\(^{104}\) The significant enhancement of the absorption intensity at +2150 cm\(^{-1}\), combined with other evidence, led to the 1960’s assignment of the Q\(_x\) origin at this location. This has been called the “traditional” assignment. If Q\(_x\) is located this far from Q\(_y\) then Q\(_y\) will dominate all exciton transport and coherence properties of photosystems, and this assignment has been used in all such analyses to this present day.

Also shown in Fig. 8 is the magnetic-circular-dichroism (MCD) spectrum of chlorophyll-a in ether.\(^{102}\) This is like the absorption spectrum except that Q\(_x\) subtracts from Q\(_y\) instead of adding to it, and the relative intensities are different with the two bands being of roughly equal importance in the MCD but Q\(_x\) being relatively weak in absorption. The large negative signal at +2150 cm\(^{-1}\) expected from the traditional assignment is obvious, but a second unexpected negative signal also appears at +1000 cm\(^{-1}\). The origin of this signal was never clear and the traditional assignment could not account for it. In the 1980’s, the traditional assignment was replaced by the “modern” one in which Q\(_x\) is assigned to the
+1000 cm\(^{-1}\) peak instead. Much experimental data supported this assignment, but it struggled to explain the observation of a second negative MCD band, just as did the traditional assignment. If Q\(x\) is located at +1000 cm\(^{-1}\) then the implications for exciton transport and coherence in photosystems would be significant and its inclusion in analyses of experimental data would be essential.

The basic issue was that the “traditional” and “modern” assignments did not consider the underpinning photochemical reaction that occurs when Q\(x\) is excited, focusing only on the accompanying motions, motions clearly identifiable in the spectra. We showed that it was the vibronic coupling in the reaction coordinate that is responsible for the qualitative observation of two negative peaks in the MCD spectrum.\(^{101}\) Both peaks are therefore associated with Q\(x\) and this band takes on a very unusual shape, having minimal absorption at the band centre. Our new assignment of the band centre is also shown in Fig. 8 and is highly counter-intuitive. It can explain a very wide range of experimental data measured not just for chlorophyll-a but for every other chlorophyllide too, and is fully consistent with predictions from high-level density-functional-theory and ab initio calculations. Different experiments may appear to prefer either the “traditional” or “modern” assignments over the other, but in reality both peaks derive equally from Q\(x\).

Interestingly, Gouterman originally developed the theory of the effects of vibronic coupling on molecular spectra as a way of assigning the Q-band systems of the chlorophyllides,\(^{8-10}\) an approach that later had a profound impact on the understanding of electron-transfer processes.\(^{71}\) That the two observed bands in chlorophyll-a could be indicative of an underlying reaction coordinate was clear to him, yet the lack of observation of two negative MCD bands in most other chlorophyllides suggested that this was not the correct interpretation of the data. Indeed, the missing bands remained unobserved for 50 years until we pioneered techniques employing quantitative vibronic coupling analyses,\(^{101}\) paralleled by the development of the first-ever technique permitting analytical inversion of observed MCD and absorption spectral data to yield the critically required state polarization information.\(^{105}\) Both of these methods allow for quantitative identification of all expected bands, verifying the vibronic coupling hypothesis. Another significant obstacle that was overcome concerned the interpretation of many highly influential spectra, measured over 30 years, of chlorophyll-a in ether at low temperature. These had led to the original proposal of the “modern” assignment and the same arguments also favoured it over our “new” assignment. We showed that all discrepancies with our new assignment stemmed from the presence of trace water contamination in the solvent used in the experiments.\(^{106}\) High-level computations confirm this interpretation.\(^{107}\)

The consequences of this new assignment can be minor, say when the properties of chlorophyllides like bacteriochlorophyll-a or pheophytin-a with large obvious Q\(x\)-Q\(y\) separations are considered, significant for chlorophyll-a itself, and very large for uncommon but nevertheless important photosystems utilizing bacteriochlorophyll-c, bacteriochlorophyll-d, chlorophyll-c, and others. For the first time for chlorophyll-a and most of the chlorophyllides, we were able to determine the relative absorption strengths of Q\(x\) compared
to $Q_y$. Surprisingly, this ranged over a factor of 7, greatly varying the significance of $Q_x$ to the photosynthetic activity.

Once the reaction coordinate was identified, standard kinetics theories gave the rate of decoherence of $Q_x$-absorbed radiation. This provided the first explanation of the observation that amongst all chlorophylls, chlorophyll-a in situ in reaction centres is perfectly optimized to decohere excitation. It is unclear as to whether this is an optimized evolutionary outcome or just a coincidence, but if it is an optimized outcome than the result has significant consequences for the design of artificial solar-energy utilization devices.

In conclusion, we see that adiabatic electron-transfer can now be generalized and used as a solid basis for understanding many completely different types of chemical processes including isomerization, hydrogen bonding, aromaticity, photochemistry, electron transfer, organic conductors, and by implication most processes that occur via a transition state or via surface hopping. With smooth links to the traditional models used since the 1930’s to understand chemical processes, this approach focuses on the reaction coordinate, its changing nature during the reaction, the transition state and the accompanying independent motions.

Our focus here is on the differences between the reaction coordinate and the accompanying motions, the effects that each have on spectral and kinetics properties, and the difficulties that can arise in discriminating one from the other. Focus on the accompanying modes is a recent phenomenon, dating back only 20 years. However, their effects are nearly always critical to quantitative analysis, as revealed directly by, e.g., Eqn (6). Before this period, accompanying modes were treated empirically assuming say a Gaussian or Poisson linewidth applied to spectral transitions associated with the reaction coordinate, and indeed this may often be all that is required for qualitative and even quantitative analysis. Now, we recognize that the accompanying motions may manifest themselves in many and varied ways. At the simple end, this could mean just that they need to be included in accurate simulations but can be ignored in descriptive analytical theories that capture the essential features. However, it can also mean that the identity of the reaction coordinate itself is obscured in spectral measurements, and that proper understanding of the effects of the accompanying modes is essential to determining the most simple qualitative explanation of the observed phenomena. This is certainly the case when it comes to understanding the spectra of chlorophylls, and the inability to distinguish reaction coordinate from accompanying modes held up the development of a fundamental understanding of the operation of photosynthesis for over 50 years.

While the tight connection between chemical reactivity and chemical spectroscopy has been known now for 50 years, it is only recently that this has led to a cross-polarization of methods. Methods from molecular spectroscopy are now routinely used to solve electron-transfer problems, and just this year it has been shown how to apply the full power of electron-transfer theory to the understanding of basic concepts such as hybridization and aromaticity. Chemistry has always been taught to undergraduate students as a set of independent principles, applied as required to organic reactions, inorganic complexes, materials properties, or gas-phase reactions. This teaching introduces different languages and
notations for each situation. A simpler and more unified approach seems to be on the horizon. Understanding the importance of what defines the reaction coordinate and what other motions are necessarily associated with this will be core to such a simplified description.
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