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Demanding essential industries such as water, petrochemical and energy use billions of
dollars worth of metallic pipe infrastructure. Sydney Water Corporation alone has buried
systems valued at over $15 billion and this is typical for large utilities. Catastrophic
failures of these critical high pressure water pipes has severe impact on the general public,
including disturbance to water supply, road traffic, compromised safety and surrounding

infrastructure costing billions to the economy.

This raises the specific demand of accurate and reliable in-service inspection and mainte-
nance of supply lines that do not disturb the service. A vibrant collaboration of researchers
from Monash University, University of Technology Sydney and University of Newcastle
along with ten water utilities and research institutes from around the globe are dedicated
to research on 'The Advanced Condition Assessment and Pipe Failure Prediction Project’

through a collaborative research agreement and committed overall funding of $16 million.

Condition assessment of Cast Iron (CI) water mains is a major part of the project where
non-destructive evaluation (NDE) technologies are considered. Magnetic Flux Leakage
(MFL) technology has been a popular choice in the industry for NDE for decades, and
hence it is a focus technology of this project. Obtaining accurate and reliable interpreta-
tions using MFL signals is a significant challenge due to the ill-posed nature of the inverse
problem. Therefore the main contributions of this thesis stem from the use of different

interpretation techniques to solve the MFL inverse problem.

In this thesis, initially a realistic analytical model was developed to capture the behaviour
of MFL signals. Analytical model has restrictive assumptions and could not be utilised
to solve the MFL inverse modelling. Therefore a data analytic approach using Gaussian
Processes (GP) is proposed to capture highly complex MFL inverse model. The caveat in
this method is that it is highly dependent on the quality of training data. To generate the
required exhaustive data, a more generalised FEA based simulation model was developed
and validated. The simulation model enabled the generation of exhaustive data to train
a GP model and the model predictions were validated using the simulation data. This
raised the need for experimental validation of the models and therefore the simulation
model was experimentally prototyped. With successful experimental validations using

the prototyped MFL lab set-up, a software module was produced to interpret real life



vi

industrial MFL data. This software produces 2.5D cylindrical approximated defect profile

along with the uncertainty for each prediction.

Stress and failure analysis literature shows that ellipsoidal defects are the most vulnerable
stress failure sources on gray cast iron pipes. In order to approximate ellipsoidal defects
on aged CI pipes, a global optimisation procedure has been proposed. Using an analytical
model the global optimisation algorithm produces the optimum ellipsoidal parameters
which minimises the mismatch between the measurement and model output. The proposed
algorithm produced high quality ellipsoidal parameters which can readily be used in the

stress analysis.

MFL interpretation results were not only used for stress analysis, but also for multi-sensor
fusion within the project. In this way, complementary information from different sensing
modalities can be fused to enhance the overall prediction quality. Approximated cylindri-
cal defects and ellipsoidal defects provided sparse information but this was not sufficient
for multi-sensor fusion. A dense representation of the entire scan area is highly desirable.
Further investigations of the MFL signals indicated that they contain information to in-
terpret continuous thickness profiles. A global optimiser based on a FEA model has been
iteratively used to estimate the continuous thickness profile. The results indicate that the

proposed framework can accurately interpret dense 2.5D thickness maps.

This thesis addressed the MFL data interpretation problem in 3 specific scenarios; cylin-
drical defects approximation, ellipsoidal defects approximation and continuous remaining
wall thickness profiling. Simulations, lab experiments and field trials were carried out for

each scenario and the results were used to validate the effectiveness of the algorithms.
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Chapter 1

Introduction

Worldwide about 70% of the total asset base of a typical urban water utility consists of
buried pipes in congested cities [7]. Most of these critical water pipes are extensively large
diameter and operate in critical water pressure conditions subjected to pump station pres-
sure transients as well. Most major urban water utilities in the world including Australia
have been in service for a century or even more [7-9]. Sydney Water Corporation [10] has

buried systems valued at over AUD 15 billion and this is typical of large utilities.

Failure of these critical high pressure water pipes has severe impact on maintaining the
continuous service to the public, fire fighting capabilities specially in bush fire areas in
Australia, compromised safety, disturbance to general public including road traffic, other

social costs as well as significant financial and reputational implications.

With further aging of this mission critical infrastructure, probability of failures will con-
tinue to increase [7]. This will have very high growing cost implications for the reliability
and sustainability of the public water supply. It is clear that this is a global issue which
will become even worst with global climate changes and soil property changes due to

industrialisation.

In Australia, the total replacement costs of the pipe network have been estimated to exceed

AUS$100 billion [9]. Over the next five years, the costs of urgently needed asset replace-

ment are around AU$5 billion. Maintenance costs over the same period are estimated at

some AUS$2.5 billion [9]. Elsewhere, The US Environmental Protection Agency (USEPA)
1
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estimates that the US public water sector will require US$335 billion of capital investment
over the next 20 years to sustain essential service levels. Also, US studies indicate that

the average cost per failure for large diameter pipes exceeds US$500,000 [9].

In response to these cost drivers, and to meet demands for reliable water supply services,
water utilities have already made considerable efforts to control potential failures by ap-
plying existing, state-of-the-art methods for failure prediction, condition assessment and
proactive pipe asset management technologies. The methods used have limited level of
confidence which limits the ability to target renewal programs. It has been conservatively
estimated that even a 30% improvement in the present state of the art, would reduce the
high consequence events by 50% and total failure events by 30% resulting in potential
savings of over AU$160 million over a 20 year period to the Australian Water industry [9].
With better prediction from condition assessment, expenditure can be delayed by 5 years
and replacement costs reduced up to 20%; the projected savings over a 20 year period will

exceed a further AU$300 million [9].

Water utilities urgently need better techniques for estimating the probability of failure of
critical pipelines and for estimating their remaining life. The unavailability of such tools
increases the risk of substantial funds being potentially misdirected through premature
replacements. This could impact on future water service pricing. On the other hand, not
undertaking timely replacement of pipes could lead to increasing number and frequency
of failures with associated costs and disruption. A vibrant collaboration of researchers
from Monash University, University of Technology Sydney and University of Newcastle
along with ten water utilities and research institutes from around the globe are dedicated
to research on "The Advanced Condition Assessment and Pipe Failure Prediction Project’
through a collaborative research agreement and committed overall funding of $16 million.
This thesis is produced as part of this research project and strives to produce better

interpretation results to the water utilities for their decision making.

The project consists of three main research teams. University of Technology Sydney team
focuses on improvement of condition assessment techniques. Monash university uses the
condition assessment results to conduct stress analysis to examine the structural properties

of aged pipes. The University of Newcastle works on corrosion modelling. Therefore
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condition assessment plays a major role in the project as the results are used by other

research teams for their work.

Corrosion and graphitisation are the main causes which weaken the strength of aging
critical pipes and cause them to fail eventually [7, 11]. Knowing the amount of non-
compromised conductive ferromagnetic material remaining in the pipe walls is therefore

the key first step towards lifetime/failure prediction.

Since corrosion and graphitisation occur on inner and outer surfaces of pipe walls, healthy
material often remains in subsurface regions which cannot be accessed directly. Causing
any physical destruction to critical pipes even in the form of corrosion removal done to
access the healthy material surface is undesirable due to the risk of pipe bursts. Therefore,
the amount of healthy material can only be evaluated non-destructively. Consequently,
many NDE techniques have emerged and grown in demand in the field of pipe condition

assessment [12].

The following describes most commonly used NDE techniques in metallic structures. One
of the earliest techniques in NDE is radiography (RT). This is analogous to the medical
X-ray. A beam of radiation is released and diverted through the object being inspected.
X-ray sensitive film or a sensor in modern designs records a 2D image correlated to the
varying densities of the absorption of the radiation. RT is used in weld quality inspections
and other quality control procedures but there is a variety of safety issues and it is not

convenient to use for in-situ pipe inspections.

High frequency sound waves (typically around 1M H,) have the ability to transmit through
solids and the associated technologies are known as ultrasonics(UT). A very useful feature
is that any discontinuity or change of density produces a reflection and this can be turned
into an 'image’ by measuring the signal travel time. UT is commonly used for precise crack
detection in relatively small items. Due to the focal length of the sensor, the technology
cannot be used to detect shallow surface cracks. A significant disadvantage is that there
is quite a degree of operator skill required and consequently the industry requires formal
qualifications for UT operators. UT probe needs very good coupling to the material and

this limits the use of UT on cast iron due to the graphitisation layer on aged cast iron

pipes.
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Liquid Penetrant also known as Dye Penetrant or Dye Check is widely used to find open
cracks with live leaking. The idea is simple. A coloured special dye is applied on the surface
and after an interval the excess dye is cleaned. Inner and outer surfaces are inspected for
penetrated dye. This is a very basic technique and depends on the experience of the
operator. Magnetic particle inspection (MPI) is similar to the dye Penetrant method, but
gives better results. A powerful magnetic field is applied to the object being inspected
followed by the application of a magnetic ink or powder. Anomalies on or near the surface
collect the dye and the surface is then visually inspected. This method also has a higher

human involvement and is thus prune to error.

More advanced magnetic induction based methods were developed later for better in-
spection accuracies [12]. Pulsed Eddy Current (PEC) , Remote Field Testing (RFT) and
Magnetic Flux Leakage (MFL) are examples. In PEC, by generating a high frequency cur-
rent in a coil, eddy currents are induced in the test material. The inductive effect of these
eddy currents can be measured as modulations of the current in the coil and can be cor-
related to wall thickness. There has been recent research on these techniques by applying

cutting edge machine learning techniques to attain better interpretation accuracies [13].

This thesis focuses on the Magnetic Flux Leakage (MFL) technology where the test sub-
stance is magnetically saturated to generate leakage flux around the close proximity of

anomalies in the material, external or internal.

The MFL phenomenon has been analysed using a dipole based analytical model as well
as using a Finite Element Analysis (FEA) model to study, characterise and quantify the
effects of defect geometry, defect locations and multiple defect interaction on MFL signals.
The ultimate objective is to use sensor models to characterise the correlation between the
MFL signals and defect parameters. Captured correlations can be used to solve the inverse
problem of interpreting MFL signals collected from aged in-service critical water mains for

quantitative condition assessment and asset maintenance purposes.

The thesis presents: (a) A realistic MFL model to characterise the signal behaviour in
the presence of various defect scenarios; (b) Design and development of a semi-automated
MFL tool for condition assessment; (c) Machine learning based MFL signal interpreta-

tion framework ; (d) An analytical model-aided iterative numerical method for ellipsoidal
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defect estimation and (e) Reconstruction of dense 2.5D thickness maps using MFL mea-
surements. Developed frameworks are evaluated by applying them for in-situ critical water
pipe condition assessment. A commercial MFL tool commonly used in the industry has
been used for data collection and commercial reported results produced for water utilities

have been compared to the developed framework results.

FIGURE 1.1: Industrial MFL tool in operation [1].

The rest of this chapter introduces the research work presented in this thesis. It com-
mences with a background of the target application scenario of critical pipe evaluation
and details key research issues. The rest of the sections describe the thesis scope and its

main contributions followed by the outline of the rest of the thesis.

1.1 Background

Due to their reliability and long lasting capabilities, metal pipes are used for transportation
of fluids over long distances. This infrastructure demands very reliable and accurate
condition assessment due to safety requirements as well as due to the very high costs

involved in replacing a failure.

Non-destructive evaluation (NDE) techniques are commonly used for infrastructure in-
spection. With current advancements of NDE technologies, in-service inspection is getting
more popular in industries such as water, petrochemical and energy where the undisturbed

service is essential. There is a large number of technologies used in NDE. Research effort
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is being applied continuously to come up with more effective ways of achieving reliable

and cost effective NDE techniques [14].

This thesis is originated as a part of Activity 2 of the Advanced Condition Assessment
& Pipe Failure Prediction Project [15], which is co-led by the University of Technology
Sydney (UTS). The project is strongly supported by Sydney Water and many Australian
and international water utilities, condition assessment service providers and research in-
stitutions. This activity aims to advance knowledge and improve levels of confidence of
direct methods for condition assessment using sensor modelling and advanced data in-
terpretation techniques which have already been successfully employed in fields such as

aerospace, cargo handling, undersea ecology, land vehicles and mining.

Most of the commercially used NDE techniques have shortcomings. One of the main
issues is the requirement of sensor calibration to achieve quantitative interpretation of pipe
condition [13, 16, 17]. Accurate calibration is challenging in the target application due
to the difficulty of obtaining calibration materials having properties which satisfactorily
match those of critical pipes. As a result of calibration errors, interpreted pipe conditions
can be observed to deviate from reality in practice. One other issue is the requirement
of time-intensive manual labour to analyse signals individually to accomplish accurate

interpretation.

The desired outcome of Activity 2 is a method of accurately predicting the geometric
description of a buried large critical pipe, and obtaining the best estimate of the pipe
geometry from a set of measurements. As a part of this activity, this thesis deals with
MFL specific modelling and data interpretation. The activity 2 considers four most widely

used industrial technologies; MFL, PEC, RFT and UT.

In this work MFL signals are acquired and processed to regenerate various defect infor-
mation. The frameworks are developed aiming at large diameter critical water mains
(i.e.diameter > 500mm) owned and maintained by water utility companies to supply
consumable fresh water to the community. The majority of these large diameter critical
water mains are made of cast iron (CI), ductile iron(DI) and mild steel(MS). Therefore
these pipes are electrically conductive and ferromagnetic in nature which enables the use

of magnetic NDE techniques such as MFL.
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Although ferromagnetic material specific MFL signal processing techniques are available,
an autonomous framework which is readily usable with commercial MFL tools is lacking in
the industry. A intelligent system which models sensors and autonomously inferring pipe
condition using MFL data, has the potential to greatly increase accuracy and productivity

of the entire asset management process.

1.2 Objectives

Magnetic Flux Leakage (MFL) technology has been used in the industry for more than
three decades for condition assessment. In the MFL inspection process, a sample of a
ferromagnetic material is magnetised using a strong magnetic field. In the presence of
defects or anomalies, a magnetic flux “leak” can be detected which contains information
on anomalies [18-20]. Suitable sensors are employed to scan this leakage field on which

different signal processing techniques are applied for detection and sizing of them.

There are several commercially available magnetic flux leakage inspection services. Table
1.1 summarises some of the industrial MFL service providers. Advanced Engineering
Solutions Limited uses an external MFL tool to scan the pipe wall thickness. They report
the individual defect information. Silverwing (UK) Ltd also provides a range of external
MFL tools designed for a range of applications such as floor scanning, pipe scanning and
gas tank scanning. in contrast, Weatherford International Ltd provides services using an
internal pigging MFL tool which can travel through the pipe long distances. Most of these
organisations does not reveal the sensors they use nor the algorithms they use to interpret
MFL signals. Only the industry partners of this project have provided their results to
evaluate the developed algorithms and results are superior to industry partner’s results.

These algorithms and results are presented in the following chapters.

MFL signals are strictly dependent on the geometry of defects as well as the properties of
the material being tested. Two main frameworks are generally employed to interpret MFL
signals. The more traditional forward approach requires knowledge of precise calibration
samples to generate reference MFL signals. The readings acquired on reference test pieces

with known geometry and intrinsic material properties are compared with fresh readings



Chapter 1. Introduction 8

TABLE 1.1: Examples of industrial MFL service providers

Company name Tools used Company URL
smartCATTM |
T™
Advanced Engineering So- smartCATTM 360, http://www.pipeline-
lutions Limited smart CAT Hy- inspections.com/
brid, Radar - Ground P '
Penetrating,
Floormap3D,
. . FloormapVS2i, http://www.silverw in-
Silverwing (UK) Ltd MFL2000, Handscan, | gndt.com
Pipescan

Inspection by Magnetic
Flux Leakage (Inline
Weatherford International | inspection), Inspection | http://

Ltd by Transverse Field In- | www.weatherford.com
spection (TFI) Technol-

ogy

to infer defect information. However this approach is highly error prone and dependent

on the calibration samples.

In the application of critical pipe evaluation, however, destructive extraction is not possible
due the physical damage it causes to the infrastructure. As a result, common industrial
practice enables geometric calibration of critical pipe materials only by means of pre-
fabricated calibration blocks. For critical pipe materials which include gray cast iron,
ductile cast iron and mild steel, electrical conductivity and magnetic permeability values
can vary approximately up to £20% from the expected mean [21] due to the casting and
cooling process. Such discrepancies between calibration and measurement adversely affect

the measuring technique by offsetting interpreted geometric condition from the reality.

Significant human intervention in the data collection process as well as data processing
has made the conventional manual MFL method inherently slow and error-prone. This
process can be advanced with the use of today’s cutting edge signal processing and analysis
technologies which will result in more accurate modelling and prediction. In particular,

machine learning algorithms are well-suited for robust modelling of MFL signals.

Although the second type, inverse approach, is more complex, it produces more accurate

and robust results. The inverse approach fits a model that can be used to predict the
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defect configuration from the MFL signals. This study is focused on the inverse modelling
of MFL signals by using state of the art machine learning and optimisation techniques in

order to detect and size corrosion defects.

1.3 Scope

This thesis specifically aims to develop MFL based advanced condition assessment tech-
niques for industrial applications. Developed approaches are intended to overcome the
issues related to calibration and the requirement of manual data interpretation, in addi-

tion to being able to accurately predict pipe condition with the associated uncertainty.

Designing a novel MFL sensor architecture having better and more accurate measurement
capabilities is not an objective of this research. The industry partner of the research
project who provide commercial MFL services to water industry supplies a MFL tool with
a fixed sensor architecture. This tool is used to collect raw data from site trials. The scope
of this thesis is limited to the excising design of this industry tool. This tool is an external
pipe scanning tool with a U-shaped electro-magnetic exciter. The objective is to use this
standard MFL sensor architecture and to propose approaches to better interpret the data

to cater for the different requirements of the client, in this case the water utility company.

The U-Shaped MFL tool parameters are considered known through out the thesis, although
challenges were faced with the proprietary information acquired from the industry partner.
Reasonable assumptions and methods were followed to overcome these challenges and these

are described in Chapter 3.

Since the target application of this thesis is critical pipe assessment, and aged critical pipes
are found in any of the three critical pipe materials: gray cast iron, ductile cast iron or
mild steel [7, 8, 11]. All NDE related developments are experimented on in-situ pipes made
of critical pipe materials. Due to the popularity and higher rate of failure according to
historic data, this project mainly focuses on gray cast iron pipes. However, the proposed
approaches can be generalised for condition assessment of any electrically conductive and

ferromagnetic material.
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The reconstructions done are mainly for evaluating the structural integrity of the pipes
and for lifetime prediction of the remaining material. Developed frameworks are not
required to generate the full 3D reconstruction of the pipe wall and it is very challenging
to reconstruct the 3D profile only by using external scans. Therefore this thesis produces

the interpretations as remaining wall thickness values and 2.5D thickness maps.

1.4 Contributions

This thesis presents a four main contributions. First presents a comprehensive methodol-
ogy to develop a realistic MFL model followed by a prototyped lab set-up. A dipole based
parametric analytical model captures the underlying MFL phenomenon. This model also
validates the MFL FEA model. In the proposed framework the simulation model is proto-
typed as an improved MFL lab set-up that employs a semi-automated scanning procedure.
The developed realistic model is used to generate extensive data required for the data an-

alytic methods [22].

The advent of kernel machines, such as Gaussian Processes (GP) can be formulated as a
non-linear regression. This thesis presents a Gaussian processes based data driven inverse
modelling framework to characterise the geometry of multiple defects, i.e. depth and
width of defects and their associated uncertainties [22]. The GP models trained with the
validated simulation models, generate accurate predictions and the associated uncertainties
which can be used in the decision making process of asset maintenance. The results are

superior to the state of the art industry interpretations.

Latest stress and failure analysis shows that ellipsoidal defects are the most vulnerable
stress failure source on gray cast iron pipes [23]. A novel analytical model-aided ellip-
soidal defect estimation framework is introduced to aid these stress concentration factor
(SCF) calculations. This framework utilises a non linear optimisation algorithm using
a MFL analytical model. The ellipsoidal parameters are estimated based on raw MFL
signals compared to model generated signals and it is verified through simulations and

experiments.
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This thesis also presents a global optimiser based framework to reconstruct a dense 2.5D
high resolution thickness map of the entire scan area using MFL signals generated on
ground truth. Non linear optimisation framework minimises the mismatch between the
MFL measurement signal and the FEA simulated signal. Reconstruction results are com-

pared with ground truth to validate the algorithm [22].

1.5 Thesis Outline

This thesis consists of seven main chapters. The second chapter which comes after the in-
troduction, contains a review of related work in the field of MFL sensing and interpretation.
The chapter presents MFL sensor operating principles, sensor architectures and applica-
tions. MFL sensor modelling techniques are subsequently investigated and the chapter
concludes by reviewing published research work on iterative optimisation techniques used

for coarse to fine interpretation of MFL signals.

The third chapter describes the development of a Realistic MFL Model and a Semi-
Automated Tool. It first introduces the underlying MFL phenomenon through a detailed
derivation of a dipole based parametric analytical model for MFL. Later this model is
generalised using a FEA based simulation model. This simulation model is prototyped
and used for experimental validation. With the successful validation, the model has been
used for extensive data generation, capturing most geometrical defect scenarios. This data
is used in a machine learning approach in the following chapter. The third chapter also
discusses the existing shortcomings in the commercial tools and how they could influence
the final interpretations. Due to greater industry motivation, the chapter presents a de-
tailed design process of an improved semi-automated MFL tool. With the experimental
results it is demonstrated that this design aids in the higher estimation accuracy of the

remaining wall thickness as well as defect shape interpretations.

The fourth chapter utilises the data generated in Chapter 3 for machine learning. The
chapter discusses the possibility of using Gaussian Process models to formulate a Bayesian
framework for non-linear regression. This chapter presents a GP based data driven in-

verse modelling framework to characterise the geometry of defects. This framework uses
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simulated data along with the corresponding defect parameters to learn the models in a
supervised learning manner. Raw measurements from aged CI pipes are used to evaluate
these inverse models and the results are compared with a laser measuring system based

ground truth.

The fifth chapter identifies the importance of ellipsoidal defect approximation for stress
analysis. The analytical model presented in Chapter 3 is extended to analyse a general
ellipsoidal defect. Given the MFL signal of a certain area, inverse modelling of approx-
imated ellipsoidal defects is formulated as a non linear optimisation problem using the
analytical model. A global optimisation algorithm has been used to produce the optimum
ellipsoidal parameters which generate a similar signal to the measurement. Four ellipsoidal
defects were machined on grit-blasted CI pipes and corresponding MFL signals were used

to evaluate the framework.

The sixth chapter further makes use of iterative numerical methods to refine MFL interpre-
tations. A global optimiser based on a FEA model and a moving ROI has been iteratively
used to solve the RWT profile. By using the GP based interpretation as the initial seed,
the method is formulated as a coarse to fine approach. Finding the thickness profile that
minimised the model mismatch to the reference measurement, is equivalent to solving the
inverse problem. Extensive simulation and experimental results are presented to illustrate
that the proposed global optimisation framework is capable of accurate reconstruction of

dense 2.5D thickness profiles.

Finally, chapter seven concludes the thesis with a summary of the key findings and the
contributions. It also points to several MFL signal interpretation based future research

avenues that result from the frameworks presented in this thesis.

1.6 Publications

The work in this thesis has been previously presented in the following publications.
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Chapter 2

Related Work

Due to the demanding requirements of the industry, NDE techniques had been a major
research topic for decades. There are a wide variety of challenges in developing frameworks
which take into account measured intrinsic material properties and sensor signals to predict

the condition of the test area.

The main focus of this thesis being MFL technology, few major sub areas are identified
in literature. This chapter first reviews various mathematical modelling techniques as
well as different MFL sensor architectures. Limitations in these models raise the need
for generalised FEA models. Challenges and existing work towards FEA modelling is

presented in the next Section.

Having realistic forward models enables researchers to address the inverse problem of
finding defect properties using MFL measurements. In literature, there exists several
studies towards inverse modelling using simple direct methods as well as more sophisticated

data driven machine learning techniques.

This chapter further includes published work regarding noise suppression techniques, per-
meability and speed invariant schemes. It also identifies that there is a lack of published
work related to ellipsoidal defect estimation using MFL signals; this will be studied in

Chapter 5.

15
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2.1 Forward Modelling of MFL

One of the earliest research interests was to develop theoretical models to analyse the
MFL phenomenon. The idea was to develop mathematical MFL models incorporating
defects and various other parameters to affect the leakage signal. Fitting these models
to data from an unknown defect can give an estimate of the size of the defect. Zatsepin
and Shcherbinin [26] modelled the leakage field from infinitely long surface-breaking cracks
considering a point dipole, linear dipole or strip dipole in terms of magnetic charge induced
by the external magnetic field on the bounding surfaces of the cracks. Having infinitely
long defects is far from the reality. Shcherbinin and Pashagin [27] developed a more

sophisticated model extending the previous work into cracks with finite dimensions.

Forster, in [2] describes mathematically the magnetic flux leakage phenomenon. He claims
that the determination of the magnetic field strength inside the defect as a function of
defect geometry, magnetic properties of the material and applied field strength is required
for a better understanding of the magnetic flux leakage phenomenon. The total pro-
cess of leakage flux measurement including the necessary mechanical probe movement,
was controlled by a computer which also evaluated the measurements subsequent to the
measuring process. These were drawn with high precision by a plotter in a programmed
manner. The tangential H, and normal H, leakage field components were measured using
the Hall probes. The focus was mainly on a few features of the curves on the experiments.

(see Figure 2.1 )

The authors observed that the spread of H, and H, profiles increased as the widths of the
defects increase, and there is a relatively small change in the peak-to-peak magnitude of

the H, profiles as the depth changes (Figure 2.1(b)). Foster also identified that,

e A decreasing crack width corresponds to an increase of magnetic field strength beside

a crack
e Asthe crack width increases the percentage decrease of H, in the surroundings grows

e The two opposing effects described caused a convergence of the values of H, from

about y = 1 mm for the different crack widths ( see Figure 2.1 )
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FIGURE 2.1: Features and their behaviour of a MFL signal [2] where H, is the axial
component and H,, is the radial component. (a) Identified features; (b) Feature behaviour
of the radial component.

e The homogeneity of the internal field H, increases with increasing crack depth

Forster also discussed the practical significance of the different sections of the magneti-
sation curve and hysteresis loop to the magnetic flux leakage method for non-destructive
material testing. For non linear permeability, the field inside the defect was found to be
higher, and an explanation as well as empirical correction factor were proposed. Hence,
Forster demonstrated that earlier dipole simulations in the literature that studied the
variation of MFL magnitudes with defect parameters were invalid, because they assume
that the induced magnetic charge density was independent of the defect parameters. He

concluded that the magnitude of the radial MFL component increased linearly with defect
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depth. Moreover he experimentally demonstrated that the magnetic field inside the de-
fect increases as the defect width decreases. In conclusion the author emphasised the fact
that, comparison of results published in the literature computed according to the method

of finite elements and the results of experiments showed a considerable discrepancy.

R. C. Ireland and C. R. Torres [28] modelled a circumferentially magnetised MFL tool
using finite element analysis. First they used a 2D model and later extended it into a
3D model. The 2D model indicated that the defect response picked up by the sensors
was dependent on the position of the defect with respect to the tool’s magnetic poles.
This happened due to the large value of the background magnetic field close to the poles,
which can also make defect characterisation difficult. They also presented that several
inspections of the same section of pipeline might yield different defect signatures due to
the position of the magnetic poles with respect to the pipe being altered for each run.
Sensitivity of the sensors, placement, calibration and manufacturing tolerances might also
lead to non identical results. However, the modelling results presented, indicate that the
magnetic field profile seen within the pipe, is extremely complex under both stationary and
dynamic tool conditions. They suggested that understanding the nature of the varying
magnetic field profile is the key to develop an optimal circumferential MFL tool. In the
same publication they presented modelling and finite element analysis results but they did

not present interpretation or classification methods to detect and size defects.

Typically, magnetic sensors measure individual components of a MFL field. Babbar [5]
as well as Atherton [29, 30] argued that the radial component B, is the most significant
component of a MFL field whereas the other two components were still not completely

investigated at the time.

The FEA published by Yong Li [31] reveals that all three components of the magnetic field
over the defect region, not only complement each other but also enhance the detection and
characterisation of defects. The simulation studies were undertaken for MFL inspections
with rectangular slots and natural irregular cracks. The magnetic field was quantified
using a 3-axis anisotropic magneto-resistive (AMR) field sensor. They noticed that the
circumferential (B,) component is particularly informative in detecting the diagonally

orientated section of a crack, whereas the axial component (B,) and radial component (B,)
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contains very little indication of crack position. In the simulations, although there were
localisation discrepancies in the magnetic field, the overall distribution of the 3D leakage
field from experimental study had good agreement with FEA simulation results. They
claimed the discrepancies were due to the inhomogeneous field and non linear material
properties of the arbitrary shaped test samples. So finally they concluded that the use of
a 3-axis system would be advantageous in certain situations to give orientation information,

especially when defects were orientated parallel to the applied field.

2.2 Defect detection and sizing

Rather than straight forward inspection of the leakage flux foot print, researchers tend
to investigate various other techniques to analyse, detect and size the defects using the

readings of MFL tools.

D. Minkov [32] proposed a method for estimating the sizes of surface cracks in magnetic
materials based on applying a magnetic field, determining the leakage magnetic field in the
vicinity of a crack by moving a Hall element along straight lines crossing a surface crack
and measuring the corresponding Hall voltage distribution. The sizes of the investigated
cracks were estimated by regression where they minimised the RMS error between the
variable theoretical Hall voltage distribution and the measured Hall voltage distribution.
The method was based on a dipole model of a crack. It utilised analytical expressions for
determining the theoretical Hall voltage distribution. The analytical expressions neither
imposed boundary conditions at the crack walls nor required knowledge of any material
constants. They estimated only the maximum depth and the width of an investigated

crack which was especially useful due to its practical applicability, simplicity and speed.

Catalin Mandache [33] also addressed the inverse problem of defect size prediction directly
from MFL signals. An analytical model was modified to account for circular defects in
order to correlate the radial component of MFL profile with the defect dimension along the
axial magnetic field. They confirmed the validity of the model through comparison with
experimental MFL scans from different defect geometries. The theoretical model developed

for a single cylindrical defect was adapted to more complex and realistic defect geometries,
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specifically, racetrack defects. They used very few features of the radial component of the
MFL leakage signal such as the peak magnitude and the distance between two peaks. They
claimed that the advantage of the method is the low number of parameters that have to
be considered when determining the length of defects using radial signal component. The
knowledge of material characteristics, such as permeability was not a necessity, as long
as the inspection magnetic field strength corresponds to the magnetic saturation of the

sample.

Since these inverse approaches are fairly straightforward matching approaches they are
not well resistant to noise and other practical imperfections. However this approach can
be further advanced using modern machine learning techniques. There have been few

attempts in defect detection and sizing using machine learning techniques.

Artificial neural networks (ANNs) are commonly used in modelling complex relationships.
A.A. Carvalho [3] evaluates the use of artificial neural networks (ANNs) for pattern
recognition of magnetic flux leakage (MFL) signals in weld joints of pipelines obtained by
an inline inspection tool (See Figure 2.2). Initially the ANNs were used to distinguish
the presence of defects using signal patterns along the weld bead. The initial input to the
neural network was without any type of pre-processing, but later they applied a new layer

of pre processing too.

Their initial approach was a moving average filter with a numerical procedure that smoothes
data by replacing each original signal data point with the average of the neighbouring sig-
nal data points. However these filters tend to eliminate information of high-frequency

components of the signal along with the noise.
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Later they analysed the frequency response of the signal. The Fourier analysis consists
of decomposing the signal into its constituent sinusoids of different frequencies. However,
many signals contained numerous transitory or non-stationary characteristics, such as
abrupt changes, fluctuations, discontinuities. Often these characteristics were the most
informative part of the signal and in this case the Fourier analysis was not the most

appropriate.

Carvalho [3] also investigated the use of wavelet transform. Wavelet transform is specifi-
cally developed to overcome the limitations of the Fourier analysis. The wavelet transform
supplies information on when and in which frequencies the events occurred. Savitzky-
Golay smoothing filter[34, 35] was also used. This filter is known as a digital smoothing
polynomial filter or least-squares smoothing filter, and is typically used to smooth signals
with noise and with large frequency intervals. This filter is less sensitive to the frequency
interval since output is obtained by the adjustment of the points of the interval by a
polynomial and not by the simple average of the neighbouring points, as occurs with the
standard moving-average filter. This characteristic allows the Savitzky-Golay filter to be

applied to analytical signals with sharp peaks, which is common in MFL signals.

Ahmad Khodayari-Rostamabad [36] presented a complete machine learning framework
for the inspection of MFL images from pipelines. This included feature extraction, fea-
ture selection, pattern-recognition and regression methodologies to detect major defects
in pipelines. They applied the methods of support vector regression, keratinisation tech-
niques, principal component analysis, partial least squares, and methods for reducing the
dimensionality of the feature space. They demonstrated the adequacy of the performance
of these methods using real MFL data collected from pipelines, with regard to the perfor-
mance of both the detection of defects and the accuracy in the estimation of the severity

of the defects.

The average detection performance in recognising major metal defects vs non injurious or
benign anomalies was over 96%. The root-mean-square error in defect depth estimation
was less than 8%. Furthermore, the kernel PCA method provided a low-dimensional

representation of the MFL data and was presented as an effective visualisation tool.
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Not only defect detection and sizing, but classification of the defects is very important
too. A.A. Carvalho [3] applied ANNs to classify signal patterns with three types of defects
in a weld joint: external corrosion (EC), internal corrosion (IC) and lack of penetration
(LP). The defects were intentionally introduced in the weld bead of a steel pipeline with
an outer diameter of 304mm. The MFL signal itself was digitised into 1025 samples, and
was used as the ANN input. All the signals from three specimens were grouped together
in a single set of data and then randomly separated into a training set (70% of data) and

a test set (30% of data). Later fresh data was used for validation.

Signal processing techniques were employed to improve the performance of the neural
networks in distinguishing between the defect classes. The results showed that it was
possible to classify signals into defect and non-defect classes using ANN with promising
results (94.2% success), as well as for corrosion (CO) and lack of penetration (LP) signals
(92.5% success). They could also classify the defect pattern signals: external corrosion
(EC), internal corrosion (IC) and lack of penetration (LP) using neural networks with an

average rate of success of 71.7% for the validation set.

Ameet Joshi [37] and his team also focused on machine learning aspects of the MFL signal.
They were more interested in the maximum safe operation pressure (MAOP) since their
focus was on natural gas pipelines. In order to obtain a more accurate estimate for the
MAOP, it was necessary to interpret the MFL signal to achieve the full 3D defect depth
profile. They proposed an iterative method of inversion using adaptive wavelets and radial
basis function neural network (RBFNN) that can reduce the dimensionality and predict

the full 3D depth profile.

In order to use wavelet transform efficiently, the depth profile X was re-sampled to match
the magnetic field H at a resolution of 10 x 16. Their inversion procedure followed a multi

resolution approach for reconstructing the defect and consists of several steps.

The 1D vector representation of H was obtained using 2D Haar wavelets and discrete

wavelet transform (DWT) as Equation 2.1

L 4L

h = chij¢ij (21)

i=1 j=1



Chapter 2. Related Work 23

where ¢;; is the j th wavelet at ¢ th level. The coefficients c¢;; , provide a compact
representation of the unknown defect profile. Inverse DWT transforms the coefficient

vector ¢ to the depth profile h.

The radial basis function neural network (RBFNN) [38] was used to model the forward
process of predicting the MFL signal for a given depth profile. The parameters of the for-
ward model were computed using training data. The iterative operation using the RBFNN
estimated optimal values of the wavelet coefficients. The DWT algorithm recursively cal-
culated the next level Haar coefficients. Low energy coefficients were eliminated and the
remaining coefficients were applied to the inverse DW'T algorithm to generate the next
higher resolution depth profile. The process terminated when it reached resolution level
Lymaz- In essence this algorithm starts with a coarse resolution prediction of the depth
profile and then finds the optimal representation of the depth profile in that resolution. As
the algorithm provides a coarse-to-fine improvement in the prediction, it can be adapted
depending on the accuracy speed trade off. It then improves the resolution in areas of

spatial domain having an energy more than a predefined threshold.

Coeflicients having energy below the predefined threshold were eliminated. They generated
a database of 71 defect geometries and corresponding MFL signals. In every experiment, 70
samples were used for training and the remaining for sample testing. The multi-resolution
iterative inversion algorithm was applied to estimate the defect profile for the test sample.
3D cross sections of the predicted depth profiles at different resolution levels along with

the true defect profiles were presented.

Above described was only some major work published on machine learning aspects of
MFL signals. Up to the best knowledge of the author, literature lacks the use of Bayesian
frameworks such as Gaussian processes for MFL signal interpretation. A close form solu-
tion is not achievable due to the ill-posed nature of the MFL inverse problem. Therefore
the defect sizing results contain an uncertainty associated and GP is capable of producing
the associated uncertainty with each prediction. Indication of the uncertainty for a given
prediction aids the asset maintenance process which is a target application of this study.
Concerning these advantages later work in this thesis focuses on developing a GP based

data driven machine learning framework to interpret MFL signals (Chapter 4).
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Following up the GP based inference result, in this thesis an iterative coarse to fine ap-
proach have been developed to further refine the interpretation. The inversion process for
any forward model can be formulated as an optimisation problem, when it is not straight
forward. One of the popular methods is stochastic or deterministic optimisation [39].
Deterministic optimisation methods [40, 41] use gradient information to minimise the mis-
match between the model prediction and actual measurements. These methods arrive to
a convergence rapidly but it is not guaranteed to be the global optima. For global opti-
misation, computation intensive and exhaustive stochastic methods may be used. These
algorithms search over the full parameter space which involves extensive forward model
evaluations. The end result has a much higher chance of landing at the global optima of

the desired parameters [42, 43].

Ravan et al. [44] used partially 3D FEM and fast analytical models for reconstruction
of simulated 2D defect depth profiles with 5 degrees of freedom. Aminehet al. estimate
two parameters of rectangular cracks using similar inversion techniques. Both references
report direct optimisation time with the FEM models alone to be 20 to 40 hours and
required about 40 to 150 iterations [45]. Hari et al. [42] used a genetic algorithm (GA)
which optimised a 2D FEM model for arbitrary defect reconstruction. They reported to
take only 20s for a reduced order FEM model of size Npgays = 950, but total number of

evaluations required for convergence is not given.

Recent work by Priewaldet al. [39] used a full scale non linear FEM model for fast re-
construction of arbitrary surface breaking corrosion defect geometries in steel plates. The
inverse algorithm was formulated in a similar way to that suggested by Yan [46]. A fully
analytical expression to efficiently compute the required Jacobian of the inverse MFL
problem for the non linear magneto-static case was derived. This framework exhibited
fast convergence and efficient computation times. Tuning the parameter vector was con-
trolled but the optimisation algorithm depended on the current mismatch between the
model prediction and the reference signals. Due to the ill-posed nature of the MFL inverse
problem, some extra information was used in the form of regularisation constraints [47, 48].
Priewald conducted the evaluation of the proposed method only on 2D simulated data but

did not include any experimental results.
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It was noticed that most of these studies were based on highly simplified forward models.
Use of FEA models in the inversion process has a few advantages. FEA models generate
a more realistic MFL signal due to consideration of eddy current effects, edge effects,
non-linearity of materials and other real-life imperfections. Moreover by using the real
CI pipe profiles, the multidimensional inversion problem can be further simplified. It was
identified that the literature lacks published work in these avenues and this shortfall will

be addressed later in this thesis.

2.3 Error sources affecting MFL signal interpretation

Experimental real life MFL signals contain a significant amount of noise. Han Wenhua
[4] presented a modified wavelet transform based adaptive FIR filtering algorithm for
removing the seamless pipe noise (SPN) in the MFL data. The SPN is an artefact in the
MFL data caused by the helical nature of the grain of the seamless pipe. The SPN is time-
varying and thereby requires an adaptive filter to mitigate its affect [49]. An adaptive filter
is capable of adjusting its impulse response appropriately to minimise the error between
the filter output and the reference input. A finite impulse response (FIR) filter was utilised
to implement the adaptive system. The FIR coefficients were estimated using the least
mean squared (LMS). The idea underlying the approach was to exploit the correlation
properties of the MFL signal generated by the seamless pipe and the signals due to defects
and other artefacts in the pipeline. They modified the wavelet transform domain adaptive
FIR filtering algorithm introduced by Hosur [50] such that it can be applied to remove the
SPN in the MFL data.The schematic of the modified wavelet transform domain adaptive

SPN cancellation system is shown in Figure 2.3.

Unlike the time domain adaptive filtering method, where the K + 1 consecutive samples
from the reference input u(k) were used as the input, the proposed method applied the
discrete wavelet transform (DWT) [51] to the K + 1 consecutive samples of u(k) before
being used as the input of the FIR filter. Just as the time domain adaptive filtering

algorithm for removing the SPN, the wavelet transform domain adaptive system cancelled
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FIGURE 2.3: Wavelet transform domain adaptive SPN algorithm [4]

out the correlated SPN, but still contained the system noise. This noise was treated as
an additive white Gaussian noise (AWGN), and therefore was removed using the wavelet

shrinkage de-noising method.

For testing their method they used MFL data provided by the material assessment research
group in the Department of Electrical and Computer Engineering of Michigan State Uni-
versity. According to the results as shown in Figure 2.4 the modified algorithm had good
performance and considerably improved the detectability of the defect signals in the MFL
data. Use of these kinds of noise suppression schemes aids in a better detection and

interpretation of the defects in MFL data.

The analysis of the MFL signal is however fraught with problems associated with the
signal itself such as sensor velocity and permeability variations of the test specimen. Out
of these, inspection speed is a major factor. As mentioned, one of the main advantages
of the MFL technology is the ability to automate the inspection process. Therefore the

effect of inspection speeds needed to be fully investigated.

Yong Li et al. [52] presented numerical simulations carried out using ANSOFT Maxwell
EM on eddy currents in steel specimens due to a moving probe. Moreover, they studied the
effect on MFL signals from a high speed MFL inspection system. In MFL inspection sys-

tems, eddy currents were generated because of the travelling probe. The influence of eddy
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currents on MFL signal involves not only the shape but also the magnitude of the mea-
sured signal. As the probe speed increased, the signal magnitude dropped, which resulted
in low signal-to-noise ratio in practical inspection systems. In addition to that, in high-
speed MFL inspection systems, it was necessary to apply the noise suppression techniques
to cripple systematic noise and extraneous noise. Compared to a static MFL inspection
system, a high-speed MFL inspection system required more sophisticated techniques to

process signals, such as adaptive filter and algorithms and wavelet analysis.

They also discussed the electronic complexity of high speed MFL equipment. Since the
inspection system runs at high velocity, the signal acquisition time should be shortened.
Therefore, the instrumentation of signal acquisition should have high sampling frequency
and comply with Nyquist law. Moreover the sensor array in high-speed MFL inspec-
tion systems is required to have high bandwidth in order to ensure fast response to an

instantaneous magnetic field change.

The other main phenomenon affecting the leakage field is the permeability variations in the
material. S. Mandayam et al. [53] mainly focused on the effects of permeability variations
to the output signal. They also considered inspection velocity variations as well and pro-

posed invariant schemes for each of those scenarios. They presented the comparison of the
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original signals and the signals obtained using the permeability invariance algorithm. The
proposed framework was applied on velocity affected MFL signals arising from different
defect dimensions. The velocity invariance scheme examined the underlying signal statis-
tics to construct a restoration filter. This scheme required the value of the undesirable
parameter as an input to the algorithm. However they demonstrated the restored signals

with respect to the original with promising results.

MFL signals are also contaminated by mechanical vibration noise [54]. This effect is mainly
observed in internal pigging tools due to heavy equipment travelling with the sensors [55].
Liang Chen et al. modelled these type of noise as additive white Gaussian noise. He
suggested Ensemble Empirical Mode Decomposition (EEMD) de-noising method which is
a fully data driven method. But as Tan Shi et al. presented [55], vibration noises are
significant in pigging tools. This work focuses on external hand held MFL set-ups and
vibration based noises created in large diameter critical water mains by these type of tools

are negligible [55].

It was investigated that the stress applied on the test substances affects the MFL signal.
Mandal and Therton [56] experimentally studied the effect of hoop stress on MFL signals
of a pit defect. They presented that circumferential hoop stress, which can be generated
by line pressure in oil and gas pipelines whilst they are in service, can affect magnetic
flux-leakage signals. In their experiment they used a magnetiser containing high strength
permanent magnets which generated an axial magnetic field in the pipe wall. To generate
the hoop stress, a pressure vessel was artificially created by pumping hydraulic fluid into
the chamber. Radial and axial MFL signals of an electrochemically milled pit (50% pene-
tration) were measured on the hydraulic pressure vessel at several hoop stresses. Observed
changes in leakage flux signals due to the application of external stress were mainly due
to the changes in magnetic anisotropy and hence changes in magnetic surface polarity on
the bounding surfaces. In the case of pipes for which the magnetic excitation is axial,
application of hoop stress reduced the MFL signal magnitude. They also observed that
a considerable increase in MFL signal occurs beyond a certain value of the pipe wall flux
density. They claimed that the developed theoretical models fit the experimental MFL
data well. The leakage fluxes at various stresses were scaled to make them stress inde-

pendent in order to avoid the uncertainty due to applied stress when sizing the defects.
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FIGURE 2.5: Contour map of radial residual magnetic leakage flux [5]

They conclude that the MFL magnitude decreases as hoop stress increases within a certain
range. However there was no influence on the shape of the MFL foot print, by the hoop

stress.

Residual magnetic flux leakage technology

Residual magnetisation is a variation of the ordinary MFL technique. In this technique
a strong magnet is passed over the test substance and it is then immediately scanned
for residual magnetisation. Few studies are available on the residual magnetisation MFL
signal to investigate the possibility to provide useful information about defect size and
shape. Since the signal strength is very low, it appears that these studies were channelling

which involved very sensitive sensors.

Although the residual flux leakage signals get further decayed at high pressures, the tech-
nique still can be used to obtain reasonably useful information about the defects. However,
the technique involves the use of sensitive probes to detect the weak remaining magnetic
field, which is generally about one tenth of the strength of the active MFL. An earlier

study of samples magnetised by strong electric currents revealed that the residual flux
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patterns are basically similar to the active flux patterns. However, the magnitudes were
very weak and may have opposite magnetic polarity in comparison to active MFL [57].
The opposite polarity occurs only when the excitation current is low, whereas for high
excitations, there is no reversal of polarity. A finite element modelling technique has been

proposed by Satish [58] to predict the reversal of the residual leakage field.

Vijay Babbar [5] claim that the residual MFL technique with end lift-off method appears
to be very promising to provide useful information about defect geometry. They used three
simulated defects in the study: a circular blind hole, a blind racetrack-shaped defect, and a
gouge. The first two defects were produced on the surface of a hydraulic pressure vessel and
were nearly 50% of the wall thickness. After the three magnetisation cycles, a computer
controlled Hall probe was moved smoothly over the surface of defects in a two-dimensional
grid obtaining surface and contour maps. They used these contour maps to interpret the

size and shape of the defect (see Figure 2.5).

They used a straight forward approach to interpret the size and shape. Contour plots were
interpreted as the shape of the defect. They also compared signals by lifting the magnet
perpendicularly and also by moving the magnetiser to the end of a section and on to a

cylindrical platform (end lift-off method).

The literature lacks a systematic study of lift-off. Lift off is the radial distance between
the surface of the pipe specimen and the sensor which measures MFL. It is widely known
that increasing the lift-off decrease the MFL signal amplitude. However, the influences of
the lift-off on defect characterisation are not well documented in literature and is studied

in this thesis in Section 4.2.2.

2.4 Chapter Conclusions

This chapter reviewed published work on MFL inspection techniques and inversion meth-
ods and clarified the necessity of a complete framework for interpretation of experimental
MFL data of cast iron pipes. First various mathematical modelling techniques for MFL
phenomenon were reviewed which also included a variety of MFL sensor architectures.

Having models for MFL enabled researchers to study the behaviour of the leakage field
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in the presence of various defect types. Most of these studies considered parameterised

defects which is far from the reality.

When it comes to real life defect types, parameterisation becomes challenging. Researchers
tend to use FEA based models in real life defects to overcome these challenges; existing

work towards FEA modelling was presented next.

General inverse modelling techniques and customising them for the target application
was reviewed followed by more sophisticated data driven machine learning techniques.
Recent research on refining MFL interpretations using global optimisation techniques were
presented. Most of these frameworks lacked the uncertainty indication of predictions which
aids the decision making of asset maintenance. Approximated ellipsoidal defects also aids
the asset maintaining by indicating the stress based failure modes. Up to the best of the
authors knowledge there is no published work on the use of optimisation approaches to

approximate ellipsoidal defects using MFL data.

Various noise sources in the MFL process distort the MFL signal results in erroneous
interpretations. Application-specific signal conditioning and noise suppression techniques
were reviewed while discussing the importance of distortion free signal processing. Other
sources of error in MFL interpretations, such as scanning speed and permeability variations
were studied followed by a review on speed and permeability invariant schemes. Residual

magnetisation was identified as a variation of the ordinary MFL technique.

Published studies were found to be limited towards generalisation of detailed MFL signal
interpretations using real life MFL data. Moreover ellipsoidal approximation of defects
which have a major effect on structural integrity of metal pipes was absent in literature.
Not only isolated defects but also the thickness profiles could be reconstructed using MFL
data. The use of FEA models in iterative optimisation algorithms to solve the inverse prob-
lem can achieve real-life corrosion profiles. These identified shortcomings in the current

MFL techniques and published studies will be addressed in the following chapters.






Chapter 3

Development of a Realistic MFL
Model and a Semi-Automated
MFL Set-up

3.1 Introduction

The MFL tool and its parameters play a crucial role in solving the inverse problem of
interpreting remaining wall thickness. Although the underlying concept of magnetic flux
leakage is common for MFL tool design, excitation field strength, type of sensors, shape
of the yoke, the shoes and many other tool specific parameters affect the measurement.
Moreover in practice, similar to any other experiment, the measurements are corrupted
by various noise sources. Therefore it is almost impossible to experimentally capture the
effects of MFL signals over various defect scenarios. This raises the need of having a well
calibrated model of the MFL phenomenon so that various parametric changes and defect

scenarios can be studied.

Modelling and analysing magnetic flux leakage has been a focus of researchers for more than
three decades. Zatsepin and Shcherbinin [26] modelled the leakage field from infinitely long
surface-breaking cracks considering a point dipole, linear dipole or strip dipole in terms

of magnetic charges induced by the external magnetic field on the bounding surfaces of

33
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the cracks. Later Shcherbinin and Pashagin [27] developed a more sophisticated model
extending the previous work into cracks with finite dimensions. This study was the basis
for most of the work published later on the interaction between the defects and the leakage

field.

Forster [2] analytically described the magnetic flux leakage phenomenon. He claimed that
for better understanding of the magnetic flux leakage phenomenon the determination of
the magnetic field strength inside the defect as a function of defect geometry, the mag-
netic properties of the material, and the applied field strength are essential. Minkov et
al. [32] applied the dipolar model to single flows of irregular cross sections by considering
the defect filled with magnetic dipoles aligned parallel to the excitation field, each dipole
having a strength directly proportional to the defect depth. They proposed a method for
estimating the sizes of surface cracks in magnetic materials based on applying a magnetic
field, determining the leakage magnetic field in the vicinity of a crack by moving a Hall
element along one or two scanning lines crossing the crack on the surface of the mate-
rial, and measuring the corresponding Hall voltage distribution. However, most of these

methods are limited to well parametrised defects.

When solving the inverse problem of MFL phenomenon, data driven approaches are well
suited due to the complexity of the problem [37], [36]. A good quality data-set capturing
a wide range of defect scenarios is the first step for a successful data driven inverse model.
Some work have been done on experimental data using in-line MFL tools that employ
modern magnetic sensors for MFL measurements and IMUs for localisation [49] [53]. These
techniques use inline tools and therefore the service needs to be disturbed. These tools are
extremely heavy, bulky and are very expensive to operate. Even though the data could

be collected, getting the groundtruth over kilometres becomes a prohibitive process.

The underlying MFL phenomenon can be extensively captured using a validated simulation
model. Due to the high demand of a validated forward model, the focus of this chapter is on
developing a realistic computer based model for MFL phenomenon. It first derives a dipole
based parametric analytical model. Due to its parametric limitations, a finite element
analysis based model was developed and the signals were compared against each other

with a good agreement. Once the simulation models were validated using the analytical
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model, it raises the need to experimentally validate the models too. Later in this chapter
the development of an semi-automated experimental MFL tool is discussed. This tool has
been used to collect data on calibration defects machined on flat plates as well as on aged
cast iron water pipes exhumed after service. These experimental calibration measurements

are used to validate the simulation models developed earlier.

This discussion continues in Chapter 4 where data driven inverse models are developed

using the simulated data and employed in interpreting experimental measurements.
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FIGURE 3.1: Three components of an MFL signal scanned along the pipe axis: (a) Axial
component (X component), (b) Radial (Y component), (c) Tangential component.

A MFL signal of a pipe can be decomposed into three components, namely axial (X com-
ponent), radial (Y component) and tangential. An example of these signals for a simple

circular defect is shown in Figure 3.1. The tangential component of the leakage magnetic
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field vanishes due to the very high axial excitation magnetic field. In the presence of a
simple defect, when the flux leakage starts to appear, both axial and radial components
get their own shape. It is observed that both of these components carry redundant infor-
mation about the depth and width of a defect. When the depth of the defect is increased,
the peak magnitude of the X component (21 of Figure 3.1(a)) as well as difference of peak
magnitudes of Y component (y; of Figure 3.1(b)), increased. Similarly when the width/di-
ameter of a defect is increased both 3 of Figure 3.1(b) and y, of Figure 3.1(b), increased.
Moreover most industrial tools including the one used in this work measure only the x
competent. Therefore the scope of this thesis is limited to analysing the axial component

(X component) of the magnetic leakage field.

3.2 MFL Analytical Model

A dipole based analytical model has been derived to parameterise the Magnetic flux leakage
phenomenon. This model analytically calculates the leakage field distribution around the
defined anomaly. This well established dipole modelling technique [33, 59] has been used
as a basis for comparisons through out the thesis. Fully understanding the analytical
model is important because it is later used to compare and validate computer based FEA
simulation models as well as experimental MFL lab set-up. The model is also utilised in
the Chapter 5 for developing analytical model-aided optimisation in the ellipsoidal defect

approximation framework.

As discussed in the previous chapter, MFL technique consists of magnetising the material,
and detecting any defect induced magnetic leakage flux using appropriate sensors. When
a corrosion pit is located in a strong background magnetic field, it acts as a region of
high magnetic reluctance. This makes the majority of the magnetic flux lines divert in a
different path to avoid the high reluctance area, which is around the defect. This results
in generating opposite magnetic polarities, or a dipolar magnetic charge ( DMC ) on the

defect walls of opposite sides of the defect [60] [33].

For the following derivation, it is assumed that a dipolar magnetic charge (DMC) is devel-

oped on the defect faces intersecting the exciting magnetic field as a result of its interaction
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with the excitation field. Moreover, effects of variations in magnetisation and permeability
of the material are minimised by assuming high magnetic excitation, corresponding to the

saturation region of the material.

The model also assumes that the eddy currents, which occur in the conductive steel due
to the relative motion to the strong magnetic fields, can be neglected. This is a reasonable
assumption as long as the MFL tool operates at very low velocities [61]. Also it is to be
stated that there are stray magnetism, stress, temperature etc which can influence the
leakage flux which is very minimal in the order of magnitudes we are considering, so are

also neglected[39].

There are few additional assumptions made for this derivation. It has truncated the
infinite domain Q°° at a finite distance sufficiently far from the region of interest (ROI)
and created the model domain € C Q. Its also considered that = Qg U Qg to consist
of two homogeneous materials. Air in )y with absolute permeability u = pop and a linear

steel material in 25 with absolute permeability u = pgpirs -

FIGURE 3.2: A defect and its surrounding space

Further simplifications have been used in excitation method as well. As described in
Chapter 2, usually in MFL, the magnetisation unit consists of a U shaped yoke with
an electro magnet due to practical reasons. A permanent magnet is also used in some
scenarios and the sole purpose of this is to magnetise the test material. In this model,
this U shaped magnetisation unit is ignored from the modelling process and replaced with

a homogeneous magnetic field parallel to the test substance [41, 45, 62]. This allows the
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forward model to have a constant magnetic charge density in the wall of the defect, as
there is no yoke which can interfere.

N N

FI1GURE 3.3: Dipolar magnetic charge model for a cylindrical defect

A cylindrical defect has been considered with its longitudinal axis (z-direction) perpendic-
ular to the applied magnetic field (y-direction), as schematically represented in Figure 3.3.
The magnetic field lines diverge around the low permeability flaw, inducing a DMC on
the walls of the cylinder. The surface of the test substance is defined by the zy plane at
z = 0, with the top area of the cylindrical defect centre at (0,0,0), and its bottom area

centred at (0,0, —b1), where b; is the depth of the defect. The MFL signal induced by the
type of defect just described is sampled in the region z > 0.

Half of the cylindrical defect develops a north polarity or positive magnetic charge density,

40, while the other half develops a south polarity or negative magnetic charge density

—o. The cylindrical defect has a radius of R;. The angle #; is measured from the positive

area.Therefore,

y direction to an element of magnetic charge, dp;. The differential element of charge at
the defect, dp;, has coordinates (Rjsinfi, Ricosbt,z1) and a charge proportional to its

dp1 = po-pirso R1d01dz

(3.1)
Now, the magnetic field (dH;) generated at a distance ry by this element of charge dp; is
given by,
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dp

A, = 2.
T P

(3.2)

Lets consider the positive polarity side H™ of the defect. The axial component of the field

at a distance r1 is given by,

Ho-prso Rydbdzy
drm|r |3

dH;r = (y + Risinby) (3.3)

where,

r = \/(x — Ricosth)? + (y + Risindy)® + (h — z1)° (3.4)

The y component of the leakage field, dH; , vanishes due to the symmetry. The Equa-
tion 3.3 is integrated over #; from 0 to m and over z from —b1 (b1 > 0) to 0 to determine

the total field at r14 due to the positively polarised side of the defect,

T 0
H;— = / / dH;dzldﬁl (3.5)
0 —bl
which leads to,
m 0 T ind
H = / / Ho-pirso B (y + R i) ~dzndf;  (3.6)
0 =0 g {(x — Rycost)? + (y + Rysinbr)? + (h — 21)2} ’

The same approach can be used to calculate the leakage field by the negatively polarised
side of the cylinder. The only change is the opposite polarity and an appropriate y coor-

dinate.

The negative polarity side leakage field H~ of the defect is given by,
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Jrso R1df1d )
dH, = _H0-HrsT 12 “l (y — Rysinbq) (3.7)
Ar|r |3

where,

ry = \/(:c — Ricosth)? + (y — Rysindy)* + (h — z1)? (3.8)

The limits of the integral are kept the same, since all the angles and distances are measured
in the same way as the positive side. Therefore, by using the same integration for the

negatively polarised side H of the cylinder the total normal leakage field is given by,

m 0
Hy = / / dH, dz1d6, (3.9)
0 J-b
which leads to
T 0 Hrs - . 0
H, = / / _ fo-prso R (y — Rysinby) cdzdfy (3.10)
0 =0 yp {(x — Ricosbh)?* + (y — Risinfy)* + (h — 21)2}2

Now the total leakage field is given by the addition of the positive and negative side fields.

dH, = dH] + dH} (3.11)

After the integration over the entire charged surface, the total field is given by, (adding
3.6 and 3.10)

H,=Hf +H (3.12)
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The analytical model was implemented in MATLAB 8.2.0 and was used to compute leakage
field for a given defect. Figure 3.4 shows the 3D the leakage field on a cylindrical defect.
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FIGURE 3.4: 3D Magnetic flux Leakage field of a cylindrical defect

As per the assumptions made, analytical model is limited to well parametrised defects. It
is not applicable for complex defect shapes unless an approximation is used. This raised
the need of having a model which can account for realistic defect shapes and other tool
specific parameters. It was decided to use a validated FEA model, which can simulate
much more complex and realistic defect shapes that are found on aged water pipes which
is the main focus of the research project. Once the analytical model is giving a reasonable
representation of the leakage field of a cylindrical defect, an identical defect was simulated
using Finite Element Analysis (FEA) software. Section 3.3 describes the development of

a FEA simulation model.

3.3 Finite Element Analysis Model

As described having a FEA model becomes crucial when it comes to simulate realistic de-

fect shapes due to the limitations in the analytical model. Moreover, having an exhaustive
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data set, capturing vast variety of defects is essential to learn the inverse models described
in the next chapter. It is also obvious that generating a dataset experimentally using the
experimental set up is exhaustive and prohibitive. Therefore we employ a computer based

simulation software to simulate the output of a MFL tool.

3.3.1 Introduction

Finite Element Analysis (FEA) was initially introduced in the early 40’s by R. Courant,
who used numerical methods to obtain approximate solutions to vibration systems [63] .
With this introduction of numerical analysis of physical scenarios, researchers started to

use these methods in solving various problems.

FEA generally analyses a computer based model of a physical system for a set of specific
properties. These methods are widely used in modern product design and existing product
refinement. KEspecially with the modern computation power, designers have been able
to simulate the actual functionality of a product even before it is manufactured. This
method enables the simulation of physical properties that are even impossible to measure

experimentally. For example a magnetic field strength inside a metallic object.

FEA uses a complex system of points (nodes) which make a grid (mesh) (see Figure 3.10).
This mesh is programmed to contain the material and structural properties which define
how the structure will react to certain physical excitations. Nodes are assigned at a certain
density throughout the material depending on the required level of details as the result.
Selected regions can have a higher node density to gain highly detailed information where
as less critical areas can have a lesser node density to keep the computations simpler and
faster. The mesh acts like a spider web where from each node a mesh element extends to
each of the adjacent nodes. This web of vectors is what carries the material properties of
the object, creating a web of elements. A simplified 2 — D illustration of this framework

is shown in Figure 3.5.

For a first order element as shown in Figure 3.5, any physical property varies within the
triangle. When a given property varies linearly with the distance, it can be formulated in

general as,
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F1GURE 3.5: A single element in a 2D mesh

V(z,y) = a1 + asx + asy (3.13)

This relation applies to all the nodes in the mesh. For the three nodes in Figure 3.5,

Vi = a1 + asxy1 + azyn (3.14)
Vo = a1 + asxa + azye (3.15)
V3 = a1 + azx3 + azys (3.16)

Using these three equations, it is apparent that we can determine the values of a1, a2, and

as as,

Vi z1 wn

ay = Voo o o (3.17)

ol =

Vi3 x3 w3



Chapter 3. Realistic MFL Model 44

Similarly,
1 Vi oy
1
1 V3 ys
I z1 W
1
az = 5 1 xI9 VQ (3'19)
1 z3 V3
where,
1z y
1
1 x3 ys

Now by substituting values aj,as and a3 in Equation 3.13 gives,

3
1
V(z,y) = E D (pi + qix +miy) Vi (3.21)
=0

where,

pi =T2Y3 —T3Y2 QL =Y2—Y3s  T1=T3— 12 (3.22)
and the remaining terms are obtained by cyclical permutation of the indices. To proceed
further after this point, we need to specify the physical properties we are calculating for.

An electro magnetic problem is considered as an example. When FE is in vector form,

E = —gradV and we have ,

E=iBy+jE—y=—i— — j— (3.23)

By using Equation 3.21 we have,

1 1
E=—gradV = —ig (Vi +qVa+q3Vs) — ) (r1V1 412 Vo 4 1r3V3) (3.24)
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The main difference between a closed form solution and a FEA based solution is that FEA
is an approximation. When substituting the answer into the original equation, it generates

a residual R. In the above scenario,

div (egradV)+p =R (3.25)

The idea is to numerically force R to be zero using the following operation. The accuracy
of the result depends on the termination criteria. In the work described in this chapter,

the relative tolerance has been set to 0.1%.

/QW[div (egradV) + p] =0 (3.26)

where W is a weighting function and €2 represents the domain in which the condition is
enforced. The derivation of the weighting function and the numerical methods to solve
the equation 3.25 such as ”Galerkin methods” are not described in this chapter and the
reader is referred to the book ”Electromagnetic Modelling by Finite Element Analysis”
[64].

Rather than implementing a complete FEA solution, a well established FEA based simula-
tion software was used to do the simulations. After some research, COMSOL Multiphysics®
[65] software was selected for this work. Figure 3.6 shows the basic geometry of the FEA
simulation model created using the AC/DC module of COMSOL Multiphysics® [65] soft-

ware.

3.3.2 Model development using COMSOL Multiphysics® Software

The first step of the COMSOL modelling process is to generate the geometry of a realistic
MFL tool. Due to the nature of the research project, the industry partner provided data
for the research work. To be able to comply with these data, a similar tool to the industry
tool was simulated. Two coils were wound in a U shaped yoke made of soft iron. These

coils were used to excite the test substance by injecting magnetic flux.
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w

FIGURE 3.6: Basic geometry of the MFL tool

Simulation software required a bounding box as the boundary conditions of the simulation.
Therefore a bounding air box was used with a sufficient size, so that it did not affect the
magnetic circuit of the tool (See Figure 3.7). On the boundary of the air box it is
considered that the magnetic vector potential perpendicular to each surface is zero, which
bounds all the flux to be conserved within the air box or in other words, a magnetic

insulation. The boundary condition is given by equation,

nxA=0 (3.27)

where A is the magnetic vector potential and n is the normal unit vector to a given surface

on the boundary of the air box.

Now the coils need to be excited such that they create a closed magnetic circuit along the
U shaped yoke and the test substance. Industry parter uses a design with two separate

coils in each leg of the yoke. It is a common design in literature as well [30], [66], [36].
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Since both of these coil need to create an accumulated electro-magnetic field on the yoke,

they need to be excited accordingly.

™

FIGURE 3.7: Boundaries and air box of the FEA simulation

Industry partner’s design parameters were considered when deriving equations for the
current flow in each coil. For the left coil (z < 0), the  component of the current density

can be derived as,

. y
I = 3.28
L 0121 2 (3.28)

For the same coil, the y component of the current density becomes,

= (x +0.12)
V(+0.12)2 + 42

(3.29)
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Similarly, for the right hand side coil (z > 0) , the z and y components of the current

density are given by Equation 3.30 and Equation 3.31 respectively.

T . -y
I — 3.30
B 0122 1 (3.50)

= (z —0.12)
V(z —0.12)2 + 42

(3.31)

The value of j, is chosen to match the excitation value of the tool provided by the industry
partner. During the FEA simulation, it generates an opposite direction circular current
flow in each coil. An arrow surface of the current vector across a section in x — y plane
going through the coils is shown in Figure 3.8.

Arrow Surface: Current density

012

0lr

0,08 |

0,06 |

0.04 |

0.02

-0.06

-0.08 |

01+

-0.12 |

-0.15 -0.1 -0.05 o 0.05 0.1 0.15

FIGURE 3.8: Arrow surface of current flow in each coil

The model needs to identify materials for each geometry item. This research project
is mainly focused on aged gray cast iron pipes used in the water industry. Measuring
magnetic properties of the gray cast iron was rather a tedious process. Due to the required
accuracy, a superconducting quantum interference device (SQUID) was used to measure
the hysteresis loops for different excitation levels. All the hysteresis loops were combined

to generate the B — H curve of the pipe material. This is a very sensitive magnetometer,
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which can be used to measure magnetic fields with a very high accuracy and it uses a
super-conductive material. SQUIDs are very sensitive to measure very small magnetic
field values as low as (x107!87) and the noise levels are very low. The B — H curve

obtained for the gray cast iron pipe is shown in Figure 3.9 .
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FIGURE 3.9: B — H curve for gray cast iron used in water pipes

Next comes the meshing stage. An unstructured free-tetrahedral mesh was used for this
work. These meshes are often used in finite element analysis to discretise a volumetric
domain. The current mesh for the model shown in Figure 3.10 contains about 500 000

domain elements.

An experiment was carried out starting from a very coarse mesh to a very fine mesh. For
the given model when it comes to about 500 000 elements, the output signal ceases to
differ more than +£5%. Further fine mesh would give a much finer, high resolution output.

However it requires higher computation time.

An array of sensors have been employed to measure the leakage flux placed in the middle of
the tool. Once the solution is generated, the software is able to visualise different physical
parameters of the model. The flux density distribution over the geometry of the set-up is

illustrated in Figure 3.11.
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F1GURE 3.11: Flux density distribution over the geometry

Simulation model validation using the analytical results

Once the simulation model was in operation, a preliminary validation step was carried out
using the analytical model described in Section 3.2. The analytical model was capable
of generating the MFL leakage signals for simple cylindrical defects. Thus, an identical
cylindrical defect has been simulated and also analysed using the analytical model for the
leakage field. This cylindrical defect had a diameter of 10mm and a depth of 7.5mm on

a 30mm thick homogeneous gray cast iron plate. The simulation tool was placed in the
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centre line of the defect and moved along. For the analytical model x was set to zero, so
the leakage flux along the centre line is calculated. Only 1D line scans were simulated to
comply with the industry partner’s tool, which performs straight line scans. These two
results were compared with a 95% agreement between each other. It is observed that the
peak values of both curves are very close, but the spread of the curve seems different to
each other. This could be due to the further simplification made in the analytical model as
opposed to the complex physical interactions considered in FEA simulation. Figure 3.12

shows the two leakage curves generated from each of those methods.

Simulation and Analytical comparison
8 T T T T

T T
— Simulation Result
Analytical Madel

Leakage magnetic field (A/m)

L 1 1 L 1 L 1
0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08
Scan distance (m)

F1GURE 3.12: Comparison of Analytical model and COMSOL Simulation

Not only using the analytical model, but also another simulation software was also em-
ployed to the validation process. A similar exercise was carried out with ANSYS sim-
ulation software, using identical physical parameters. The resulting signals illustrated a
98.8% agreement between each other. Figure 3.13 shows the comparison between the

output signals of the two FEA packages.

3.3.3 Experimental set-up development and fabrication

Once the models were validated using an analytical model and simulation software, it
was to be experimentally validated. This raised a need of an experimental MFL set-up.
Further, having an experimental tool enables the collection of real measurements for data

processing algorithms discussed in subsequent chapters.
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F1cURrE 3.13: Comparison of ANSYS and COMSOL simulations

Considering these research requirements, an MFL lab set-up tool was developed. The
CAD view of this tool arrangement is shown in Figure 3.20 . This tool was designed to

be used on pipes with thicknesses up to 30mm and on different ferromagnetic materials.

3.3.3.1 Design parameters of the MFL set-up

The first step of the design process is to calculate the required magnetic flux density on
the test substance. A shoe at the end of the yoke has been used to spread the flux to
result in a close to homogeneous excitation in the scanning ROI. Figure 3.14 shows the

basic CAD design of the set-up.

Gauss’s law for magnetism states that [67],

By — 7{ BdS =0 (3.32)
S

where S is any closed surface and dS is a vector, whose magnitude is the area of a tiny

piece of the surface S in the direction of the outward surface normal. ®p is the net flux of
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FI1GURE 3.14: CAD model of the MFL lab set-up

the magnetic field out of the surface and the Gauss’s law states that the surface integral

of always zero. In other words flux is conserved over a closed surface.

An instance where the magnetised shoe moves close to the test substance is considered
for the simulation. It creates a magnetic footprint on the test material as shown in the

simulation (See Figure 3.15).

FIGURE 3.15: Magnetic flux density distribution under the shoe

According to the diagram shown in Figure 3.16, consider the magnetic foot print as

ABCDEFGH, and since it is a closed surface,

O, — P, — B, =0 (3.33)
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where @, is the magnetic flux coming from the yoke, ®; is the flux coupled into the test
substance and @, is the non-coupled flux. Given the yoke travels very close to the test
substance and the air coupling between two ferromagnetic material it can be assumed that

P, is negligible.

FIGURE 3.16: Magnetic footprint of the shoe

Now if By is taken as the total flux density at the shoe, B; as the flux density inside the

test substance and w; x Iy X h; are dimensions of the foot print just below the shoe,

By (wtlt) — 2By (htlt + wtht) =0 (334)

Therefore the excitation coil combination should create B, flux density at the end of the
shoe. Given a solenoidal coil of length I., radius r. with number of turns N, carrying a

current of I, , the integral form of Ampere’s law states that,

7{ Hdl = / / Jyds = Ifene (3.35)
C s

where fo is the closed line integral around a closed curve and If ey, is the free current

enclosed in the curve. By substituting the parameters of our solenoidal coil we get,
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7{ Hydl. = NI, (3.36)
C
Hyl.= N.I. (3.37)
From 3.34 we get
Biwyl
B, = ot (3.38)
wyly
From 3.37 we get
NI
H,=—"=° (3.39)

Also given the B — H curve of the material we can write (Figure 3.9)

By — f(Hy) (3.40)

By using the B — H curve for the material and using the Equations 3.34, 3.37 and 3.40,
a feasible set of dimensions and other design parameters for the MFL set-up has been

calculated.

A hall effect sensor has been placed in the middle of the yoke to read the measurements
of the leakage flux. An ARDUINO UNO development board has been used to capture
the signals from the sensor and transmit them to a PC. The PC records the signals as
the set-up moves along the test substance. Figure 3.17 shows the prototyped MFL set-up

along with the controller.

3.3.3.2 Automatic scanning procedure

Currently even on the industry standard, external pipe scanning such as those done on
water mains have been performed manually using large, heavy hand held scanners (Figure
3.18). This human intervention results in less accurate measurements and also errors in
localisation of the defects. Moreover manually scanning lengths of piping over a prolonged
period can be a tedious, time consuming and tiring process for the operator which can also
lead to minor injuries such as back soreness due to user bending over for a long period of

time. By automating a part of the process it is possible to save time as well as creating
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F1GURE 3.17: Prototype of the MFL lab set-up

a more efficient and accurate platform for scanning pipes which finally ends up in better

predictions.

FIGURE 3.18: Industrial MFL tool in use [1]

To address these issues, above developed MFL tool was automated to scan a full span of
a axial scan automatically (See Figure 3.20). However, the tool does not move circum-
ferentially by itself. This is to keep the practical portability of the tool by keeping the

mechanisms simple. The tool should be able to be used in various pipes with a range of
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diameters. So a fixed mechanism going circumferentially for a range of diameters of pipe

is not feasible.

Considering these requirements, only a linear sliding mechanism has been developed. With
the sliding mechanism, the MFL scanner is to be strapped to a section of metal pipe
where the scanner will run along the length of its support structure. As the scanner
moves, it transmits the signals read by the hall sensors, and these are recorded on the
computer connected to the device. These data will be processed to generate the thickness

interpretations of the scan area.

Due to the magnetic nature of the device, flaws, dents and uneven surfaces on the pipe
can influence the scanning speed of the device and can therefore affect the accuracy of
the results. Thus, the device needs to be able to make dynamic adjustments in order to
compensate for the constant changes in speed due to the flaws, defects and imperfections
on the surfaces of the pipe. The span of the scan is set to 1m and the motors were designed
to cover the span in a minute. An FEA simulation was carried out to measure the axial
forces generated by the coils. A simple experiment was also carried out to validate the
force simulation, but with less strong electro magnets due the instrumentation limitations

(Figure 3.19).
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FIGURE 3.19: Measuring the axial force exerted by the coils: (a) Experimental set-up,
(b) Axial force vs vertical displacement.

Once the magnets on the MFL set-up are actuated, it creates about 100N axial force along
with a 9K N normal force. The calculation below assumes a uniform 9K N normal force

acting on the shoe and the drive shaft is made from AISI 316 stainless steel alloy. Since,
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7 = kdF (3.41)

where 7 is the required torque, k is the coefficient of friction, d is the thread diameter
and F is the axial force. As discussed, when & = 0.1 for AISI 316 stainless steel alloy,
d=12mm and F' = 100N , 7 becomes 0.12Nm.

Assuming 1 minute per scan, the RPM of the motor is given by,

RPM =~ (3.42)
dp

Since v = 1m/min and d, = 1.75mm for a d = 12mm threaded rod,

RPM = 571.4 rev/min (3.43)

By using these design parameters, an appropriate motor was selected and used in the

set-up. The complete assembly of the MFL set-up is shown in Figure 3.20.

FIGURE 3.20: Semi-automated MFL lab set-up design

When the MFL set-up moves by itself, it is quite important to keep track of the location
with respect to the start point, especially when it comes to a high data acquisition rate,

where it takes 3 measurements for every millimetre. So the odometry plays a major role



Chapter 3. Realistic MFL Model 59

in localising the interpreted defects. The set-up utilises a very accurate wheel odometer

to localise the defects along the pipe scan (See Figure 3.21).

FIGURE 3.21: Wheel odometer used for localisation

With the initial design, some degree of wheel slips were detected with sudden movements
specially in the beginning of the scan and the end. Later a spring loaded wheel odometer
was used along with rubber enclosure which significantly reduced the wheel slip. The
encoder reading was synchronised with the sensor measurements and tethered to a PC for

data logging.

3.3.4 Experimental validation of the Simulation model

Once the MFL set-up was in operation, it was used to scan well defined machined defects
for validation purposes. Having access to a gray cast iron pipe with no major corrosion was
not possible because cast iron pipes are no longer manufactured in the industry. Existing
aged pipes were not suitable for the calibration task due to the irregular nature of corrosion
patches. Therefore, experimental validations were done on a calibration plate made of gray

cast iron where the scanning was done in a laboratory setting with controlled conditions.

The calibration plate was 15mm think and was a simple flat plate with two circular defects.
Both defects were 40mm in diameter and 33.3% and 66.6% deep relative to the original
thickness. The set-up was placed right on top of the defect such that the sensor aligns
with the centre line of the defect. The signal was captured moving the set-up along the
length of the plate. In order to validate the simulation model, identical defects were

introduced to a 15mm thick plate in the simulation environment. Once the simulation
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FI1GURE 3.22: Cast iron plate used for model validations

results were generated, they were compared with each other with good agreement with
the experimental curves. Although the simulation assumes a homogeneous material, due
to the casting process and differences in cooling rates, the magnetic material properties can
vary even in a single plate. The slight variations observed in the experimental measurement
signals beside the defect are assumed to be due to this reason. Section 3.3.5 discusses the

noise levels and sources in MFL signals.
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FIGURE 3.23: Model validation using gray cast iron plates: (a) 33.3% deep defect, (b)
66.6% deep defect.

Further validations were carried out using aged gray cast iron pipes. Defects were machined
on the cast iron pipes where there is no major corrosion wall losses. So it is assumed that

the machined defect is relatively isolated from any imperfections. Given the fact that these
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cast iron pipes are exhumed after about 100 years of service, relatively less corrosion areas

were very limited to be used in the validation process (See Figure 3.24).

FIGURE 3.24: Machined defects on cast iron pipes

MFL signals were captured by placing the MFL set-up on the centre line of this machined
defect and compared with the identical defect simulated in COMSOL Multiphysics® [65]
software. Figure 3.25 shows the comparison of these two signals. With all these validation
steps it becomes clear that the COMSOL simulation model is capable of simulating the

realistic experimental response of the MFL set-up.

3.3.5 Noise Level of Experimental Signals

Repetitive experiments were carried out under controlled conditions to investigate the tool
for the noise identified in literature (See section 2.3). Keeping all the conditions and tool
parameters the same, industrial tool was used to scan 10 times on the same location.
The exercise was repeated on a few independent locations. Signals captured on the same
location were analysed for mean and standard deviation. By subtracting the mean for
each data point, the noise was isolated (See Figure3.26(b) ). It was observed that there
was a significant effect on the MFL signal due to noise. Quantitatively signal to noise ratio
with respect to the average signal was SNR = 42.84 dB. The noise standard deviation
was 2.013 x 107°T. Few major noise factors present in literature [28] were identified in

the experimental process.
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F1GURE 3.25: Comparison of simulated and experimental MFL signal for a machined
defect

The nature of the MFL inverse problem is that, the peaks of the MFL signal does not
necessarily corresponds to a defect on the test material. One of the major factors affecting
the MFL signal is the in-homogeneity of the material. In particular magnetic properties of
gray cast iron can vary locally. Irregular cooling rates in the manufacturing process makes
the material have different spacial grain structure. This has been verified by microscopic
analysis of the grain structure of the pipe samples. Casting lumps and irregular thicknesses
are also noticed in cast iron plates and pipes. Any residual magnetisation could also cause

noise in later measurements.

Tool and operation related errors are also identified as noise. On Figure 3.26(a), scan 6
demonstrates a slight misalignment with respect to other scans initiated at about 480cm.
A possible odometer slip could result in a similar result. It is very challenging to identify
an odometer slip in practise, unless the same location is scanned more than once. How-
ever scanning the same location multiple times is time consuming. Modern localisation

techniques such as high resolution wheel odometers and lasers can be used to increase the
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FIGURE 3.26: Noise level of experimental signals: (a) Industry MFL tool output, (b)

Isolated noise.

accuracy of the odometer reading. Some of these techniques were suggested in the MFL

lab set-up design in Section 3.3.3.2.
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With all these noise sources it becomes a challenging task to interpret MFL signals. Not
only the noise level, but the other non unique properties of MFL signals makes the inverse
problem more demanding. In Figure 3.27 an example MFL signal on a gray cast iron pipe
is shown with the corresponding laser based ground truth. A peak in the MFL signal is
affected mainly by defects but also by minor thickness variations in the GT as well as other
factors such as material inhomogeneity, residual magnetisation or any other noise source
described in Section 2.3. This clearly indicates the need is sophisticated data analytic
approaches to interpret MFL signals. Experimental data has been collected using aged
gray cast iron large diameter water pipes. The use of modern machine learning techniques

and signal interpretation methods developed are discussed in the next chapter.
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FIGURE 3.27: Example MFL signal on a gray cast iron pipe: (a) MFL signal, (b) Corre-
sponding cross-sectional groundtruth.
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3.4 Discussions and Chapter Conclusions

The main objective of this chapter was to develop a realistic MFL model as the first
step towards a data driven inverse modelling. The MFL phenomenon has been initially
captured using a dipole based analytical model. Due to its limitations, a finite element
analysis based model was developed and two signals were compared with each other with
a good agreement. Once the simulation models were validated using the analytical model,

further experimental validations were desired.

In order to validate the developed simulation models as well as to collect experimental
measurements on cast iron pipes a semi-automated experimental MFL lab set-up was
developed. This set-up as well as a similar industrial tool has been used to collect data
on calibration defects machined on flat plates as well as on aged cast iron water pipes
exhumed after decades of service. These experimental calibration measurements under

controlled conditions were used to validate the developed simulation models.

One of the main limitations of the simulation model is the lack of sensor noise. As described
in Section 3.3.5 a variety of real life noise sources were identified. Experiments were carried

out to characterise the sensor noise and this was introduced to the simulation signals.

Computation power required in the simulations is also another limitation in the generated
models. Later in this thesis simplifications and assumptions are made to reduce the expo-
nential computation times. Despite these limitations, the presented approach provided a

better platform to collect the extensive data required.

Having an extensive dataset allows the learning of the variations of the signals using data
driven approaches. Analysis of MFL signal behaviour, development of data driven models

and interpretation of experimental data will be discussed in Chapter 4.






Chapter 4

MFL Data Interpretation using

non-parametric Models

4.1 Introduction

In the MFL inspection process, the test ferromagnetic material is magnetised using a
strong magnetic field. A localised corrosion pit acts as a region of high magnetic reluctance.
Therefore most of the flux lines are diverted around the defect, creating a leakage magnetic
field. Suitable sensors are employed to scan this leakage field on which different signal
processing techniques are applied for detection and sizing of the defects. However, due
to a range of factors that affect the signal behaviour, detection and sizing becomes a

challenging problem.

Two main frameworks are generally employed to model MFL signals. Traditional forward
approach requires knowledge of precise calibration samples to generate MFL signals which
are compared with fresh measurements to infer the most likely defect profile. However,

this approach is highly error prone and depends on the calibration pieces.

Although the second type, inverse approach, is more complex, it produces more accurate
and robust results. The inverse approach fits a model that can be used to predict the

defect configuration from the MFL signals.

67
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With the rapid advancement of computational capabilities, machine learning techniques
are being used in solving the inverse MFL problem. Artificial neural networks (ANN) are
commonly used in modelling complex relationships between inputs and outputs or to find
patterns in data. A.A. Carvalho[3] evaluates the use of ANN for pattern recognition of
MFL signals in weld joints. Pradeep Ramuhalli [68] proposed the use of ANN as forward
models to determine defect parameters such as the defect length, depth, and shape (profile)
from the measured values of the flux density B. This work opt to use Gaussian process
regression [69], which will inherently give a measure of uncertainty in the recovered defect

profile.

Supervised learning in the form of regression is an important constituent of machine learn-
ing for inferring a function from a “labeled” data set, e.g. measurements associated with
their ground truth. Traditionally parametric models have been used for this purpose.
These models have a possible advantage in ease of interpretability, but for complex data
sets, simple parametric models may lack expressive power, and their more complex coun-
terparts may not be easy to work with in practice. The advent of kernel machines, such
as Gaussian Processes [69] (GP) has opened the possibility of flexible models which are
practical to work with. Gaussian Process models can conveniently be used to formulate
a Bayesian framework for non-linear regression. In this chapter GP models have been

trained to solve the inverse MFL problem.

4.2 MFL Signal Behaviour with Different Defect Configu-

rations

Having a well validated simulation model enables the study of the behaviour of MFL
signals under various defect configurations. Each of the test defect scenarios are carefully
selected to identify the behavioural features of MFL signals. It is evident that analysing
these signals experimentally is not feasible due to the exhaustive defect scenarios used. All
the signal acquisition is carried out in the simulation environment avoiding all the noise
sources described in Section 3.3.5. A gray cast iron plate of 30mm thickness was used for

most of the simulations unless otherwise mentioned.
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TABLE 4.1: Simulated different defect scenarios

Separation be-
Defect Depth Diameter P
tween centres
0.5mm to
omm to 80mm
: . 30mm(through )
Single circular . with a step of
hole) with a step
Imm
of 0.5mm
0.5mm to
Smm  to 25mm | 3mm to 20mm
. 30mm(through : .
Two circular . with a step of | with a step of
hole) with a step
1mm Imm
of 0.5mm

4.2.1 MFL Signal Behaviour with Defect Dimensions

A series of defect dimensions and configurations are used to analyse the basic MFL signal
behaviour. All the other parameters such as the excitation strength, lift-off of the sensor
and orientation of the tool are kept constant during the experiment. Table 4.1 summarises
each of the defect scenarios used. Dimensions of each defect are iteratively changed while

capturing each of the MFL signals.

The first row of the table shows the scenario where there is only one defect which appears in
one particular scan. Keeping this condition, the defect dimensions are iteratively changed.
The bottom of the defect for each scenario is considered flat and the walls of the defect
are assumed perpendicular to the bottom and the top surface.This mainly captures the
basic behaviour of MFL signals in the presence of a well defined simple isolated defect.
Example MFL signals for horizontal line scans when the depth/diameter of the defect is
changed, keeping all other parameters the same is shown in Figure 4.1. It is to be noted

that each of the lines in the signal plot is a single scan for a given defect scenario.

Figure 4.1(a) shows that when the defect depth increases, the amplitude of the signal
increases too. However, this is not the only reason for this to happen; when the diameter
of the circular defect is increased, keeping all other parameters the same, the magnitude

of the leakage signal is slightly increased as well (See Figure 4.1(b)).

Multiple circular defects are introduced for the next series of simulations. Two defects
have been simulated next to each other and the depth, diameter as well as the separation

distance from centre to centre have been iteratively changed and analysed.



Chapter 4. GP Based Data Interpretation 70

Leakage Flux Density (T)
o
Leakage Flux Density (T)

001 002 003 004 005 006 007 008 ~o 001 002 003 004 005 006 007 008
Axial scan distance(m) Axial scan distance(m)

(a) (b)

FIGURE 4.1: Behavior of the axial component of the MFL signal: (a) Varying the depth
of one defect, (b) Varying the width of one defect.
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FIGURE 4.2: Behaviour of the axial component of dual defect MFL signal: (a) Varying
the depth of both defects, (b) Varying the depth of one out of two.

Similar to the single defect scenario, in the presence of two defects, the magnitude of the
signal changes as both the depths are increased. However, when only one defect changes
the depth, it negatively affects the other one which results in a decrease of the leakage flux
magnitude. This effect is shown in Figure 4.2(b). Likewise all the combinations shown in

Table 4.1 are iteratively used for data collection.

Although the noise sources present in real life scans are neglected in simulations, they do
capture the basic behaviour of MFL signals. Given the continuous nature of the MFL
scans, a moving window has to be selected to analyse the spacial signals. By selecting a
suitable size window according to the defect sizes of interest, any defect combination can

be decomposed to either a single defect or two defects interacting with each other.

With the above exercises it is evident that MFL signals demonstrate a clear correlation

to the defects. However, there can be other factors that alter the signal readings, such as
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tool based parameters. The next section captures these behaviours.

4.2.2 MFL Signal Behaviour with Tool Orientation

Industrial external MFL tools are generally mounted on tracks, so that they can travel
in a steady straight line, capturing the leakage signal. However, due to the aged uneven
surface of a pipe, few other factors appear to alter the measurements. One of the major
factor is the lift-off of the tool. Tool operators try to achieve a consistent lift-off over the
full span. However, as mentioned, the uneven erupted pipe surface makes it impossible to
have an ideal homogeneous lift-off. Therefore it is important to characterise the effect of

the lift-off. The same simulation set-up is employed for this analysis too.

A cylindrical defect of 30mm diameter and 10mm depth is introduced on the 30mm thick
gray cast iron plate used in Section 4.2.1. Keeping all these parameters the same, the
MFL signals have been captured multiple times by iteratively lifting the entire tool. The
simulation is started with a Omm lift-off, in which the shoes touch the scan surface. The
tool is then lifted by steps of 0.5mm in each iteration. Figure 4.3 shows the signals

generated.
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F1GURE 4.3: Behaviour of MFL with asymmetric lift-offs

It’s observed that when the tool touches the surface, two distinguish peaks appear on

the leakage signal. The higher excitation due to the physical connection between the test
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TABLE 4.2: Single shoe lift-off analysis

Property Simulated values

Defect diameter Kept constant at 30mm

29mm, 25mm, 20mm, 15mm, 10mm , 5mm ,
Imm and Omm (no defect)

Initial tool lift-off | 4mm

Right shoe lift-off | 4mm to 18mm by 2mm steps

Defect depths

substance and the yoke creates strong magnetic poles on the edges of the cylindrical defect.
These becomes dominant and make a significant contribution on the total leakage signal
shape. However, as the tool lifts off, this distortion gradually disappears and when the
tool is about 3mm above the surface, the two peaks totally disappear. Moreover, as the
tool lifts off further, the signal strength of the MFL signals drops too. So it is desired to

capture an optimum signal with an acceptable strength and lesser distortion.

Industrial tool operators use 4mm lift-off as their standard to achieve a cleaner signal
keeping 1mm safety margin for any possible irregularities on the pipe surface. These
conditions cannot be maintained in-situ irregular pipe surface. However, it is of interest
to compensate for these effects in signal processing rather than physically controlling the

signal acquisition process.

Different tool irregularities are analysed on a case by case basis. One of the common
tool placement errors is when only one side of the tool comes closer to the pipe surface
compared to the other. These scenarios occur when there is a large area of wall thickness
reduction. This scenario is analysed by lifting off only one side of the tool which creates
a slight angle between the tool and the pipe surface. A series of defects has been used in

this analysis and is summarised in Table 4.2.

It is observed that as one shoe of the tool lifts-off, the signal magnitude of that side slightly
decreases. This results in a decrease of the peak value too. The behaviour of the MFL

leakage signal for each of the defect scenarios in Table 4.2 is shown in Figure 4.4.

When it comes to real life scans ,all the above effects make it very challenging to solve the
inverse problem. These relationships become even more complex when multiple defects
are present in a single scan. Moreover a cross-section of an aged gray cast iron pipe is

more a thicknesses profile than an isolated set of defects.
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FIGURE 4.4: Behaviour of leakage with the lift-off one shoe

Two main frameworks are generally employed to model MFL signals. The more traditional
forward approach requires knowledge of precise calibration samples to generate MFL sig-
nals which are compared with fresh measurements to infer the most likely defect profile.
However, due to the calibration, this method is less reliable and accurate. Although the
second type, inverse approach, is more complex, it produces more accurate and robust
results. The inverse approach fits a model that can be used to predict the defect configu-

ration from the MFL signals.

Uncertainty of a prediction becomes crucial when it comes to the decision making pro-
cess of the water utility providers. Considering these requirements, this chapter takes a
Bayesian view of the problem, maintaining a posterior over interpolants rather than sim-
ply the maximume-likelihood interpolant, giving a measure of uncertainty in the geometric
characterisation of the defects. In this work the proposition is to accomplish this within

the Gaussian process framework [70].
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4.3 Inverse Modelling with non-parametric models

Inverse modelling is a general framework that is used to infer information about a physi-
cal system of interest, from observed measurements. In particular, the approach consists
of learning the inverse model to characterise the geometry of defects, 7.e. depth, width,
separation and number of defects in a scan area of a pipe or a plate using MFL measure-
ments as inputs. Mainly the simulation data discussed in Section 4.2 along with their

corresponding defect dimensions are used to build models in a supervised learning manner.

4.3.1 Non-parametric modelling

In this section, the non parametric model is formulated in a way that the modelling
process is to estimate defect parameters, for instance, the depth of the defects from
the MFL device measurements. Let {(wq,v0),(W1,v1),...,(Wn,vn)} denote a data set
of N hall sensor readings associated with their corresponding depth (i.e. the ground
truth), where v; € V represents the depth of a defect and w; € R the noisy hall
sensor readings. The dimensionality of w; is high in general (being all the punctual
hall sensor measurements in the horizontal axis extracted from the 2D sensor array);
therefore, a first step is to reduce the dimensionality of w; through a feature extrac-
tion process to produce a set of low-dimensional signals with its corresponding depth,
U = {(ug,v0), (ug,v1), ..., (uy,vn)},u; € R4, d << D. The density P (v|u) must then be

estimated from ¥, without the assumption that ¥ is uniformly distributed over V' [71].

Figure 4.5 illustrates a 1D example where the v axis shows the state-space, while the
u-axis shows the feature space, the space of 1D signals extracted from the sensor readings.
The solid line shows the most likely sensor reading for each defect depth. When evaluating
the likelihood of a particular sensor reading, there are two sources of uncertainty that must
be accounted for; the uncertainty in the depth of the defect and the noise of the sensor. In
Figure 4.5, sensor noise dominates in the densely sampled area, while depth uncertainty

dominates near the edges and in the middle of the state-space.

Given this model, it is straightforward to infer depth of the defects for any MFL device

reading. In a similar manner, the models to infer other defect dimensions such as width,
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separation or the number of defects in a given MFL reading can be learned. These di-
mensions are independently considered to learn independent models which estimate each
quantity separately as shown in Section 4.3.2. The experimental MFL set-up introduced
in Section 3.3.3 as well as the industry tool has been used to validate the models and also
to generate experimental measurements. The basic overview of this approach is illustrated

in Figure 4.6.



Chapter 4. GP Based Data Interpretation 76

4.3.2 Gaussian processes modelling

Gaussian Processes are a non-parametric tool in the sense that they do not explicitly spec-
ify a functional model between inputs and outputs. GP can be thought of as a Gaussian

prior over the function space mapping inputs and outputs [69].

The problem of learning a MFL signal is one of regression: estimating a function f mapping
from inputs u to output v = f (u). In the context of the present problem, the outputs are
the geometrical characteristics of the defects, i.e. depth, width, separation and number of
defects, and the inputs are the features of MFL signals. To apply a GP framework to this
regression problem, one must first select a hyperfunction, called a covariance function.
Technically, the covariance function places a prior likelihood on all possible functions.
Next, the hyperparameters of the covariance function are learned from the training data.
Finally, the combination of the training data and the covariance function induces not only
the most likely defect dimension, but also a full posterior probability distribution over all

possible defect dimensions.

Formally, we are given a set of N noisy measurements uy,_y associated with the outputs
vi,...N- The defining characteristic of a GP is that for any finite set of points uy . n,
the marginal density p(f (u1), f(uz2),..., f (uy)) is a multivariate Gaussian. A Gaussian
process is completely specified by its mean function m(u) = E[f(u)] and its covariance

function C(u,u’)) = E[(f(u)—m(u))(f(u) —m(u'))] as f(u) ~ GP(m(u),C(u,u’)). The
first step is to choose the form of C(u, u/), which specifies the covariance of this Gaussian
for any pair of points. The choice of covariance function is a form of model selection for
automatic relevance determination, and should be consistent with prior knowledge about

the type of function expected. For the problem at hand, the following commonly used [72]

covariance function was selected:
C (um,uy,) = Ci (uy,uy) + Ugdmn , (4.1)

where 0 is the Dirac delta function, and
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where § = (of,r,0,)" represent the hyperparameters of the covariance function. The

second term in Equation 4.1 defines the sensor noise, adding o2 to the diagonal of the

covariance matrix for any set of points. Equation 4.2 encodes the correlations between
(d)

measurements. u,’~ denotes the dy, component of u,, a D dimensional vector, i.e. the

dimension of the feature space.

4.3.3 Hyperparameters of the Covariance Function

Multidimensional outputs are problematic for GPs [72]. In this study, each dimension
of the defect is treated independently, building a separate model (with separate covari-
ance function hyperparameters) for each of them. This is an approximation implying

no-correlation between the different dimensions of the multiple defects.

In a Bayesian framework, determining the hyperparameters involves first specifying a
prior belief about the values of the parameters. Uncertain priors were chosen for all

hyperparameters except the sensor noise o, since it can be experimentally characterised.

The next step is to learn the hyperparameters from the training data. Ideally, it should be
integrated over all possible values of the parameters to estimate the posterior distribution
p(B|¥,C (+)), where C(-) denotes the form of the covariance function. However, since this
is analytically intractable, the assumption that p (5|¥, C (+)) is sharply peaked around the
most probable values is made, and the integral is approximated by using these values.
The most probable values can be found using gradient descent. The posterior over the

hyperparameters is given by

p(BIY,C () < P(Vy|Ui,...N: C (), B)p(B)) (4.3)

where Vi is a vector of training noisy outputs. Let Cj denote the covariance matrix

relating the N outputs. The log likelihood L = log (p (vn|ui,...~,C (), 8))p(B) is given
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by,
1 1 N
L= —§log (detC™) — iv%C;,lvN - 510g27T (4.4)

and the gradient of the log-likelihood is given by

8L ]. < _180]\7) ]. T _18CNC]:711)N (45)

% = —Qtrace N W §'UN N W

as shown by Gibbs and MacKay [73].

This process allows all hyperparameters to be learned simultaneously from the data. The
learning process implicitly trades off the various parameters such as sensor noise and the
features’ ability to generalise spatially. Note that there are relatively few free parameters
that need to be tuned by hand: only the choice of the covariance function and the priors
over 5. A disadvantage of this process is that it is relatively computationally intensive,
since each step of gradient descent requires the inversion of the N x N matrix Cy . While
exact methods were sufficient for the data sets addressed in this paper, Rasmussen and

Williams describe a number of approximate methods [69].

4.4 Data Interpretation using Gaussian Processes

As discussed in Section 4.3.2, in this work Gaussian process is formulated in the form of
a regression. The main requirement of data driven techniques is the need of exhaustive
data for the training process. Simulation signals corresponding to defects summarised in
Table 4.1 are used for the training process. In order to evaluate the proposed framework,
a set of isolated defects are machined on a plate and scanned using the experimental tool.
The prediction results are compared with the groundtruth. The experimental evaluation
is further carried out with the industrial tool as well. Large diameter gray cast iron pipes
are scanned with the industry tool and the MFL data is analysed using the developed
models. Later, the prediction results are compared with the ground truth extracted after
exhuming and grit-blasting those sections. A 3D laser scanner has been used to scan the

pipes for generating the ground truth.
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4.4.1 Feature Extraction

An ideal feature extraction algorithm should minimise the mutual information between
the resulting features and the variables of interest (depth/width of defect). Simply, this
means that the features should vary as much as possible over the world, while varying
as little as possible for any given defect configuration. The X component of the MFL
signals were analysed to extract features to be used in the learning process. The features
extracted include heights and widths of each peak, distances between peaks, number of

peaks. Figure 4.7 illustrates these basic features.
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FIGURE 4.7: Basic features of the axial component

Signals were further analysed to investigate mode descriptive features. One way of extract-
ing more features is to convert the amplitude/time pattern into the frequency distribution.
Since the phase information is then normally omitted, this conversion leads to a pattern
of reduced complexity, although the basic problems of finding adequate descriptive qual-
ities for a pattern remain. Since the MFL signal cannot be associated with harmonics of
simple sine functions concept, on which the time-frequency conversion is based, the ampli-

tude/frequency pattern must be considered as a purely descriptive system, not necessarily
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having any direct connection with the generating physical system. From this point of view

a descriptive system based on time may be regarded as more relevant.

Following this concept, the Hjorth Transform [6] is identified as a more informative set
of features for MFL signals. This method takes into account not the detailed histogram,
but one of its basic parameters, the standard deviation, and it is further generalised to
include also the standard deviations of the amplitude and the second derivative. From

these standard deviations have been derived a set of parameters.

1. Activity: Giving a measure of the squared standard deviation of the amplitude,

sometimes referred to as the variance or mean power.

2. Mobility: Giving a measure of the standard deviation of the slope with reference to
the standard deviation of the amplitude. It is expressed as a ratio per time unit and

may be conceived also as a mean frequency.

3. Complexity: Giving a measure of excessive details with reference to the ”softest”
possible curve shape, the sine wave, this corresponding to unity. It is expressed as
the number of standard slopes actually generated during the average time required
for generation of one standard amplitude as given by the mobility. Due to the non-
linear calculation of standard deviation this parameter will quantify any deviation

from the sine shape as an increase from unity.

These three parameters will together characterise the MFL signal pattern in terms of

amplitude, time scale and complexity.

Feature Extraction for Industry Tool

Feature extraction used for the industry tool is more simplified. The tool only has magnetic
sensors to read the axial component of the signal with the distance travelled. Wheel
odometers are used to trace the travelling distance. For each scan the tool generates 8

hall sensor readings and an example of an experimental scan is shown in Figure 4.9.

The aim of this exercise is to apply the same approach that was proved using the experi-

mental MFL tool on the industrial data. However, being a proprietary industrial tool, all
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FI1GURE 4.9: Typical output signals of the industry tool

the tool specific parameters required to generate the simulation model were not disclosed.
An experiment based model validation process was carried out instead. As discussed in
the Section 4.3, this approach relies on the extensive data generated using the simulation
models. The same validation process for the simulation introduced in Section 3.3.4 was

carried out for the industry tool model using well defined machined defects on cast iron
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FIGURE 4.10: Basic feature extraction for the industry tool

Due to the limited technical details provided about the proprietary industry tool only
a very basic feature is extracted from the signal, the magnitude of peaks of the axial
component of the leakage signal. Figure 4.10 illustrates an example of these feature

extraction points over a 1m of scan length.

4.4.2 Feature Sensitivity Analysis

In a grit-blasted aged cast iron pipe, it is hard to identify isolated defects. All the corrosion
processes over the years create a thickness profile throughout any given cross section. With
the multiple defect analysis done in Section 4.2.1, it is obvious that the near defects have

an effect on the leakage magnitude, which is the feature value in this case.

The effect of nearby defects on the feature value has been analysed in the form of a
sensitivity analysis. The defect cross-section used in this analysis is shown in Figure 4.11.
Defect 1 has been kept constant where defect 2 dimensions have been changed and moved
further away from defect 1 while capturing the leakage signal for each iteration. Defect 1
diameter has been set to 40mm to keep it half the width of the magnetic shoe. A summary

of the dimensions are shown in Table 4.3.

The feature value, namely the peak magnitude with respect to defect 1 has been analysed

for each of those iterations. As expected, due to the effect of defect 2, this feature value
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FIGURE 4.11: Illustration of the defect cross-section used in the analysis

TABLE 4.3: Mean squared error values for each GP model.

Property Value

Thickness of the plate 30mm
Depth of defect 1 10mm (33.3 %)

Width of defect 1 40mm

Depth of defect 2 0 to 30mm by 1mm steps
1 Shortest distance 0 to 200mm by 1mm steps

fluctuated. The iterations of defect 2, which didn’t change the feature value more than

+5% have been recorded and are shown in Figure 4.12.
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FIGURE 4.12: Feature tolerance area for nearby defects

According to this analysis, it is evident that there can be no defect of depth within [y =
30mm from the current defect. Allowable defect depth rapidly increased from Iy = 30mm
to I1 = 54mm . This rate gradually decreases after [y = 54mm and when [y = 105mm no
matter how deep the defect is, it cannot create a significant influence on the feature value
of defect 1. This analysis gives an overview of the sensitivity of the feature value in the

presence of another close proximity defect.
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4.4.3 Obtaining the Ground Truth

The data driven approach discussed in this chapter employs probabilistic models in an
attempt to interpret raw pipe wall measurements from MFL technology and produce in-
terpretation of remaining wall thickness. The effectiveness of all the inferred thickness
interpretation methodologies used must be evaluated using an accurate ground truth rep-
resentation of the scan section. Therefore the ground truth extraction plays a major role

in this process.

Performing 3D laser scans

High Resolution 3D model ofthepipe section
Exhumed and grit-blasted Cl pipe section

o 200 40 60 B0
High resolution 2.5 thickness map

FI1GURE 4.13: Process for obtaining the ground truth

The actual remaining thickness of ferromagnetic material in pipe walls is henceforth known
as the Ground Truth (GT). Procedure followed to obtain the GT is elaborated in Figure
4.13. After performing MFL scanning, pipe segments were exhumed and grit-blasted
to remove rust and graphitisation. The cleaned pipes were scanned with a very highly

accurate 3D laser scanner [74] to obtain high resolution 3D point clouds. Currently, ray
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tracing is performed using the point cloud acquired from the 3D laser scanning procedure.
This point cloud is dense and can contain for example a large number (> 20million) points

for a single pipe section of length = 1500mm and outer diameter of ¢ = 660mm.

Spatial filtering on the 3D point cloud has been used to remove outliers that are not
part of the surface structure and voxelisation to create a uniformly sampled point cloud.
To preserve the fine surface features of the internal and external pipe walls, the Robust
Implicit Moving Least Squares (RIMLS) algorithm has been employed to generate a very
dense and continuous iso-surface [75]. A computationally efficient ray tracing algorithm
is then iterated along the central axis (x-axis), casting rays circumferentially around the
voxelised representation of the iso-surface to determine the distance between the inner and
outer pipe walls. Using sub-millimeter voxel resolutions allows for the computation of a

dense and accurate 2.5D thickness map of the entire pipe section [76].

Validations were carried out by quantitatively comparing the thickness maps produced by
the inverse modelling approach against the aligned appropriate GT maps. Results of the

quantitative comparison and remarks are presented in the next section 4.5.

4.5 Modelling results

Interpretation framework was first evaluated on the experimental MFL set-up. Improving
the interpretations of the industry tool being one of the targets of the research project,
similar framework was applied to the industry tool as well. These results are presented in

the following sub sections.

For the experimental tool, separate models have been learned to infer each dimension
of the defect configuration independently; e.g. depth, width and separation. The data
sets described in Table 4.1 correspond to ¥ = {(ugp, vp), (u1,v1),..., (un,vn)}, where v;
represents either depth, width or separation in the modelling process. For instance in the
case of the depth, these data aim to cover various defect configurations for each depth

profile.
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By using the appropriate groundtruth for labelling, the model and the hyperparameters
of the covariance function are learned. An example of the resulting variation of one of the
features, namely the magnitude of the X component, with respect to the depth is illustrated
in Figure 4.14(a). The model becomes more complex when all the configurations come
into play as described in Section 4.2, so the variation of the depth with respect to all

other features becomes a multidimensional model.
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FIGURE 4.14: Learning and evaluation of results of the GP model.

Gaussian process regression Toolbox version 3.6 (GPML) by Rasmussen [69] was used for
the implementation. This tool box was selected since it allows more likelihood functions,
further inference methods and a flexible framework for specifying GPs. Once the models
have been learned, they are used to infer the defect parameters from fresh measurements.
Also to validate the performance of this approach, a 3-fold cross-validation method have

been used.

The same exercise has been employed to predict the width, separation and location of the
defect as well, producing prominent results as shown in Table 4.4. Although the location
is a straightforward solution, having a linear relationship with the peak location of the X
component of the leakage field, the same framework has been used to maintain consistency.
Therefore an independent GP model has been used to solve the location as well. Figure
4.14(b) illustrates the comparison between the real and the predicted values. To generate

the Figure 4.14(b) only the mean prediction values have been used.
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One of the main advantages of a GP model is that the model produces an uncertainty
indication with each prediction, so the end result comes with bounds on the certainty for
each prediction. Mean squared error has been used as a measure to evaluate the models.
Since each of defect dimensions has its own model, the mean square error for each model
is indicated in Table 4.4.

TABLE 4.4: Mean squared error values for each GP model.

Model Mean squared error
Depth of the defect 0.000824
Width of the defect 0.003417

Defect separation 0.000148

4.5.1 Data interpretation for UTS MFL Lab Set-up

Initially the experimental MFL set-up has been used to validate the framework. Real
measurements have been collected using the experimental MFL set-up on soft iron plates
shown in Figure 4.15(a). A raster scan was carried out on the plate with a 3mm separation
between each scan line covering the area of defects. The features presented in Section
4.4.1 have been extracted from the MFL signals and have been used as the input of the
GP models. GP models infer the depth, width and the separation of the defects using

independent models.

When it comes to the stress analysis and lifetime predictions it is of immense importance to
have the profile of the anomalies. Although it is not the focus of this work, all the developed
models have been combined together to generate a complete 3 dimensional profile of the
defects (Figure 4.15(b)). A 3D reconstruction of the plate is presented in Figure 4.15(b).
Top and side views of this reconstruction are shown in Figures 4.15(c),4.15(d) and 4.15(e).

A quantitative analysis of the real and predicted values are given in Table 4.5.

Not only the model prediction error but also various other experimental errors contribute
to the accuracy of the results. All the noise sources discussed in section 3.3.5 contribute
to the overall error. Considering all these sources of noise, the GP modelling framework

introduced in this section can be successfully used to interpret MFL signals for pitting
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FI1GURE 4.15: Comparison of the defect depth profile.

TABLE 4.5: Comparison of real and predicted defect parameters.

Left Defect Right Defect
Real  Reconstructed  Real  Reconstructed
Diameter (maximum width) 10mm 11.3mm 20mm 19.1mm
Average Depth 2.5mm 2.375mm 2.5mm 2.325mm
Real  Reconstructed
Defect Separation 25mm 26.1mm

and other isolated defect types. After successful evaluation of the framework, the same

methodology was used for the industry tool with slight variations.

4.5.2 Data Interpretation for Industrial Tool

As discussed in section 1.2 one of the main objectives of the research project is to provide
a better interpretation to water utilities using industrial data. Addressing this need, the
following section is to apply the previously described framework on the industrial tool (see
section 4.3 ) which has already been successfully evaluated with the experimental set-up,

to the industrial tool.
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FIGURE 4.16: Industry tool on the 600mm cast iron pipe

Similar framework described in section 4.3 has been applied to the industry tool where
the simulations are used to generate the training data with the required variations due to
infeasibility of exhaustive experimental data collection. Simulation data along with the
ground truth has been used to train the models. Since the simulation models are well
calibrated, signals produced are close to the experimental signals. The trained models are
then used to infer the defect information using fresh measurements. The required fresh
measurements were collected during a few site trials in collaboration with water utility
companies. Figure 4.16 shows the data collection in the field trials at Sydney Water test
bed [8].

The scan area of the tool is 1Im long and 85mm wide. The tool scans the 1m pipe
circumference as a raster scan by accumulating all axial scans. Depending on the diameter
of the pipe, the number of scans needed to scan around the pipe could vary. By using
the odometry data and the measured scan locations, the data can be correlated with the

actual location on the pipe.

Once the models have been developed the full data set for each scan section is used to
evaluate the model. Due to the cylindrical approximation used in the modelling process,
the end result infers a single cylinder for each peak detected. When it comes to a full 360°

data set, these cylinders creates a profile with a combination of hundreds of cylinders.
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These plots are called ”Measles Plots” in this thesis. Given the data set is properly
aligned with the actual pipe, the locations of the measles correspond to the location of
the actual defect on the pipe. All the measles are arranged to generate an approximated

2 — D defect profile.

After the MFL scanning process, the pipes were grit-blasted and the ground truth extrac-
tion method discussed in section 4.4.3 was followed. This allows a one-to-one comparison

of the inference results with GT.

As discussed before, one of the major advantages of following this framework is that it gives
the uncertainty of each prediction. Every single measle is associated with an uncertainty
value too. So when it comes to decision making about the replacement of the infrastructure,
these prediction uncertainties can be taken in to account. A visual comparison of a 2.5D
ground truth plot [76], GP inference measle plot and uncertainties associated with each

measle is shown in Figure 4.17(a),4.17(b) and 4.17(c) respectively.
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FIGURE 4.17: Comparison of ground truth and predicted measle plots with uncertainty
for Trial 2 pipe section 3: (a) 2.5D Ground truth plot, (b) Predicted measle plot, (c)
Uncertainty of each measle.

As part of the collaboration, the industry partner provided interpretations based on their
existing industry standard methodology. This allowed for a qualitative and quantitative

analysis of remaining wall thickness (RWT) of gray cast iron pipes as reported by the
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industry partner and also as predicted by this framework from the same raw industrial
data. Estimations are compared against sub-millimetre accurate laser GT generated as

discussed in section 4.4.3.

Following parameters and definitions were used in the evaluation process.

Industry reported RWT
Current industrial scan reports provide worst 10 RW'T defects per pipe segment and
their locations. These reports are used as the industry standard, to evaluate the

developed framework.

GP predicted RWT
The proposed framework infers a large number of defects. 10 worst RW'T defects

were sorted and worst ten RW'T defects were selected for the RMS error comparison

Worst 10 RWT areas in GT
Ten minimum RWT areas in the laser measured RWT were identified by searching

through non-overlapping 10cmx10cm grid cells in the laser measured RWT

Search Window
Industry reported results showed discrepancies in the location of the defects with re-
spect to those found on the exhumed pipes. In order to accommodate misalignments
between laser measured RWT and raw data scans, a search window of 10c¢m x 10e¢m
on the laser measured RW'T was used. This window was chosen such that it was
centred at the industry reported RWT location. Likewise for GP results too. RMS
errors were calculated as the difference between reported/inferred defect and the

worst RWT found within the same search window on the laser measured RWT.

These evaluation experiments were carried out for eight 1m long, 660mm diameter gray
cast iron pipe sections. Figure 2(a) compiles the industry reported RWT for all the pipe
segments. Likewise for GP based framework in Figure 2(b). Results were plotted against
the matched defect in the laser measured RW'T as described above. Root mean square
(RMS) error is 12.72mm for industry reported RWT, and 4.59mm for GP based framework
predicted RWT. Industry reported RWTs appear heavily biased towards through-wall
defects. GP framework predicted RW'Ts do not show such a bias.
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FIGURE 4.18: Overall comparison of Industry reported/GP inference vs GT for 8 pipe
segments: (a) Industry reports vs GT (RMS error:12.72mm), (b) GP inference vs GT
(RMS error:4.59mm).

4.5.2.1 Individual Pipe Section Comparisons
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FIGURE 4.19: Individual comparison of Industry reported/GP inference vs GT for Trial
2 Pipe section 2: (a) Industry reports vs GT (RMS error:10.24mm), (b) GP inference vs
GT (RMS error:2.73mm).
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FIGURE 4.20: Individual comparison of industry reported/GP inference vs GT for Trial

2 Pipe section 2: (a) Worst 10 RWT reported by Industry partner and worst 10 RWT

areas in GT, (b) Worst 10 RWT inferred by GP and worst 10 RWT areas in GT,(c) GP
inferred measle plot.
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FIGURE 4.21: Individual comparison of Industry reported/GP inference vs GT for Trial
2 Pipe section 3: (a) industry reported vs GT (RMS error:16.5mm), (b) GP inference vs
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2 Pipe section 3: (a) Worst 10 RWT reported by industry partner and worst 10 RWT
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inferred
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FIGURE 4.23: Individual comparison of industry reported/GP inference vs GT for Trial
3 Pipe section 1: (a) Industry reports vs GT (RMS error:13.20mm), (b) GP inference vs
GT (RMS error:2.37mm).
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FIGURE 4.24: Individual comparison of industry reported/GP inference vs GT for Trial

3 Pipe section 1: (a) Worst 10 RWT reported by industry partner and worst 10 RWT

areas in GT, (b) Worst 10 RWT inferred by GP and worst 10 RWT areas in GT,(c) GP
inferred measle plot.
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FIGURE 4.25: Individual comparison of industry reported/GP inference vs GT for Trial
3 Pipe section 3: (a) industry reports vs GT (RMS error:11.81mm), (b) GP inference vs
GT (RMS error:5.05mm).
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FIGURE 4.26: Individual comparison of industry reported/GP inference vs GT for Trial

3 Pipe section 3: (a) Worst 10 RWT reported by industry partner and worst 10 RWT

areas in GT, (b) Worst 10 RWT inferred by GP and worst 10 RWT areas in GT,(c) GP
inferred measle plot.
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4.5.2.2 Development of a Software Module

As an agreed deliverable to the industry partner, a software module was specifically de-
signed to interpret data from the Smart-CAT (tool provided by the industry partner). The
back end of the software uses the above discussed GP based data interpretation frame-
work. The models are entirely trained based on simulation data and the user can load
experimental data collected from in-situ gray cast iron pipes of diameter range of 350mm

to 660mm. This range can be increased with the availability of validation data in future.

The software module is a standalone package that runs on 64 bit Microsoft Windows and
has a simple graphical user interface for the convenience of the user. Industry partners
have evaluated the software with constructive feedback and it will be further developed to

meet the industry needs. The GUI of the software package is shown in Figure 4.27.
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FI1GURE 4.27: GUI of the software module released to the industry partner

Individual models have been trained for different thicknesses of pipes. Therefore the user
has to input the nominal thickness of the pipe. This is normally related to the diameter
of the pipe, or can be extracted from hydraulic profile specification sheets of the utility
company. According to this value the corresponding model is used to interpret the signals.
The software outputs the 360° measle plot for the scan section as well as a defect statistics

table along with the uncertainty of the depth prediction for each measle. The first few lines
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TABLE 4.6: Defect statistics table generated by the software module

Axial Loc in mm Radial Loc in Deg Radius (mm) RWT (mm) =+ STD

640 263 4.7593 6.3352 0.0648
649 264 5.8501 6.3682 0.051041
637 261 4.7385 6.901 0.056391
649 259 5.2512 7.0557 0.087124
877 264 3.1669 7.2574 1.7649
877 263 2.8197 7.3692 2.3188
643 266 4.9565 7.4608 2.147
634 268 2.5 7.7855 2.0095
877 266 3.4017 7.8508 2.1991
671 268 2.6622 7.855 2.0867
877 261 4.6631 8.0149 2.2436
877 268 3.5013 8.2258 2.3133
880 259 1.0139 8.3142 2.3871
594 281 3.2313 8.3851 2.3021
594 259 2.5 8.4739 2.2255
606 283 3.2829 8.5173 2.156
709 259 2.5 8.9915 2.0917
786 276 4.2938 9.0187 2.0328

of an example defect statistics for Trial 2 pipe section 3 is shown in Table 4.6. A typical

aged CI pipe could contain more than 1000 table entries.

4.6 Discussions and Chapter Conclusions

Due to the complexity of the MFL signal behaviour an inverse modelling approach was
followed to predict the defect configurations. The problem was formulated in the form
of supervised learning as a regression. A semi parametric Gaussian Processes model was

employed in the learning process.

The nature of machine learning is the more the data can capture variations, then the
better the results. Since generating the required extensive data set experimentally is
prohibitive, Comsol® [65] simulations were used. Different defect dimensions as well as
multiple defect configurations were analysed in the simulation software to generate the

MFL response. Suitable features were extracted from these MFL signals to best describe
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the MFL signal over changes in the defect scenarios. Extracted features along with the

associated groundtruth were used in the training process.

Evaluation of the models were carried out using the simulation data as well as using the
industrial MFL tool. Interpretations generated using the industrial data were compared
with the industry contractors reports generated using the same data. It shows a clear
improvement of the accuracy of the interpretations using the GP models. These models
were transferred to the industry partners as a software package for the benefit of both

contractors and water utility companies.

One of the main limitations of the proposed method is that it can only approximate defects
into a combination of cylindrical defects. Even though these cylinders can overlap each

other to make complex defect shapes, they are far from the real RWT profile.

Another limitation in the framework is the requirement of a well validated simulation
model. The entire training process relies on the simulation data which needs to be gener-
ated through a validated simulation model. This could not be fully implemented due to
proprietary industry tools and the only possibility was to use approximate model valida-

tions.

Although the industry standard is to approximate defects to measles of a circular cross
section, latest research on stress analysis finds it otherwise. As part of the research project,
Monash university conducts research on stress analysis on aged cast iron pipes. Latest
findings on stress on CI pipes shows that the defects of ellipsoidal shape are prone to stress
based failure and to having the highest stress concentration. This raises the need of inter-
preting defects as ellipsoidal. Unconstrained global optimisation methods are proposed to
interpret large wall loss areas on cast iron pipes as ellipsoids. This approach is discussed

in the next Chapter.






Chapter 5

Analytical Model-Aided
Optimisation for Ellipsoidal Defect

Approximation

5.1 Introduction

Concentrated working stress of a corrosion pit is known to be an important factor inducing
the deterioration and consequently the breakage of a buried pipe [77]. The corrosion pits,
which is a common damage form of buried CI pipes, reduce pipe resistance and give rise
to pipe breakage by intensifying the local stress field. The stress magnification on these

local stress fields is best knows as stress concentration factor(SCF) [78].

Parametric studies show that elliptical defects on CI pipes are more prone to failure by
the maximum stress development which can properly identify the onset of localised failure
of a corrosion pit, thereby the water leakage [23]. Hence, approximation of ellipsoidal
defects could play a significant role in failure prediction of CI pipes. Following up these
requirements, global optimisation techniques are employed for the ellipsoid approximation

of defects.

101
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FIGURE 5.1: Iterative framework for ellipsoidal defect estimation

Proposed method uses industrial MFL data as the reference signal. An initial guess is
calculated using a segmentation method run on the raw data plot which is then used in an
iterative optimisation algorithm. Due to the possibility of parameterisation of ellipsoidal
defects, a dipole based analytical model has been developed for the MFL leakage flux of
an ellipsoidal defect. This model is computationally very efficient compared to a much

more computationally complex FEA simulation of the same type.

Analytical model creates the leakage flux for a given ellipsoid, and is compared with the
measurement leakage. This process is literately optimised until the model prediction best
fits the given reference, in this case the measured field from the MFL tool. Finding the
ellipsoidal parameters that minimises the model mismatch to the reference measurement,
is equivalent to solving the inverse problem of finding the ellipsoid producing the most

similar MFL measurement.

These approximated ellipsoidal parameters then can be successfully used for stress analysis.
This chapter first derives the analytical model for an ellipsoidal defect based on the model
described in section 3.2. The model as well as the proposed framework is then validated
using a few machined ellipsoidal defects on a grit-blasted CI pipe. Later this model is used

in the iterative optimisation process to find the best suitable ellipsoidal defect.
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5.2 Formulation of the Optimisation Problem

The industrial MFL tool has been used to collect data circumferentially on aged CI pipes.
Once the raster scans are arranged in the order of their locations, it creates a dataset of
the full pipe. The raw signals are segmented to identify the valleys in the profile. These
segmented valleys are individually used in the iterative framework to approximate the

ellipsoidal parameters that best describe the defect.

A forward model which generates the leakage field for a given ellipsoid has been used in
the framework and is the basis of the iterative process. When it comes to parameterisable
individual defects, few methods can be used to generate the leakage field. These FEA
models are very computation intensive which makes them slow to use in a iterative process.
On the other hand, dipole based analytical models are computationally efficient but do not
account for most of the real word imperfections. However, with suitable assumptions and
approximations these analytical models can be developed to generate the leakage magnetic
field for a given ellipsoidal defect. Ellipsoid parameters are then iteratively changed to

best match the segmented measurement signal in the iterative process.

5.2.1 Forward Model Formulation

Since the forward model is used to generate the equivalent field of the measurement,
accuracy of the forward model is crucial. The model should generate a rational MFL
signal to match the signal measured on the pipe. A similar dipole based analytical model
to the one developed in section 3.2 has been derived to parameterise the Magnetic flux

leakage of an ellipsoid defect.

As discussed in Chapter 1, MFL technique consists of magnetising the material, and
during this excitation a corrosion pit acts as a region of high magnetic reluctance. This
causes the magnetic flux to divert, to avoid the high reluctance area resulting in a dipolar
magnetic charge (DMC) on the defect walls of opposite sides [33, 60]. This phenomenon

is the basis for the following derivation similar to that of Section 3.2.
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In this derivation, the effects of variations in magnetisation and permeability of the mate-
rial are minimised by assuming high magnetic excitation, corresponding to the saturation
region of the material. The model also assumes that the eddy currents, which occur in
ferromagnetic materials due to the relative motion of strong magnetic fields, can be ne-
glected. It is also assumed that, stray magnetism, stress, temperature etc. which can
influence the leakage flux are very minimal in the order of magnitudes considered and are

also neglected[39].

There are few additional assumptions made for this derivation. It has been truncated with
the infinite domain 2°° now at a finite distance sufficiently far from the region of interest
(ROI) and the model domain © C Q° has been created. It’s also considered that Q2 =
Qo U Qs to be consist of two homogeneous materials; air in 2y with absolute permeability

1= pp and a linear steel material in g with absolute permeability p = popirs.

Further simplifications have been used in the excitation method. As described in Chapter
2, usually in MFL, the magnetisation unit consists of a U shaped yoke with an electro
magnet due to practical reasons. In this model, this U shaped magnetisation unit is
ignored in modelling process and replaced with a homogeneous magnetic field parallel to
the test substance which is not uncommon in literature [41] [62] [45]. This allows the
forward model to have a constant magnetic charge density in the wall of the defect, as

there is no yoke which can interfere.

FIGURE 5.2: Dipolar magnetic charge model for an ellipsoidal defect
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As schematically represented in Figure 5.2, an arbitrary ellipsoidal defect with ellipsoidal
parameters, a,b and ¢ has been introduced on a flat plate with its longitudinal axis (z-
direction) perpendicular to the applied magnetic field (y-direction). The magnetic field
lines diverge around the low permeability defect region, inducing a DMC on the walls of
the defect. The surface of the test substance is defined by the xy plane at z = 0, with the
top area of a ellipsoidal defect centred at (0,0,0), and its bottom area centred at (0,0, —c),
where ¢ is the depth of the ellipsoidal defect. The MFL signal induced by the ellipsoidal

defect is sampled in the region z > 0.

Half of the ellipsoidal defect develops a north polarity (+0), while the other half develops
a south polarity (—o). The angle 0 is measured from the positive = direction and the
angle ¢ is measured from the positive z direction, to an element of magnetic charge, dp;.

Any arbitrary point on the ellipsoidal surface is given by the parametric equations as,

T = acosfsing
y = bsinfsin ¢ (5.1)

Z=cCcoso

where 6 € [0,27] and ¢ € [0, 7).

The differential element of charge at the defect, dp, has coordinates (z,y, z) on the ellip-

soidal surface of Equation 5.1 and a charge proportional to its area. Therefore,

dp = p1o.-pirs0 sin ¢la®b? cos? ¢ + ¢ sin? ¢(b? cos® 0 + a® sin® 0)]/2dAd¢ (5.2)

Now, the magnetic field (dH;) generated at an arbitrary measurement point in a distance

r1 from the element of charge dp is given by,

dp

dH| = ——.
! 4r|ry|3 1
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By keeping this arbitrary point at a constant height h above the defect surface, and by
considering the positive polarity side H™ of the defect, the axial component of the field

HY* at a given point (i, 5) in a distance 71 is given by,

Hé”;;)(a, b,c) =
[10-irs0 S0 G[a2b? cos? ¢ + ¢ sin? ¢ (b% cos? 0 + a? sin? 0)]Y/2dOd¢
4r|r|3

(j + bsinfsing) (5.4)

where,

r = /(i —acosOsin )2 + (j + bsinOsin ¢)2 + (h — ccos p)? (5.5)

The Equation 5.4 is integrated over 6 from 0 to 7 and over ¢ from 7/2 to ¢ to determine

the total field at r1 due to the positively polarised side of the defect,

H{" (a,b,c) //2/ dH, dfd¢ (5.6)

which leads to

H(Z’ZJ;)(a b,c) =

2,2 2 1(h2 2 1/2 i i
/ / o sin ¢[a®b? cos? ¢ + 2 sin? ¢(b? cos? 0 + a? sin? 0)]1/2(j —|—bsm€sm¢)d9d¢ (5.7)
w/2

47[(i — acos Osin ¢)2 + (j + bsin @ sin ¢)2 + (h — ccos ¢)2]3/2

The same approach can be used to calculate the leakage field by the negatively polarised
side of the cylinder. The only change is the opposite polarity and an appropriate y coor-

dinate.

The negative polarity side leakage field HY~ of the defect is given by,
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Hg’._,)(a b,c) =
27,2 2 4012 2 1/2
_ Ho-Hrs0 sin glaZb cos 2+ c?sin? (b cos® 0 + a®sin? 0)] d9d¢(] _bsinfsing) (5.8)
Am|ry 2
where,
r; = /(i — acosfsin$)? + (j — bsinfsin )2 + (h — ccos p)? (5.9)

The limits of the integral are kept the same, since all the angles and distances are measured
in the same way as the positive side. Therefore, by using the same integration for the

negatively polarised side H of the cylinder the total normal leakage field is given by,
HY" . (a,b,c) = dHdfde (5.10)
(:9) 7/2J0 Y

which leads to

Hy (abc)

/ / o sin ¢[ab? cos? ¢ + ¢? sin? ¢(b% cos? O + a® sin? §)]/2(j — bsin O sin ¢)
/2 47[(i — acos fsin ¢)2 + (j — bsin @ sin )2 + (h — ccos ¢)2]3/2

dods

(5.11)

Now the total leakage field is given by the addition of the positive and negative fields.

dH(; jy(a,b,¢) = dH{ (a,b,¢) + dH - (a,b,¢) (5.12)

After the integration over the entire charged surface, the magnetic flux leakage M4, j) in

a given point (7, ) at a distance h above the defect is given by, (adding 5.7 and 5.11)



Chapter 5. Ellipsoidal Defect Approzimation 108

H; jy(a,b,c) = H&T’j)(a, b,c) + H(_i’j)(a, b, c) (5.13)
The analytical model was implemented in MATLAB 8.2.0 . The model integrates over the
scan window of the tool to compute the interested leakage field above a given ellipsoidal

defect.

5.2.2 Formulation of the optimisation

The above derived model enables the generation of the leakage field for a given ellipsoidal
defect. By using the realistic forward model, an iterative algorithm has been developed
to solve the inverse model. Starting from an initial guess, the ellipsoid parameters were
iteratively changed in the forward model to generate a matching leakage field to the mea-
surement. Finding the optimal ellipsoidal parameters that minimise the model mismatch
between the generated field and the measurement, is equivalent to solving the inverse
problem of finding the ellipsoid that produces the most similar MFL measurement. This

iterative optimiser is derived as follows.

The parameter vector is taken as v = (a, b, ¢), where a is the axially aligned major elliptic
diameter, b is the circumferentially aligned minor diameter and c is the depth of the
ellipsoidal defect. The framework is formulated as an unconstrained non-linear least mean

square optimisation problem of the form,

FO) = Hgy(a,b,¢) — Kregl? (5.14)

where H(; j)(a,b,c) is a n x m matrix generated using the analytical model for a given
v = (a,b,c) and K,.s is the measured leakage flux of the segmented area. Other methods
such as Frobenius norm was also considered for the evaluation function but Equation 5.14
was selected as it had better representation of the problem along with good convergence

properties. So the objective is to find the optimum  that best fits Hy; ;). i.e.

Yopt = AIg mmvf(’Y) (5.15)
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A gradient based non linear optimisation algorithm has been used to solve the above
formulation. In order to calculate the residual, the vector form of the matrices are used
ignoring the spacial relationships. Let h;(a,b, c) = vec(Hpxn(a,b,c)) and k; = vec(Kye).

Now the cost function can be simplified as,

m.n

. 1 1
miny £(3) = min, 3 )| = min, s > ri(2)? (5.16)
i=1
where v € IR and
ri(y) = hi(y) — ki, i =1,2,...,m.n (5.17)

For a gradient based optimisation, the gradient of f() needs to be derived for a given
v instance. The Jacobian J(7) of the vector function f(7) is defined as the matrix with

elements,

_0ri(y) _ 0 hi(y)

J())ij ,1=1,2,...,mn,j =1,2,3. 5.18
i = =5 = =5 (8:18)
Therefore J(vy) can be expanded as,
[0 hi(y) () 9 m(y) ]
da 0b dc
0 h o h O h
] _ 0 vec(Hmxn (7)) _ p2) A )
Jhnl = = (5.19)
0y : : :
0 bmn(v) 0 hmn(v) 9 hmn(7)
da ob dc
The i'" row of J(7) equals the transpose of the gradient of the gradient of 7;(7y)
[T(Ni: = Vri()" = Vhi(y)", i =1,2,...,mn (5.20)

Thus the elements of the gradient of f() are given by
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\vai - = r; 5.21
VIl = = 2 (5.21)

and it follows that the gradient is the vector
Vi) =) () (5.22)

The algorithm employed is based on an optimisation approach that varies the parameter
vector 7y of the forward model which represents the geometric properties of the ellipsoidal
defect on a flat gray cast iron plate. The formulated optimisation iterates until the model
prediction best fits the given reference, in this case the measured field from the MFL tool.
The idea is to iterate v until the framework minimises the model mismatch between the

generated field and the reference measurement.

A gradient based non linear optimisation algorithm has been used to solve the above
formulation. Quasi-Newton optimisation methods are sequential line search algorithms.
They are a variation of Newton’s methods that still keep the good convergence properties
but do not require Hessian computations and linear solvers. Similar to most of the gradient
based algorithms Quasi-newton methods are iterative, involving a series of line searches
and generally involve computations only of f(v) and 57 f() at each iteration. For a given

k" iteration,

D) (k) hgh (5.23)

where,

S = 1" (ve)) " (k) = Hy Mg (5.24)

is the direction which is a vector describing a segment of a path from the starting point to

the solution where the inverse of the Hessian H,, determines the ’angle’ of the direction
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and the gradient g,,, determines its magnitude. o is the step length and is determined

by the local optimisation of the function.

Derivation of the gradients 37 f(7y) and Hessian in this framework becomes rarely achievable
because the Equation 5.13 is hardly derivable. Therefore in the implementation, the
gradients were numerically calculated using the forward model. The calculation of the
Hessian is very computationally expensive. However, efforts were made to find a way to
approximate the Hessian less expensively. The critical insight from which came the current
quasi-Newton methods was made by Broyden [79] who used information from the current

iteration to compute the new Hessian. Let,

RONNCEINNONINCND (5.25)

be the change in the parameters in the current iteration and,

n®) = gktD) _ o(®) (5.26)

be the change in gradients. Then a natural estimate of the Hessian at the next iteration

H®+1 would be the solution of the system of linear equations

H D 50— (k) (5.27)

that is, H**1 is the ratio of the change in the gradient to the change in the parame-
ters. This is called the quasi-Newton condition. There are many solutions to this set of

equations.

Broyden [79] suggested a solution in the form of a second update

HEHD) = g 4ot (5.28)
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Further work has developed other types of gradient updates, the most important of which
are the DFP (for Davidon [80], and Fletcher and Powell [81]), and the BFGS (for Gold-
farb [82], and Shanno [83]). The BFGS is generally regarded as the best performing

method and was used in this implementation.

Algorithm 1 Quasi-Newton least squares method for ellipsoidal approximation

1: procedure

2 Given prior v € domf, Hy > 0

3 for each segmented defect region K,.r; do

4 for until the termination criterion do

5: compute quasi-Newton direction Ay = —H,;llAf(v(k_l))
6 determine step size ¢ (by backtracking line search)
7 compute Hy,

8 compute v#) = k=1 4 A~

9: return v(k)

10: end for

11: end for

12: end procedure

The formulated optimisation iterates until the model prediction best fits the given refer-
ence, in this case the measured field from the MFL tool. Finding « which minimises the
model mismatch to the reference measurement, is equivalent to solving the inverse problem
of finding the best ellipsoidal defect that produces the most similar measured magnetic
leakage field. The same procedure is followed to all the segmented defects and one ellipsoid

was approximated for each of them.

5.3 Results

The main objective of this chapter was to approximate ellipsoidal defects using MFL
measurements. An analytical forward model based iterative framework was used for the
approximation. The forward model needs to generate a realistic leakage field to the mea-
surement field, and the accuracy of the method relies on a few factors such as the forward
model, optimisation error tolerance and noise factors present in the MFL signal (See Sec-

tion 3.3.5).
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First the forward model was validated using a simulated perfect ellipsoid. A 3D COMSOL
model was designed to simulate a perfect ellipsoidal defect. Figure 5.3 shows the simulated

ellipsoidal defect and the tetrahedral mesh used.
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FIGURE 5.3: Perfect ellipsoidal defect simulated in COMSOL

The simulated leakage field can be considered as an ideal leakage field due to the non
existence of lift-off errors, noise or tool localisation related practical issues. As the initial
experiment, the simulated field was used as the reference field in the above framework.
After the convergence of the optimisation, resulting v values were compared with the
ideal simulated values giving a good agreement. The convergence of the cost function and
the results were compared with the GT is shown in Figure 5.4(a) and Figure 5.4(b)

respectively.

——convergence of a
——convergence of b {
—convergence of ¢

mA b o & o

Error with ground truth in mm
=]

0 50 100 150 200
Number of iterations

(a) (b)

FIGURE 5.4: Optimisation for simulated data: (a) Error variation over the iterations for
each ellipsoidal parameter, (b) Converged result vs GT.
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TABLE 5.1: Machined ellipsoidal defect approximation results

Radial minor
elliptic diameter
(b)

Laser Framework| Laser Framework| Laser Framework
based fit | predicted | based fit | predicted | based fit | predicted
23.31mm | 25.23mm 13.8mm 12.3mm 3.09mm 2.3mm
34.2mm | 34.6mm 22.5mm | 22.3mm 7.68mm | 7.1mm
49.7mm | 51.6mm 20.3mm 19.5mm 6.5mm 6.1lmm
35.09mm | 41.12mm | 12.14mm | 10.05 5.1mm 3.73mm

Machined Axial major ellip-
Ellipoid | tic diameter (a)

Depth of the ellip-
soid (c)

= | DN —

As shown in Figure 5.4 predicted ellipsoidal values converge to the real values due to ideal
conditions. After the validation of the framework using simulation data, it was applied to

the raw data collected from the industry tool.

L

FIGURE 5.5: Machined ellipsoidal defects

Four ellipsoidal defects were machined on a grit-blasted pipe (Figure 5.5). Pre-designed
ellipsoids were machined manually on the pipe by an experienced operator up to the best
possible accuracy using a range of power tools. Industrial MFL tool was used to raster
scan the machined area and raw data was used in the framework. Only a segmented ROI
of the full pipe scan as well as the appropriate calculated leakage field was used in the cost

calculation. Table 5.1 summarises the prediction results for machined defects.

It is observed that the prediction values are not as accurate as the simulated ellipsoids.
One of the major reasons identified is the imperfections of machining the ellipsoids on the

pipe. Given the manual process of machining, even an experienced operator is limited to
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the tool capacity and human error. In order to quantify the imperfections of the machined

ellipsoids, they were 3D laser scanned. Laser scanned outer surface is shown in Figure 5.6.

FI1GURE 5.6: Laser scan of machined ellipsoidal defects

In Table 5.1, the laser based least squares fit is used to compare the prediction values. The
point cloud generated from the 3D laser scanner was analysed to isolate the ellipsoids and
a perfect half ellipsoid was fitted using least squares optimisation. These fitted ellipsoid
parameters are used as the best reference values and compared with the prediction values.
An example of point cloud based ellipsoidal fit for the machined ellipsoid 3 (as shown in

Figure 5.5) is shown in Figure 5.7.
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F1cure 5.7: Ellipsoid fitting for laser point cloud data
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This analysis shows the imperfections in the machining process. Furthermore some other
error sources can be identified which were not present in the simulation study. Laser
scanner is a surface scanner whereas MFL is influenced by defects inside the pipe material
such as air bubbles. When it comes to millimetre level accuracy these imperfections could

affect the end result.

The industrial MFL tool takes discrete samples over the scan length. The axial samples are
taken at every 2.8mm and circumferential samples are taken at every 10.62mm. Therefore
the resolution of the sensor becomes a major limitation. Although the framework best
fits the curvature to the available samples, more accuracy could be achieved with lesser

sampling intervals.

Experimental evaluation of the framework was further extended by applying it to the real
corroded CI pipes. The full pipe scan was segmented to select the outstanding defect
areas in raw data using a simple level set algorithm. FEach segmented ROI of the full pipe
scan as well as the appropriately calculated leakage field was then used in the iterative

framework. The framework approximates an ellipsoid to the measured MFL data.

After the convergence of the cost function, the reference leakage field and the model
output comes to an agreement. Comparison of the measured segmented raw signal and

the optimised leakage field is shown in Figure 5.8(a).

20 + Raw laser point cioud|
- Least squares fit

Leakege flw

o1 Y distance (cm)

Circumferencial direction Axial Direction

(a) (b)

FIGURE 5.8: Ellipsoidal optimisation results: (a) Comparison of measured and optimised
leakage fields, (b) Least squares ellipsoidal fit on real GT .

Evaluation of the results was a challenging task due to the non-existence of an obvious

ellipsoidal defect in the ground truth. As a result, a similar approach as described above
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TABLE 5.2: Natural ellipsoidal defect approximation results

Radial minor
elliptic diameter

(b)

Depth of ellip-
soidal defect (c)

Axial major ellip-
tic diameter(a)

Laser based fit 125.1mm 64.4mm 18.14mm
Framework  pre- | g 60 57.7mm 21.3mm
dicted

for the ellipsoidal point clouds was followed. The 3D point cloud of the appropriate GT
ROI was analysed to fit a half ellipsoid using least squares optimisation (See Figure 5.8(b)).

This fitting result can be then compared to the framework approximation.

Although there are no obvious ellipsoids in the real corroded thickness profile, the least
squares match can be considered as the best fit for a perfect ellipsoid. Although SCF
analysis is not the focus of this thesis, the errors should be analysed in the form of stress
deviations. However, given the 660mm diameter pipe, it can be considered that the
approximation results are a close match. Calculated ellipsoidal parameters then can be

used for subsequent stress analysis.

5.4 Discussion and Chapter Conclusion

Ellipsoidal defects on CI pipes are prone to failures by the maximum stress development.
Therefore detection and approximation of ellipsoidal defects on aged CI pipes was the main
focus of this chapter. An analytical model to generate the leakage field for a given ellipsoid
defect was developed as part of the proposed iterative method. The ellipsoidal parameters

were iteratively changed to generate a leakage field that best fits the measurement.

The framework was first validated using FEA simulated perfect ellipsoidal defects. Later
four different sized ellipsoidal defects were machined on a grit-blasted pipe and used to
collect data. The model predictions were close to the real measurements given the imper-
fections in machining and measurement errors. The framework was further evaluated on

real aged CI pipes.

A few limitations of the proposed method can also be identified. Deepest points in gen-

eral natural corrosion pits cannot be always in the centre; this is also found true for the
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maximum tensile stress generation, generally not appearing at the centres of the natural
pits [78]. This can be reflected via advanced FEMs using a hyperbolic non-linear con-
stitutive model for cast iron pipes [23]. Nonetheless, these are beyond the scope of the
analytical model where it assumes an ideal ellipsoid with the deepest point in the centre.
The analytical solution is dependant on an equivalent approximated ellipsoid where the
deepest point is, naturally, at the centre of the pit. This solution is not intended to locate
the accurate position where the deepest point of a real pit is; but attempts to aid the cal-
culation of magnitude of the maximum tensile stress calculations [23] within the studied

natural pits.

Despite these limitations, the proposed framework approximated the ellipsoid defects on

the aged pipe surface in a computationally efficient manner giving promising results.

Rather than approximating isolated defect shapes, further analysis has been carried out to
study the possibility of generating dense 2.5D thickness maps using MFL data. A moving
window based iterative optimisation framework has been developed to sequentially solve
the entire thickness profile. The next chapter focuses on this framework which attempts

to reconstruct 2.5D thickness maps using MFL data.



Chapter 6

Reconstruction of Dense 2.5D
Thickness Maps using MFL

Measurements

6.1 Introduction

By further investigating the MFL signals it is identified that the MFL signal itself has
more information to infer the entire thickness map of the area. GP is a kernel based
method and it enables flexible modelling which is more suitable for practical applications.
However, due to the non uniqueness of the MFI signal, it becomes challenging for data
driven methods to estimate thickness maps. These methods are well suited to predict a
geometrical defect in the presence of a peak in the MFL signal [22]. Therefore the measle

plots generated in Section 4.5.2 are limited to the combination of individual defects.

Using the estimated GP based profile as a prior, a coarse to fine approach is formulated.
An iterative non-linear optimiser is employed as the basis of the framework. Once the
initial estimated profile is given to the optimiser, it calls a FEA based COMSOL simulator
to generate the appropriate MFL response. This response is then compared against the

original measurement of the experimental set-up.

119
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By analysing the previous iterations and the current error, the optimisation algorithm
generates a temporary defect profile for the next iteration, which is again used in the
simulator. Given the initial profile is a reasonable approximation, this iterative process
converges to a near optimal solution giving a better fine interpretation of the defect profile.
An overview of this framework is shown in Figure 6.1.

Measurement from the
experimental setup

- Prior Optimize the parameters

oo e

Output from the
simulations

FIGURE 6.1: Iterative framework to optimise the thickness profile

6.2 Formulation of the Optimisation Problem

The industrial MFL tool has been used to scan 360° of a 1m long aged cast iron pipe. For
each circumferential location, the tool moves from left to right towards the flow, recording
the leakage measurement for each sampling point. Given this measurement, the idea is
to generate the pipe RWT profile using a non-linear optimiser. After scanning, the pipe
has been grit-blasted and 3D laser scanning procedure has been followed as described in
Section 4.4.3. Later measured ground truth has been used to evaluate the estimation

results.

A coarse to fine approach has been developed using an optimisation algorithm that varies
the RWT profile of the forward model starting from a given prior. The forward model
generates the MFL leakage field for a given RWT profile. The optimisation algorithm
iterates until the forward model prediction best fits the reference signal, in this case the

original measured MFL signal. Finding the thickness profile that minimises the model
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mismatch to the reference measurement, is equivalent to solving the inverse problem of

finding the profile that produces the most similar measured MFL signal.

6.2.1 Forward Model Formulation

With the above description, it is clear that the forward model performs a crucial role in
the proposed framework. The model should generate a rational MFL signal that matches
the signal measured on the pipe. An aged, corroded pipe wall can be very irregular which
makes it harder and more complex to model. Non-linearity of the pipe material as well
as the tool specific properties has to be captured in generating a realistic MFL signal.
As Chapter 3 described, the COMSOL Multiphysics® [65] FEA based simulation model
developed, best suits the purpose. The model is capable of producing the leakage field for
a given irregular profile with a cost of computational time according to the level of details

in the profile.
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FIGURE 6.2: Truncating the infinite domain to ROI

In order to resemble the scanning procedure, a ROI has to be selected for each location
of the tool and has to be moved from left to right along with the tool. In the simulation
model, it has truncated the infinite domain 2°° at a finite distance sufficiently far from
the region of interest (ROI) and created the model domain  C Q. Its also has to

be considered that Q = Qy U Qg consists of two homogeneous materials; air in Qg with
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absolute permeability 1 = g and a non-linear gray cast iron material in 25 with absolute
permeability p = poprs(H). The B-H curve in Figure 3.9 for gray cast iron is used to

capture the non-linear properties of the material.

To simplify the remaining wall thickness of the profile, it has been discretised to N samples
over the axial direction. The discrete depth profile P[n] = PI1], P[2],..., P[N] approxi-

mates the profile of a given cross section of the pipe wall.

For a given circumferential location, ROI moves along the axial distance resembling the
scan direction towards the flow of the pipe. As the ROI moves with the iteration 4, the tool
moves along as well keeping the centre of the tool, where the hall sensors are, accurately on
top of the i*" sample of the thickness profile. In order to get the full measurement curve,
the tool has to move all the way from the left most location to the right most location, i.e,
(i =1to N). Each i'" sample of the simulated measurement is an individual simulation
result, which makes N number of simulations for a single iteration of the optimisation

cycle.

An optimisation cycle can go up to a few hundreds of iterations depending on the dimen-
sionality of the problem and termination criteria. A single 3D MFL COMSOL simulation
can take up to even 1 hour of computation time depending on the mesh size in a modern
HPC. A full 360° 660mm diameter pipe scan has about 192 axial scans, which means
192 different circumferential locations. If there is 100 sampling points per scan, it could
take up to 800 days for a 1m section. Considering the computational time required, it is

infeasible to optimise a full 360° pipe profile without any further simplifications.

6.2.2 Forward Model Simplifications

One of the major simplifications done is to employ 2D simulation instead of 3D. A simu-
lation with a real 3D laser profile even with an ROI was very computationally intensive.
A 200mm x 500mm down sampled ground truth to 10mm resolution had 88905 3D free
tetrahedral mesh elements and 564906 degrees of freedom and took about 15 minutes per

single simulation. which is a 75% saving in terms of computation time.
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This computational time can be exponentially decreased by using a 2D simulation. 3D
pipe wall has been decomposed into cross sections with a given sampling interval and used
in the simulation model. In order to validate this approach a pilot experiment has been
carried out to simulate the same defect profile in 2D and 3D. These curves gave a good

agreement between each other; see Figure 6.3 below.
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FIGURE 6.3: 2D and 3D Simulation comparison signals

One of the reasons for this observation is that the applied magnetic field is very strong in
the axial direction. Most of the flux is directed towards the other magnetic pole axially
creating leakages with respect to the profile variations in the axial direction. Therefore
profile variations in the circumferential direction has minimal effect on the axial component
of the leakage signal which is measured. Moreover profile variations in the circumferential

direction itself are minimal. This property is further analysed in the next Section 6.3.

As discussed before in this section, the simulation model resembles the measurement signal
by moving the tool from left to right with the iteration number where each iteration simu-
lates one sample of the measurement signal. This procedure makes it very computationally
intensive to generate the measurement curve for one given cross-sectional profile. The U
shaped yoke with electro-magnets which generate the excitation field is removed from the
model by introducing a strong magnetic field ( ideally homogeneous ) as in [39],[41],[44]
and [45]. This simplification allows the generation of the entire MFL signal for a given

cross sectional profile from a single FEA forward solution, as there is no magnetic yoke
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which would interfere and would have to be moved. This simplification saved a remark-
able amount of the computational power requirement. As long as the magnetic shoe is
not very close to the hall sensor position, in this case about 150mm to the closest shoe, it
can be assumed that the magnetic flux lines are spread parallel and homogeneously in the
pipe material and are similar to an external homogeneous excitation field. This is further

validated by a simple experiment too.
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F1GURE 6.4: Tool moved signal vs Homogeneous excitation field

The U shaped magnetic element has been moved in the simulation environment in a cross
sectional profile taken from the laser ground truth. The samples of the leakage curve have
been recorded for each location for the entire cross section profile of 1m length. Later
a constant homogeneous field was applied to the entire 1m profile and an array of hall
sensors were simulated above the pipe surface. With the array of sensors the entire 1m
long MFL signal was captured in one forward model solution. As shown in Figure 6.4 both

of these signals are very close to each other.

In formulating the optimisation criteria further simplifications have been used. The laser
based GT had a resolution of 2230 x 5184 axially and circumferentially. Solving the profile
for that resolution means the dimensionality of the problem for a given cross sectional
profile becomes the number of samples in a axial profile; in this case 2230. This very high
dimensionality exponentially increases the computational power requirement. Therefore
the profile has needed to be down-sampled. Further to the down sampling, the MFL signal

behaviour was analysed to simplify the optimisation procedure.

With the understanding of the utility partners and stress analysis requirements a minimum

resolution of 10mm was selected. Even with 100 samples per 1m, the dimensionality of the
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optimiser becomes too high. And also it is challenging to derive the cost function which is
descriptive enough for a wide scan range. Therefore the ROI has been limited and moved

along the cross section to solve for the thickness profile.

Consider the general cross sectional profile is given by P[n] = P[1],..., Pi], ..., P[N]. In
this case N = 100. For simplification the tool response signal f(P[n]) is also sampled to

have the same number of samples as the cross sectional profile P[n].

The following analysis shows that the i sample of the cross sectional profile P[i] has
the most influence on the tool response signal f(P[n]) only for a limited range centred at
f(P[i]). Other close-by samples to P[i] have minimal influence on f(P[i]). This property

has been used to further simplify the optimisation formulation.

The analytical model developed in Section 3.2 for cylindrical defects is extended for the
justification of the above simplification. Figure 6.5 shows a close-up of the discretised
defect profile which is approximated to be a multiple combination of cylindrical defects.

The leakage signal f(P[n]) is captured above the centres of the cylindrical defects.

FIGURE 6.5: Close-up of the discretised defect profile

Considering a depth profile is a combination of multiple defects, the effect of each of their

th

individual axial leakage fields (Hy pij, .-, Hy py)) on a given 7" measurement point adds

together to form the final response signal magnitude f(P][i]).
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f(Pli]) = Hy pp) + - + Hy ppi) + - + Hy p[ (6.1)

Now only the depth value of the i* sample of the profile has been changed to P’ [i] keeping

the rest of the profile unchanged. Ideally, new measurement at the i*” location is given by,

f/(P[Z]) = Hy’p[l] “+ ..+ Hyvp/m + ...+ Hy7p[N] (62)

The difference in the measurement value is given by the difference of Equations 6.1 and

6.2. The resulting change in the measurement is given by,

Af(PLi]) = f(P'[i]) — f(Pli]) = Hy priy) — Hy ppg (6.3)

Using the Equation 3.5 and 3.9

Af(Pli)

T 0 ™ 0
{ [ imfpgman [ dH%P,[i]dzldel} :
0 [i] 0 [4]
™ 0 N s 0
/0 /P[Z] dHijdeld(gl +/(; /P[Z] dHy,P[z]dzldel (64)

Since all the other parameters are kept unchanged the Equation 6.4 simplifies to,

w Pl w  ,Pli]
Af(P[i]) = dH+P,Md21d91 + dH_P,[i]dzldel (6.5)
0 O 0 RS

where,

o -frs0 Ry db1dzy
drlri |3

dH =

v (y + Risindy) (6.6)
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po-prso R1dbdzq

dH, = — — Rysinf 6.7
v 4r|ry |3 (= st o0
= \/(Ri60891)2 + (y+ Risint1)? + (h — 21)? (6.8)
and
i =\ (Ricosth)? + (y — Rysiny)* + (h — 1)’ (6.9)

with the same definitions of the other parameters as described in Section 3.2.

Now the idea is to find the range of influence of P[i] on the measurement signal and thereby
reduce the dimensionality of the optimisation problem. For any APJi] the leakage field
change along the axial direction y is given by the Equation 6.5. In order to compare all
the Af(P[j]) values along the y axis it is divided by the measurement precisely on top of
Pi] ; f[i]. This ratio R[j] is given by,

L Afl]
R|j| = . 6.10
= 5o (6.10)
The R[j] ratio can be analytically derived using Equations 6.5 to 6.9.
" ot (y+sinby) dz1dby — Pl (y=sinb) dz1d0;
R[j] - fO fP [l {(Rcos@1)2 (y+Rsinfy)? }% f() Pl { (Rcos01)%+(y— Rsinf1)*+(h—=z1)2 }%
a 2(sinfr) dzyd0
fO fP 17 {(R 0501)%4(Rsind1)>+(h—z1) }% e
(6.11)

where the measurement range y is the distance between centres of P[i] and P[j].

A histogram analysis has been conducted to study the variation of realistic thickness

variation along the x axis. The full dense 2.5D thickness map was sampled for the 10mm



Chapter 6. Reconstruction of Dense Thickness Maps 128

resolution selected above i.e. R = 5mm. Figure 6.6 shows the histogram of the adjacent

axial thickness difference on real GT.
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FIGURE 6.6: Axial thickness difference variation and Gaussian fit

The above histogram shows that, although ideally adjacent thickness values can vary the
full range, which is 0 to 30mm for a 660mm CI pipe, the reality is a narrow range; 0 to
4mm. Therefore AP[i] variation can be narrowed down for all possible depth values from
0 to 4mm. The exhaustive study on Figure 6.7 shows the variation of R][j] ratio against

measurement range y and depth difference AP[i]. R is the radius/width of defects.
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FIGURE 6.7: R[j] ratio variation: (a) R[j] ratio variation with scan range and depth
difference of defects, (b) RJ[j] ratio variation at 2R distance with depth difference of defects.

The influence of the depth change exponentially drops as the measurement range increases
as well as when the depth difference decreases. As illustrated in the above exhaustive

analysis, it is evident that the effect of a given defect is significant only within +R range
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which is only above the current defect. When the measurement point goes to 2R the

influence becomes negligible (Figure 6.7(b)).

Not only a single defect, multiple defect scenarios are also considered to confirm the above
observation. Since there are an infinite number of multi-defect configurations a worst
case analysis has been conducted. Worst signal variations between f(P[i]) and f’(P]i])
compared to an isolated defect were observed in the following scenario shown in Figure
6.8. Qualitatively the variation was 12.13%. Even with rather a high percentage variation,
the optimisation framework could converge on the right defect profile and the results are

demonstrated in Section 6.4.

J 4dmm Tosti

(a) (b)

FIGURE 6.8: Worst case analysis on signal variation: (a) Original isolated defect, (b)
Introduced two deep defects observed to be the worst case.

This observation is further extended to narrow down the region of influence and hence
reduce the dimensionality of the optimisation. Since the range of influence for a given
defect lies only above the defect, for a given iteration, only one defect can be altered to
match the measurement signal on top of the defect. So for a given profile and for a given

iteration, the optimisation can be formulated to be a single dimension optimisation.

COMSOL Multiphysics® [65] FEA based simulation model developed in Section 3.3.2 has
been configured to generate the response signal f[n| = f(P[1],...,[i],..., P[N]) for a given
profile P[n] = P[1],...,[i], ..., P[N].

The experimental tool measurement (g[n] = ¢V, ¢®, ..., g™)) on the pipe surface has a

different sampling rate but corresponds to the same scan length . For example the industry
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tool takes 349 + 5 equally distributed samples per 1m scan. An optimisation problem can

be formulated such that P[n| is altered until f(P[n]) comes to an agreement with g[n].

With the above simplifications, for a given it" location of the ROI only P[i] was altered to
get the best fit between f(P[n]) and g[n]. For the i*" location only the range of influence
derived above was considered for the cost calculation. Iteratively optimising the individual
sample over the whole profile is equivalent to solving the full profile. The algorithm iterates
over the same profile multiple times until the model prediction best fits the given reference,

in this case the measured field from the MFL tool, g[n].

Taking the parameter vector as 7 = P[i] , and the sample range corresponding to the
+2R sensitivity range is +k for f[n] and £m for g[n|, the optimisation is formulated as

an unconstrained least mean square optimisation of the form,

f)=1fl(y)—gli—m,...,i+ m]HQ; Vi=1,..,.N (6.12)

Yopt = argmin, f(v); Vi=1,...,N (6.13)

where f() is the function to be minimised, g[i —m, ...,7+m] represents the measurement
signal over the 3R influence range and f(7) denotes the FEM model prediction of those

measurements.

A similar gradient based non linear optimisation algorithm described in Section 5.2.2 has
been used. Quasi-Newton optimisation methods are a variation of Newton’s methods
that still keep the good convergence properties but do require Hessian computations and
linear solvers. Similar to most of the gradient based algorithms Quasi-newton methods
are iterative, involving a series of line searches and generally involve computations only of

and v/ f at each iteration. For a given k'" iteration
f(v) and 7 f (v g ,

SUD) (k) _ gk (6.14)

where
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8 = 1" (ve) M () = Hy i (6.15)

is the direction which is a vector describing a segment of a path from the starting point to
the solution where the inverse of the Hessian H,, determines the ’angle’ of the direction
and the gradient g,,, determines its magnitude. o is the step length and is determined

by the local optimisation of the function.

Derivation of the gradients 5/ f(y) and Hessian in this framework becomes rarely achiev-
able because the COMSOL based model interface does not provide gradient information.
Therefore in the implementation, the gradients were numerically calculated using the for-
ward model. The calculation of the Hessian is very expensive computationally, but similar
to the Section 5.2.2 the BFGS (for Goldfarb [82], and Shanno [83]) method was used in

the implementation.

Algorithm 2 Quasi-Newton least squares method to generate thickness maps

1: procedure

2 for until all circumferencial locations are solved do

3 for until all axial locations P[i] Vi = 1toN are iteratively solved 3 times do
4 Given prior v € domf, Hy > 0

5: for each location k € N until the termination criterion do

6 compute quasi-Newton direction Ay = —H k__llA f(yE=1)

7 determine step size ¢ (by backtracking line search)

8 compute Hj,

9 compute yF) = k=1 L A~

10: return ’y(k)
11: end for

12: end for

13: end for

14: end procedure

Once all the iterations from ¢ = 1 to N are complete, tool location is set back to the initial
location to run the profile again. This is iteratively done multiple times with a maximum

limit set to three, until a stable solution is found.

The above framework iterates until the model prediction best fits the given reference, in
this case the measured field from the MFL tool. Finding v which minimises the model

mismatch to the reference measurement, is equivalent to solving the inverse problem of
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finding the best remaining wall thickness value that produces the most similar measured

magnetic leakage field.

ROI sweeps over the full cross-sectional profile and over all the cross sections. By arranging
the fulls set of solved cross sections, the dense 2.5D thickness map of the scan area is

generated.

6.3 Prior Generation

The initial guess used in the framework can influence the computation time as well as the
end result. A careful analysis has been conducted to use the best suitable priors for this
framework. The cylindrical approximations generated using the GP model were initially
considered to be used as the prior. The validated simulation model and interpretation
framework developed in Section 4.4 has been used to generate the prior. Since the GP
model approximates the thickness profile as a multiple combination of cylindrical defects

an example of the approximated prior is observed as shown in Figure 6.9.

Laser measured Ground Truth
Interpretations for peak values in MFL signal

Remaining Wall Thickness in mm

0 | | | | | | | | |
0 20 40 60 80 100 120 140 160 180 200

Axial distance

FIGURE 6.9: GP inference based prior

The measle plots are proven to produce close guesses to the deepest point of defects. Gen-
eration of these approximated profiles is computationally very fast too. However, the main
disadvantage of using the approximations as the profile prior is that they lack information

about the non-defect regions of the pipe. This makes the total number of iterations higher



Chapter 6. Reconstruction of Dense Thickness Maps 133

for every cross-section. Given the fact that each iteration is computationally expensive us-
ing GP based measles approximated profiles as prior required an overall higher processing

time.

By analysing the ground truth of a naturally corroded aged gray cast iron pipe, it is noted
that consecutive cross sections do not have abrupt changes, unless there is a sharp pitting

defect. Figure 6.10 shows an example of three adjacent cross sections.

i crogs-section

5 —

i+1 cross-section
i+2 cross-section

Remaining wall thickness {mm)

| | | | | | | | | |
100 200 300 400 500 600 700 800 400 1000

Axial location{mm)

=]
o=

FIGURE 6.10: Adjacent cross sectional difference

Although there is a significant difference after about 500mm where the major defects are,
the rest of the profiles are very similar to each other. This is about 50% of the profile in
this example. This property is further analysed to be used in the prior generation process.
Figure 6.11(a) shows the 2.5D thickness map of Trial 2 pipe section 3 and Figure 6.11(b)

shows the difference between adjacent cross-sections of the entire 360" profile.

By generating the histogram of the difference between adjacent profiles this property is
validated. 81.26% of the points were within +2mm difference of each other. The histogram

for the absolute cross-sectional difference is shown in Figure 6.12.

This analysis shows that to use the full or a proportion of previous profile as the initial
guess for the next profile is a reasonable approach. Since the MFL response has a direct
correlation to the thickness profile, difference in adjacent MFL signals resembles a differ-
ence in the thickness profile. A tolerance level of 5% of the original MFL signal magnitude
was used as the threshold to replace the current thickness with the previous adjacent
thickness. So only the first ever initialisation used the GP based profile and after that the

previous profile was used to initialise the iterative process. As Figure 6.10 shows, this



Chapter 6. Reconstruction of Dense Thickness Maps 134

380

Orientation (degrees)
Orientation (degrees)

o PR PR AP Y ol
L 0 100 20 30 400 50 600 700 800 900 1000
Axial location(mm)

0 - AT
0 100 200 300 400 500 OD 700 8O0 900 1000
Axial location(mm)

(a) (b)

FIGURE 6.11: Difference between adjacent cross-sections of GT: (a) Ground truth for
Trial 2 pipe section 3, (b) Difference of adjacent cross sections.
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FIGURE 6.12: Histogram of adjacent axial cross-sectional difference in GT

approach gives a very close initial guess to start with which saves significant computation

time.

Although the differences between a certain portion of the two signals are within the tol-
erance level, they do not need to be identical profiles. The presence of a gradual change
of large diameter defect also called a lake type defect, can result in a drift which could be

accumulated over iterations.
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In order to address the possible drift error, the optimiser is run on the full profile at least
once. So if there is an accumulated drift, there will be an iteration where the evaluation
function exceeds the tolerance value. Once the cost is above the tolerance level, the region
will be iterated until the cost function diverges. If the cost function returns an acceptable
error value, the current profile thickness is kept the same as the initial value, and is not

iterated further. This approach aids in saving the unnecessary computation time.

6.4 Results

One of the main objectives of this chapter was to enhance the MFL based defect inter-
pretation using an iterative coarse to fine approach for cast iron water pipes. Aged water

pipes were exhumed and used for forensic evaluation of the proposed method.

In Section 6.2.2 the dimensionality of the optimisation was simplified to a single variable
optimisation. An analytical solution was derived for a two defect scenario and a worst case
analysis was conducted for a multiple defect scenario. The multi-defect scenario was used
in the optimisation framework for initial evaluation. The defect configuration is shown
in Figure 6.8(b). After 2 iterations through the profile, the proposed framework could
converge on the groundtruth profile with promising agreement (£0.4mm). The resulting

profile is illustrated in Figure 6.13.
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FIGURE 6.13: Worst case analysis: optimisation result

With the above validation, the framework was intended to be applied on real experimental
data from the industry partner. When the industrial data was analysed by the proposed

framework, some major issues appeared.
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1. MFL sensor lift-off was unknown due to the uneven surface where the tool rests. Due
to the adjustment of the tool for individual scans, this error was further increased

and was unpredictable.

2. Although the scanning and ground truthing was done with respect to a carefully
selected reference frame, due to the industrial MFL scanning procedure, some of the
axial and radial localisations were erroneous and did not correlate with the ground

truth.

To overcome these experiment related issues, the 3D groundtruth was used in the validated
Comsol simulations to generate the MFL response. All the localisation issues as well as

all tool specific error sources were avoided with this approach.

Initially the GP model was used to interpret the simulated MFL response signal and was
used as the ’coarse’ initial solution of the profile. This initial ’coarse’ solution compared

against the cross section of the ground truth is shown in Figure 6.9.

It is to be noted that these GP based solutions are only available at signal peaks. Starting
from this seed, the iterative optimiser alters the profile to minimise the error between the
measurement and the model response. The numerical solver is set to terminate once the
error margin drops below a termination tolerance. Figure 6.14 shows the ’fine’ result

generated for the above example.
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FIGURE 6.14: Iterative ’fine’ solution

It is important to analyse the RMS error of the resulting cross section compared to ground

truth and how it behaves with the number of iterations. Figure 6.15 shows the RMS error



Chapter 6. Reconstruction of Dense Thickness Maps 137

vs number of iterations. It is clear that with the number of iterations, the RMS error

decreases, but eventually converges to a close to optimal solution.

RMS errar for the cross section
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FIGURE 6.15: RMS error variation with number of iterations

Given the raster scan nature of MFL measurements, each cross-sectional profile was esti-
mated individually. These profiles are later arranged in the original order to reconstruct
the dense 2.5D thickness map of the full scan area. As an example, the reconstructed

2.5D thickness map is compared to the ground truth in Figure 6.16.

It is observed that the reconstruction is generally better at predicting the valleys than
the hills. Generally the deepest valleys represent the major constrictions for the flux
and therefore have the highest influence on the leakage which is resembled in the end

reconstruction result too.

6.5 Discussions and Chapter Conclusions

The MFL signal was further processed to generate dense 2.5D thickness maps. Previously
generated GP interpretations were initially used as a prior and the framework was derived

to be a coarse to fine approach.

The underlying Comsol model used a simplified 2D simulation model due to limited compu-
tational power. Although the strong excitation field is axially oriented, this approximation

could result in minor errors due to the absence of spacial profiles changes. Using a full
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FIGURE 6.16: Comparison of ground truth and optimised 2.5D thickness map for Trial
2 pipe section 3: (a) 2.5D Ground truth plot, (b) Optimised 2.5D thickness map.

3D FEA model would be the best solution but it includes an exponential increase of the

computation time.

Also the U-shaped magnetising unit was replaced with an imaginary constant excitation
field. This approximation also could slightly distort the signals compared to those obtained
with the moving magnetisation unit. In addition, there are other unwanted influences as
well as noise sources with unknown characteristics being present on MFL signals which all
suggests that the real profile reconstructions using industrial data will have a higher error

than those presented.



Chapter 7

Conclusions

This thesis focused on the task of modelling and interpreting techniques for MFL tech-
nology. It introduced the dipole based analytical solution as an initial MFL model and
identified its limitations. To overcome those limitations a FEA based simulation model
was developed. Simulated MFL data as well as experimental data was used for validations

and evaluations of different interpretation frameworks.

Three different interpretation frameworks were presented in this thesis. Those methods
were validated using simulated data and were then evaluated using experimental data.
These designed interpretation techniques were benchmarked by comparing their perfor-
mance to the results presented in industrial reports using the same data. Extensive simu-

lation as well as real world experimental results were employed in this process.

7.1 Summary of Contributions

7.1.1 A comprehensive design of a semi-automated MFL lab set-up

This thesis presented a comprehensive methodology to develop a realistic MFL model
followed by a prototyped lab set-up. A dipole based parametric analytical model captures
the underlying MFL phenomenon. This model also validated the MFL FEA model. In

the proposed framework the simulation model was prototyped as an improved MFL lab

139
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set-up that employs a semi-automated scanning procedure. The developed realistic model

was used to generate extensive data required for the data analytic methods.

7.1.2 Data driven machine learning framework for MFL interpretations

which includes uncertainty of predictions

The advent of kernel machines, such as Gaussian Processes (GP) can be formulated as
a non-linear regression. This thesis presented a Gaussian processes based data driven
inverse modelling framework to characterise the geometry of multiple defects, 7.e. depth
and width of defects and their associated uncertainties. The GP models trained with the
validated simulation models generate accurate predictions and the associated uncertainties
which can be used in the decision making process of asset maintenance. The results are

superior to the state of the art industry interpretations.

7.1.3 A novel analytical model-aided ellipsoidal defect estimation frame-

work

Latest stress and failure analysis shows that ellipsoidal defects are the most vulnerable
stress failure source on gray cast iron pipes. A novel analytical model-aided ellipsoidal de-
fect estimation framework was introduced to aid these stress concentration factor (SCF)
calculations. This framework utilises a non linear optimisation algorithm using a MFL
analytical model. The ellipsoidal parameters are estimated based on raw MFL signals
compared to model generated signals and it was verified through simulations and experi-

ments..

7.1.4 Reconstruction of dense 2.5D thickness maps using MFL measure-

ments

This thesis presented a global optimiser based framework to reconstruct a dense 2.5D high
resolution thickness map of the entire scan area using MFL signals generated on ground

truth. Non linear optimisation framework minimises the mismatch between the MFL
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measurement signal and the FEA simulated signal. Reconstruction results are compared

with ground truth to validate the algorithm.

7.2 Discussion of Limitations

A few limitations of the three interpretation frameworks presented in this thesis have been
identified. First, all methodologies either use a simulation model or an analytical model.
These models are designed to match a certain design of the MFL tool. Tool specific
parameters needs to be known to develop the models. When such parameters are not
available, it may be possible to employ a calibration process using known sets of defects
for the same purpose. However resulting models and interpretation results would be less

accurate than those obtained using known tool parameters.

Due to the limitations of the industry tool, this thesis focused only on the axial (X)
component of the MFL signal (Section 3.1 ). The other two components, most importantly
the radial (Y') component contain defect information[26, 27]. Although these could contain
complementary information, considering all the signal components could result in more

accurate and robust results.

MFL signals can be contaminated from a number of noise sources, affecting the end accu-
racy of the results. In-homogeneity of the material, residual magnetisation, tool lift off and
operation related errors, vibration artefacts are some major noise sources found in MFL
phenomenon. Some of these error sources could be minimised by improved engineering de-
signs of the tool as described in Section 3.3.3 . Remaining noise levels should be identified
and quantified to be used in the machine learning process to gain better interpretations

as presented in Section 3.3.5 .

The GP based interpretation framework highly depends on the thickness of the material.
Although most of the 660mm diameter CI pipes are 30mm in thickness, other large di-
ameter pipes can have varying wall thicknesses. The GP models highly depend on the
dataset used for training, and the nominal thickness used for generating the data. When
delivering the software package to the industry partners, different models were trained for

different possible thickness values as a solution for this limitation.
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All frameworks required high processing power at some stage during the process either
on-line or off-line. Mainly the reconstruction of dense 2.5D thickness maps needed high
computation power since the framework required exhaustive forward model evaluations.
Section 6.2.2 discussed the simplifications used to save the computation time which re-
sulted in a significant improvement. Moreover, the computation time can be reduced by
changing the required level of details. For some analysis, a very high resolution is not
required. In some cases it might only require defects higher or lower than a certain thresh-
old. These scenarios need to be addressed case by case basis, but the core framework

remains unchanged.

Although the main focus of this work was Cast Iron pipes, proposed frameworks can
be used for other materials as well. However, this requires the knowledge of magnetic
properties of the material and re-generation of the models. It is a challenging task to

generalise the models for any material of any thickness.

One of the other major limitation to MFL in general is that the technique is only applicable
to ferromagnetic material. Water industry nowadays use PVC and other polymers as
pipe material mainly due to economical reasons. Most electromagnetic NDE techniques

including MFL cannot be used for condition assessment of these material.

7.3 Future Work

This thesis demonstrated a few techniques to interpret MFL signals in an accurate and a
robust way. However, there are a number of additional improvements that can be incorpo-
rated into those frameworks to further increase their utility. Although these improvements
are beyond the scope of this thesis, they are presented here with the hope that they may

inspire future work on MFL signal interpretation.

The usage of an FEM model, without the need for supportive but inflexible secondary
models, also allows further improvements in MFL modelling accuracy using the same
concept by simply adding more detail to the FEA model presented in Chapter 6. For
example this could incorporate eddy current effects due to motion of the magnetising unit.

However, this requires implementing the full FEA solution in Matlab rather than using
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software packages like Comsol. This approach would not only give more flexibility to the
model but also would be computationally fast. Moreover similar to the method presented
by Priewald et al. [39] the Jacobian information for the optimisations can be extracted

directly from the FEA implementation.

The machine learning approach generates a quantitative indication of the uncertainty for
each prediction, whereas the iterative optimisation frameworks are not generating the
uncertainty. A fully implemented FEA solution could also provide Jacobian information
to calculate uncertainty values in the iterative process. These values can be successfully

utilised in the asset management process.

Future work should also look into the possibility of extending the frameworks to be martial
and thickness invariant. In real world scenarios large diameter pipes are found in a variety
of materials and thicknesses. Generalising the frameworks for all these practical scenarios
is foreseen to be very productive. However the approach to generalise the modes remains

to be investigated.
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