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Abstract

Cloud Computing is a recent arrival to the world of IT infrastructure. The concept 

allows companies to maximise utilisation of their potentials and consequently boost 

their performance. One of the main benefits of Cloud Computing is the significant

increase in efficiency of executing business plans. Additionally, Cloud Computing 

provides large-scale applications with powerful computing power across global 

locations. Yet Cloud users are able to share their data easily by using replication 

methodologies.

Cloud Computing structure has been developed based on a multi-tenancy concept. 

Therefore, availability and efficiency of the resources are important factors in the 

Cloud architecture. However, as the numbers of users are increasing rapidly, the load 

will have a significant impact on performance and operation of the Cloud systems. 

Accordingly, optimised load balancing algorithms that can manage the Cloud load in a 

time- and cost-efficient manner are required.

Much research in recent years has been dedicated to optimising load balancing in Cloud 

Computing. This optimisation is demonstrated through a balanced network of 

interacting resources. The goal of this network is to minimise the wait time and 

maximise utilisation of the throughput.

This thesis provides a set of solutions which mitigate the problem of load balancing in 

the Cloud. The dissertation investigates a novel class of heuristic scheduling algorithms 

that improves load balancing in workflow scheduling applications.

Furthermore, it proposes a new anticipatory replication methodology with the objective 

of improving data availability to enhance the load balancing between the Cloud sites.

In summary, this research innovation implicates the design of optimised load balancing 

algorithms that consider the magnitude and direction of the load in workflow 

applications. Furthermore, by architecting the anticipatory replication algorithm, it 

minimises the numbers of the replicas and enhances the effective network usage in 

Cloud-based systems. 
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Chapter 1

Background
“Everything is going to be connected to Cloud and data. All of this will be mediated by 

software”- Satya Nadella-1967

Chapter 1 illustrates the high-level overview of the thesis framework. It explains the 

concepts and rationale of the dissertation followed by research contributions and 

research questions. The chapter also formulates the hypothesis of the experimental 

work. Finally, it concludes by providing an outline overview of the existing chapters. 

1.1 Introduction
Over the past decade, industries and academia have increased their expectations for 

more robust computing techniques. In the field of IT, improvements in the Internet and 

also developments in economical IT infrastructure have been the main key in reshaping 

the users’ requirements (Metcalfe 2000). Thus, creating more-powerful computational 

models has become a necessity. Cloud Computing is an example of newly created 

structures for improving Internet services such as hosting and delivering (Zhang, Cheng 

& Boutaba 2010).

Cloud Computing is generally based on virtualisation techniques with the capability of 

providing automated services (Ramezani et al. 2013). These include resource 

management and load balancing, which are developed and/or executed according to the 

user’s requirements, regardless of location and time zone (Grant et al. 2013).

Cloud Computing can address the business infrastructure requirements, such as 

scalability and elasticity, when future changes occur (Armbrust et al. 2009). Cloud 
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Computing provides a valuable tool for businesses, as with its use, organisations do not 

need to be concerned about wasting their resources by under- or over-estimating the 

future needs. In other words, the required resources can be allocated or released as 

future demand unfolds. Businesses can reduce the costs associated with their 

infrastructure by employing the pay-as-you-go model, which is utilised for charging the 

Cloud users (Gupta et al. 2013),(Rimal et al. 2009) ,(Yike, Ghanem & Rui 2012).

In recent years, the number of Cloud users has risen sharply and as such, technical 

aspects of Cloud Computing have received increased attention. Cloud load measuring 

methods are the primary examples of such technical issues, which pose new challenges 

for Cloud service providers (Rahman et al. 2014). 

In order to overcome some of the difficulties associated with load analysis, researchers 

and development agencies have proposed a variety of techniques, algorithms, and 

architectures (Wang et al. 2013). Each Cloud-based system, however, includes a 

complex architecture and requires customised specifications. This fact, in turn, creates 

complications in developing a standard design for load balancing management. 

Therefore, load balancing optimisation approaches play a crucial role in the world of 

Cloud infrastructures. Such load balancing techniques would be capable of distributing 

the load evenly among all available resources (Sahu et al. 2013). 

1.2 Rational 
Business enterprises and academia have proposed various load balancing algorithms as 

evidence in the scientific literature. Such computational solutions are valuable tools in 

dealing with load management (Ardanga et al. 2011).  However, they do not address 

how application structures and associated interrelationship can be modelled when 

dealing with the behaviour of the load balancing design.

In recent years, many research studies have been focused on the load balancing 

algorithms in Cloud Computing. Prime examples include static scheduling, dynamic 

and hybrid algorithms (Ghutke & Shrawankar 2014).
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There have been, however, few studies on load balancing algorithms that focus on their 

dependent patterns, only. The reason behind the lack of studies in this area could be 

associated with complex nature of the workflow architecture; as well as, their relatively 

unpredictable behaviour when it comes to the resource management (Barrett, Howley 

& Duggan 2011).

Workflow scheduling is a valuable tool for applications used in e-business and e-

science  (Yilin et al. 2012). Processing of data in such applications requires a complex 

procedure, thus emphasising the importance of workflow scheduling algorithms.

Cloud Computing platforms can facilitate utilisation of e-science and e-business 

applications. Considering the data intensive nature of these applications, such as

weather forecasting and online booking, complex data processing is required. 

Additionally, to improve reliability and performance of the e-science applications and 

in line with the Cloud system architecture designs, Li & Mascagni (2013) underlined 

development of an effective workflow scheduling algorithm.

Considering workflow applications, completion of one task is required for execution of 

interconnected tasks and subsequently for the execution of interconnected jobs (Singh

& Singh 2013). Therefore, developing smart algorithms which are capable of 

recognising the behaviour of the interconnected tasks and jobs is vital. Such smart 

computational models can then address the system constraints and user requirements, 

enabling better performance (Chun-Chen et al. 2008). 

Many recent research studies have been focused on load balancing techniques and their 

application to Cloud Computing. One of these techniques is optimising data retrieval,

which has a major impact on load balancing (Shaw et al. 2014). The data replication 

technique, however, as an important data retrieval method, has not been studied deeply 

in the field of Cloud Computing. Complexity in embedding replication methodology in 

Cloud-based systems may be the reason for the lack of attention to this subject 

(Anikode & Bin 2011). Such a lack of attention emphasises the need for developing a 

smart dynamic replication approach, capable of optimising load balancing through 

replication. 
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This research sheds light on workflow scheduling and the data replication mechanisms

in Cloud Computing.

1.3 Research Contribution
The value of this research should be perceived as:

Architecting a robust load balancing algorithm with anticipatory behaviour 

which is platform independent and is designed for Cloud Computing

infrastructure. 

Investigating the research action studies that focus on load balancing in Cloud 

Computing.

Understanding the behaviour of the data intensive applications by analysing and 

modelling the inter-connectivity of their tasks.

Identifying the impact of anticipatory replication on load balancing by analysing 

the replication strategies in Cloud-based systems.

1.4 Research Questions 
The overall aim of this research is to evaluate the following concepts: 

Apply the magnitude and direction of the load between interconnected tasks for 

optimising the load balancing behaviour in Cloud Computing.

Pre-replicate the files with high access probability in local servers before 

provisioning requests have been submitted.

Identifying the loads’ fluctuations will lead to forecasting the future load behaviour

between interconnected tasks. Moreover, analysing load variations will be useful in 

terms of identifying the anomalies and threats in workflow applications that could lead 

to effective decision making. 

To satisfy the workflow load balancing behaviour, a heuristic workflow scheduling 

algorithm will be investigated to identify the load fluctuations among Cloud networks.
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A review of the literature, documented in chapter 2 of this thesis, illustrates the 

heuristic computational models that have been proposed to improve the load balancing 

approaches in Cloud Computing by analysing the static and dynamic movement of the 

tasks (Madivi & Kamath 2014). Yet a shortage remains of effective tools to capture the 

load fluctuations of the workflow tasks that can project the interactions and 

dependencies between interconnected tasks. 

Anticipatory replication will optimise the load balancing by pre-replicating the files 

that have high access probability in the future. The pre-replication will be useful in 

terms of minimising the total job execution time and effective network usage rate. In 

this method, the anticipatory function of the replication method can provide the analytical 

base for load balancing optimisation.

Specific research questions addressed in this investigation are:

1. Given the importance of the scientific applications, what makes the Cloud

system adaptive to dynamic conditions related to workflow scheduling?

2. Given the importance of data retrieval, how does the anticipatory data 

replication model impact load balancing in Cloud Computing?

3. Given the need for workflow scheduling and data replication, how can these 

methods impact the anticipatory behaviour of the Cloud-based systems?

4. Given that some of the important load balancing algorithms have been derived 

from mathematics, are limitations from theory consistent with simulation 

results?

The expected benefits of this research are credited on the fact that the behaviour of the 

workflow load balancing approaches can be regulated based on the interactions 

between tasks and jobs within their local neighbourhood and non-neighbourhood 

situations. Moreover, it is anticipated that the proposed anticipatory replication design

will make a contribution to situate the research theme in the design of an effective load 
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balancing algorithm. The results provide more enhanced resource usage and data 

processing technologies suitable for computing complex applications.

1.5 Formulation of the Hypothesis

Hypothesis: How can a heuristic anticipatory approach combined with data 

replication strategies improve the load balancing in Cloud to ensure its 

availability?

According to the hypothesis, two main essential points will be considered in details 

within this doctoral dissertation:

1. Heuristic methodology:

The solution to the load balancing issue within workflow scheduling can be 

found in biological systems coordinating the dependencies of the interconnected 

tasks. By applying the meta-heuristic methods, it is possible to calculate the 

magnitude and direction of the load between interconnected tasks and integrate 

that in load balancing optimisation methodology.

To achieve a global perspective of load balancing in Cloud-based systems, the 

anticipatory behaviour of interconnected tasks will be investigated. The matter 

shall be examined as a gray-box model to determine the impact of the load 

changes throughout the workflow application network.

2. Replication strategy:

The aim of this approach is to anticipate replicating the high probable files that 

may be accessed later. The provisioning of the pre-replications provides end-

users with a minimum access time that ultimately minimises the total task 

execution time.

In the same fashion, for effective network usage, the anticipatory-replication 

strategy will minimise the number of the replicated files, and as a result the 

number of files to be transferred to the targeted servers will be reduced. The 

anticipatory behaviour of pre-replication techniques is achievable through gray-
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box modelling by applying the mathematical threshold embedded within the 

replication design.

1.5.1 Approach and Hypothesis Validation

1.5.1.1 Research Action Study
The action study investigates the performance of the hospital data management (HDM) 

Cloud-based system by identifying the existing load balancing challenges within its 

framework.

Online load balancing tools have been incorporated to assess the current HDM load 

balancing functionality. The results then have been used for development of novel load 

monitoring services. 

The developed tool reflects the results of applying load balancing techniques using 

presence protocols to indicate the health status of the systems’ elements in terms of 

load changes.

 

1.5.1.2 Experiments
The aim of the experimental work is to design and implement a series of practical 

solutions to find an optimised load balancing method suitable for Cloud-based systems.

We have emulated the Cloud system with a Cloud simulation tool and Java 

programming which is built upon the heuristic and replication functions, necessary to 

implement the experiments. 

As the heuristic functions are executed, the real-time load optimisation is pictured in a 

real simulation environment.  

The designed work is suitable for predictive analytics. Users are able to adjust the 

parameters based on the experimental environment. The front-end shows how the 

results may be affected by occurring changes in heuristic parameters. The experimental

outcome validates the anticipatory behaviour of the system, which measures the impact 

of changes on magnitude and direction of the load.
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Applying the mathematical apparatus of the replication strategy, the load balancer will 

anticipate the files that will be needed by users in future. The outcome of the 

experiment will validate the anticipatory behaviour of the system by pre-replicating the 

data with high access probability.

In summary, to find the answers for designated research questions, experiments are 

completed through gray-box design to present the optimised solution for load balancing 

in Cloud Computing. The details of the algorithms applied in the experiments are

depicted in the research methodology chapter.

1.5.2 Expected Outcomes
The results confirm that the heuristic approaches in both experiments represent an 

improved method of load balancing in Cloud-based systems. In particular,

encapsulating the heuristic designs in a workflow scheduling model in Cloud 

Computing provides an optimised load balancing method that results in minimised

makespan along with optimised memory and CPU rates. Additionally, the heuristic 

anticipatory-replication methodology completes the submitted jobs with minimum 

completion time while it minimises the replication numbers and improves the effective 

network usage.

In summary, the expected outcomes validate the anticipatory function embedded in 

both methodologies. The results anticipate the load fluctuations in workflow structures

and forecast the potential high accessible files needed for replications.
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1.6 Outline of the Thesis
As table 1.1 on page 12 shows, the thesis is divided into two main parts;

Inaugurate the aims and goals, and formulate the hypothesis.

This section is subdivided into three chapters and explains the related theory of the load 

balancing concept in Cloud-based systems. The discussion of load balancing problems 

with the proposed heuristic and mathematical approaches for addressing the Cloud load 

issues are examined in this section.

Regulating the strategies and techniques to validate the hypothesis.

The second part covers four chapters and focuses on the research contribution which 

includes methodologies that explain the experimental process needed to validate the 

thesis aims and a research action study.

The final discussion and future work of the thesis are explained in the last chapter along 

with bibliography and appendices.
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Table 1.1- Thesis part I and part II structure
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c

Figure 1.1- Thesis outline 

Figure 1.1 presents the outline of the thesis. The details of this outline are illustrated 
below:

Part I: Principal Theory & Concept

Chapter 1:  Introduction

Pages: 3-18
Chapter 1 aims to discuss the research topic along with the research theme. The chapter 

explains the research questions and analyses the hypothesis. Moreover, it elaborates on

the expected outcome which reflects the thesis aim to answer the research questions 

and validate the hypothesis.

Chapter 2: Literature Review

Pages: 19-58

The literature review provides a comprehensive review of load balancing concepts. It 

discusses the issues in Cloud computing along with describing the needs for designing 
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an optimised load balancing system that is practically important for IOT system designs 

and strategies.

Chapter 3: Research Methodology

Pages: 59-70

Chapter 3 depicts the details of the methodologies and approaches needed to implement 

the observations of the experimental work. The mathematical apparatus of the heuristic 

approach along with the replication strategy have been examined in this chapter.

Part II: Contribution to Research

Chapter 4: Research Action Studies

Pages: 71-99

Based on the literature review, explained in chapter 2, the research action study 

establishes the strategies and technologies that could be applied in designing more 

optimised load balancing capability in Cloud computing. The context aims to describe 

the need for optimising load balancing tactics in Cloud-based systems.

Chapter 5: STEM-PSO Based Task Scheduling Algorithm

Pages: 100-119

Chapter 5 is built upon the heuristic algorithm discussed in chapter 3 of this thesis. It 

depicts the gray-box modelling approaches with the application of Hessian matrices in 

the Spring Tensor Model. The chapter concludes with analytical results of the 

experiment. 

Chapter 6: Replication and Load Balancing in Computing

Pages: 120-139

The chapter describes the gray-box modelling of the replication strategy which is 

elaborated in chapter 3 of this thesis. The chapter concludes with the experimental 

results of applying the anticipatory-replication strategy in Cloud-based systems.
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Chapter 7: Conclusion

Pages: 140-146

The chapter concludes the major findings resulting from the experimental analysis. 

Moreover, it depicts the future work that could be performed based on the conducted 

research.

Part III: Bibliography and appendices:

Chapter 8: Bibliography

Pages: 148-174

Chapter 8 reports all bibliographies that have been referenced in this research.

Chapter 9: Appendix

Pages: 175-189

Appendix includes the details of the experiments where could not fit within the main 

chapters of the dissertation.
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Chapter 2 

Literature Review
“Successful engineering is all about understanding how things break or fail.”- Robert A. 

Heinlein-(1907-1988)

The chapter reviews the past works that have been done in the field of load balancing in 

Cloud Computing. Figure 2.1 presents the high-level mapping of the literature review’s 

contents. The literature review reveals the benefits and challenges of the existing 

methods and reflects the possible solutions for applying more optimised load balancing 

techniques in Cloud-based systems. As observed in Table 1.1 section 1.6, the chapter 

provides the fundamental information needed for elaborating the research methodology 

design of the thesis.

2.1 Cloud Computing
It was in 1961 that McCarthy introduced a new timesharing computer technology. As 

an expert computer scientist, he was the first one who predicted that time sharing would 

lead to a more powerful computing model. He stated that in future computing power 

will be consumed as a public utility just like water and electricity (McCarthy 1970). His 

idea became popular in that time but gradually faded away in 1990. It was again at the 

beginning of 20th century that McCarthy’s idea resurfaced in the new form that is 

called Cloud Computing today (Georgi & Dalakov 2015).Since 1970, when 

mainframes were introduced to IT industry, computing generations have gone through 

dramatic changes (Lamb, J. & Cusato 1994). In early 1980, which is also known as 

“recessionary phase” in IT industry, personal computers appeared to increase the 

efficiency levels of the businesses and individual users by increasing their profitability 

in that period (Lazri et al. 2014). In 1990, client-server architecture offered new 

capabilities such as LANs to enhance the users' productivity, using the shared networks 

model.
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Later, after the birth of the Internet, as a major innovation in IT industry, Internet Of 

Things (IOT) was emerged to connect users with the virtual world (Lai Gong et al. 

2011). It was in 1990 that John Romkey invented a toaster that could be turned on and 

turned off over the Internet. It was the first device that could work over the Internet. 

IOT explains the structure of a virtual network which contains physical objects, 

controlled via the Internet. IOT saturated the users' lives by providing them with 

powerful devices which could sense, communicate and compute the users' need 

accurately and quickly (Guicheng & Bingwu 2010). Connecting a variety of things 

together, IOT opens a huge source of information for users and helps them with 

enhanced data management.

Further, IOT provides scientists with more powerful computing devices along with

real-time data processing and decision making (Suresh et al. 2014). 

Inspiring from IOT model, recently fifth novelty in IT industry, named as Cloud 

Computing, created a dramatic IT transformation by offering dynamic resource 

provisioning to the users. Armbust (2009) in his paper described that “Cloud 

Computing refers to both the applications delivered as services over the Internet and 

the hardware and systems software in the datacenters that provide those services.”

Figure 2.2 is referenced by KPMG business department, depicting the IT evolution 

from main frames to Cloud Computing (KPMG 2011).

 

Figure 2.2- IT evolution (KPMG 2011)
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Structured based on “as-a-service” paradigm, Cloud Computing promises the 

flexibility, scalability and cost benefits (Patel 2012).

According to Google trends, shown in Figure 2.3, Cloud Computing is a popular 

searching item among users. Results illustrate that since 2008, Cloud Computing

became a favourite topic in comparison with Grid computing and Cluster computing.

 

Figure 2.3- Comparing Cloud Computing, Cluster Computing and Grid Computing
(Modified from Google trend) 

Cloud Computing evolved from generations of grid and middleware computing 

Technologies. It refers to clusters of computers with the ability of dynamic 

provisioning in geographically distributed networks which is customizable on user’s 

requirements (Wilken & Colombo 2012).

Cloud Computing is one of the newly emerged innovations in IT which attracted lots 

of companies to replace their legacy infrastructure with newly offered technologies of 

Cloud (Masiyev et al. 2012).  The word “Cloud Computing” is composed of two 

different words. “Cloud” is referring to the mesh of infrastructures, the combination of 

software and hardware, which provides services for end users.  Efficient use of these 

infrastructures is ensured by managing the resources in an effective manner (Junjie, 

Renjie & Ke 2011).
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In spite of the common characteristics, Cloud Computing has more significant 

advantages over grid computing. The ability of virtualisation in Cloud Computing can 

be considered as a prominence of that over Grid computing (Lee & Bingchiang 2011).

Therefore, according to the virtualisation concept, Cloud Computing is often

understood as the collaboration of scalable and elastic virtualized resources that can be 

provisioned dynamically over the Internet (Suciu et al. 2013).

According to Buyya (2009), Cloud Computing can be seen as “utility computing”. He 

noted that Cloud Computing can offer a variety of services on infrastructure, platform 

and software. It allows users to use its services according to their demands without any 

constraints. Additionally, the Cloud technology can bring profits for businesses by 

saving more money on their IT infrastructures. 

The National Institute of Standards and Technology (NIST) defines Cloud Computing

as pool of shared resources that can be configured, provisioned and released easily with 

minimum effort from clients and service providers (Mell & Grance 2011). The above 

definition highlights the pay-as-you-go model which has a key role in resource 

utilisation. The NIST model describes the main characteristics of the Cloud as follow

(Lee, Halunga & Vulpe 2013):

Availability: Users can assign and release the resources easily without long 

delays.

Accessibility: Users can access the Cloud services by using devices such as 

laptop, mobile and desktops

Resource sharing: Cloud is a pool of shared resources that is shared among 

variety of users

Elasticity:  Users can scale up/down their networks based on their requirements.

Pay-As-You-Go: Users are charged according to their resource usage.
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2.1.1 Cloud Characteristics
In Cloud Computing architecture qualities such as “virtualization”, “availability” and 

“scalability” are the main factors that make Cloud Computing distinctive from Cluster 

and Grid Computing.  The details of these specifications are highlighted below:

Virtualization

Virtualisation is one of the main characteristics of the Cloud Computing which enables 

multiple servers to run on a single device.  In other words, this specification allows 

virtual servers to run on a hardware that brings flexibility and resource utilisation

(Qingling & Varela 2011). Moreover, virtualisation reduces the power consumptions, 

as the number of the physical servers will be cut down. Studies show that virtualized 

servers consume 90% less energy than normal physical servers (Salapura 2012).

Availability

Availability highlights the smart way of resource provisioning that attracts most of the 

businesses to change their legacy infrastructure with Cloud Computing.

Cloud Computing enables the newly built entrepreneurs to grow faster by saving costs 

on available IT infrastructures and focusing on their core business elements (Gonzalez 

& Helvik 2012). Considering all these benefits, it is almost effortless for organisations 

to start their businesses without using the Cloud Computing facilities.

Scalability

Scalability provides the organisations with the required services within the enterprises. 

Depending on the workload of the organisations, the resources can be under-

provisioned or over-provisioned (Yoo & Dong 2010). Cloud Computing can control the 

resource requirements by scalability specifications which help organisations to save a 

huge percentage of their budget on IT infrastructure.
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2.1.2 Cloud Taxonomy
Armbrust (2009) suggests that Cloud Computing can be categorised based on its 

capability and accessibility. Considering the accessibility concept, four types of Cloud 

Computing have been offered to Cloud users, Figure 2.4 summarises these categories 

(Conres 2014).

 
Public Cloud: Public Cloud enables end-users to benefit from a variety of

services and resources over the Internet. Most of the services in public Cloud

are free, but in some cases, users may be charged according to the “pay-as-you-

go” model (Wang & Xu 2008).

Employing public Cloud, organisations can adapt to unlimited scalability 

opportunity which allows scaling their shared resources according to the 

requirements (Xu et al. 2013).

Private Cloud: Private Cloud provides an infrastructure which is solely 

designed for specific organisations. In this type of Cloud, all the resources and 

services are private for that management system. Accordingly, organisations 

may use the dedicated hardware which cannot be shared with other parties 

(Hongli et al. 2013).  

It has been argued that private Cloud is demolishing the real meaning of the 

Cloud Computing as sharing; multi-tenancy and scalability are missing in this 

type of Cloud (Prabavathy et al. 2013).

Hybrid Cloud: Hybrid Cloud is described as combination of the infrastructures 

that organisations own, along with the opportunity of using the public Cloud

benefits when needed (Breiter & Naik 2013). For example, an organisation can 

store its critical and secure data on private Cloud that costs more but, on the 

other hand, employs public Cloud to benefit from its free services (Naik et al.

2014).  

Community Cloud: Community Cloud infrastructure will be shared among

organisations from the same community where the users are less than the 
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number of the public Cloud end-users but more than the number of the private 

Cloud clients (Selimi et al. 2014).

Figure 2.4 -Cloud taxonomy 

2.1.3 Cloud Architecture
According to the reference architecture of Cloud Computing, Figure 2.5, Cloud 

Computing is composed of 5 main components (Buya et al. 2008), (Bojanova et al.

2011), (Chandrane et al. 2010).

Cloud consumer: are the main stakeholders of the Cloud Computing services 

who may be billed according to their resource usage.

Cloud auditor: is mainly focusing on validating the security, privacy and 

performance specifications of the Cloud systems. 

Cloud provider: makes the services available to consumers. Cloud provider has 

the responsibility of managing the technical infrastructure, provisioning the 

resources and ensuring the privacy and security of the Cloud.

• Internally hosted by one 
organisation

• Shared between multiple 
external organisations

• Combination of public and 
private Cloud

• Use privatly by one 
organisation

• Highly virtualizaed using 
firewalls

• Open access for public use
• The storage, memeory and  

the other resources could 
be acceassble via Internet

Public 
Cloud

Private 
Cloud

Community 
Cloud

Hybrid 
Cloud
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Cloud broker: is the intermediate connection between Cloud consumer and 

Cloud providers.

Cloud carrier provides the Cloud consumers with the proper access to Cloud

services using the network and telecommunication facilities.

 

Figure 2.5 -Reference model of Cloud architecture, adopted from, (Buya et al. 2008) 

From the above-mentioned components, it can be seen that Cloud provider component

plays a critical role as it is providing users with management services (Yanmei et al.

2011). Resource provisioning and task scheduling can be managed with Cloud provider 

components. In Cloud Computing, a task is defined as a minimum unit that should be 

allocated on available resources. A job or meta-task also is referred to the sets of tasks 

that could be considered for scheduling purposes (Annette et al. 2013). As it is shown 

in Figure 2.5, Cloud provider and Cloud broker are working together to schedule the 

tasks on proper resources.

The broker then is responsible for scheduling the jobs on recognised and available 

resources. Also broker should always be aware of the status and availability of the 

resources. Within the Cloud provider component, there is a segment named as “Cloud

stack” which is described in more details in the next section.
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2.1.4 Cloud Stack
Cloud Computing is composed of a different range of services, Figure 2.6, that are built 
on top of another. These services include: 

Software as a Service (SaaS)
Platform as a Service (PaaS)
Infrastructure as a Service (IaaS)

 

Figure 2.6- Cloud stack categorisation, adopted from (Barkat et al. 2014) 

 

2.1.4.1 Infrastructure as a Service (IaaS)
IaaS provides users with the pool of physical and virtual resources such as servers, 

computers, hypervisors and VMwares (Annette et al. 2013). Applying the virtualisation 

technique, IaaS offers scalability along with strong computation power and more 

storage capacity (Wei-Tek, Xin & Balasooriya 2010).

IaaS offers different resources such as storage, network and operating systems on 

demand. This helps clients save their budget on buying the infrastructure that may/may 

not be used in future within their networks (Metwally, Jarray & Karmouch 2015).

It should be mentioned that IaaS can be accessed via public or private Cloud. Public 

Cloud allows users to assign/ release resources on a self-service manner. However, in 

private Cloud only users who access the private network are allowed to use the offered 

services (Kozlovszkyet al. 2013). Hybrid IaaS also refers to the combination of the 
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private and public Cloud. Hybrid IaaS, in this case, could be more beneficial as it helps 

users to save more by benefiting from public shared resources (Tang & Chen 2014).

2.1.4.1.1 Characteristics of IaaS
NIST highlights the main characteristic of IaaS as follow (Mell & Grance 2011):

Different resources such as network and storage are shared as a service.

With virtualisation techniques, multiple users can use a single physical 

hardware.

Resources can scale up/down dynamically.

Applying IaaS will be useful if (Kozlovszky et al. 2013):

Scalability is essential for organisation’s networks. 

The organisation is newly built and is growing rapidly, so investing on physical

hardware will be costly.

Companies want to minimise their administrative costs and focus more on their 

operating investments.

2.1.4.2 Platform as a Service (PaaS)
PaaS helps users to create their customised software. It is also known as “Cloud ware” 

which provides a development platform; assists users to design, develop, implement 

and test their services on Cloud. Google App engines and Microsoft Azure are popular 

examples of PaaS (Wenboet al. 2012).

In Cloud Computing scheduling decision should be made in shortest time as there are 

many competitors competing for the available resources. These services can be easily 

provided by PaaS. (Abraham 2000).
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2.1.4.2.1 Characteristics of PaaS
The main characteristics of the PaaS include (Mell & Grance 2011):

PaaS has multi-tenant architecture. In this way, multiple users can work on the 

process of applications development simultaneously.

PaaS offers services such as load balancing, utilised task scheduling and 

failover techniques.

PaaS plays a key role in software development phase. It provides developers 

with workflow management system which is independent of the applied data 

source (Gopularam,Yogeesha & Periasamy 2012).

PaaS is useful for the latest agile software development techniques where 

multiple developers wish to work on the same development project with an 

automated testing procedure.

2.1.4.3 Software as a Service (SaaS)
SaaS provides users with on-demand services. Usually, it deploys on users browsers 

and does not need to be installed and maintained individually (Yang et al. 2010).

The software is automatically updated and can be used by multiple users without 

buying an additional license. Salesforce and Google maps are examples of this category

(Hong 2010). 

2.1.4.3.1 Characteristics of SaaS
Some of the main characteristics of SaaS can be highlighted as (Gibsonet al. 2012):

Online access to different profitable software.

Using SaaS services, companies do not need to buy different licences for their 

users. 

SaaS is delivered in a one-to-many manner.

SaaS upgrades software versions and handles the software issues automatically.
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2.2 Cloud Computing: Challenges and Benefits
Cloud Computing offers plenty of benefits to the users. Infinite availability of the 

resources, beneficial payment model, scalability and elasticity specifications of the 

Cloud networks motivated businesses to change their legacy system with the novel 

Cloud infrastructure (Armburts 2009).

Scalability and elasticity can be highlighted as the main benefits of the Cloud 

Computing. Scalability enables users to add or remove resources from their networks at 

any time. Conversely, elasticity emphasizes on dynamic resource allocations. In fact, 

elasticity explains the definition of the "pay-as-you-go" model which is allocating and 

releasing the resources according to the user's requirements (Galante & de Bona 2012).

However; Shameem (2013) argues that, although elasticity introduces many benefits to 

the users, effective load management is essential to guarantee the availability of the 

resources. Table 2.1 summarises the main benefits of the Cloud Computing:
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Table 2.1- Benefits of the Cloud Computing

Benefit Opportunity

Scalability Add or remove resources on demands

Elasticity Allocate and release resources upon usage

Mobility Accessing the Cloud network  is not dependent on
time and location

Low infrastructure cost Helps small businesses to grow sooner

Latest updates in IT Regular updates of the system, implemented by 
Cloud providers

Increased data storage Access to large storage capacity for data storage 
and backup plan

Disaster recovery Using the virtual backups; recovery will be 4 times 
faster than using another system than Cloud

Availability Rapid deployment of the infrastructure to access the 
resources

Billing and payment Users will be charged per services based on their 
usage

 

Besides all the above-described benefits, Cloud Computing should be able to address 

the different obstacles to ensure an efficient deployment of an elastic, scalable, secure 

and reliable platform (Moreno-Vozmediano, Montero & Llorente 2013). Table 2.2

highlights the main issues in the current Cloud systems:
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Table 2.2 -Challenges in the Cloud Computing

Challenges Opportunity

Interoperability Lack of standards for service portability between 
Cloud providers

Security and Privacy Lack of improved techniques in authorisation and 
authentication for accessing the users information

Resiliency The ability of the system to provide users with 
standard level of services while experiencing faults 
and challenges in the system

Reliability The chance of failure in standard period of time

Energy saving Defining a standard metric for effective power usage 
and an efficient standard of infrastructure usage

Resource Monitoring Lack of accurate monitoring mechanism using 
sensors to collect the data from CPU load, memory 
load and etc.

Load Balancing Lack of standard way of load monitoring and load 
management for different Cloud applications

Table 2.2 highlighted load balancing as one of the open challenges in Cloud 

Computing.

As Cloud Computing has multi-tenancy structure, availability and efficiency of the 

resources should be considered as essential foundations of the Cloud architecture that

can be guaranteed by proper load balancing method (Domanal & Reddy 2014).

Recent studies showed that, optimised Cloud Computing could be seen as an elastic 

network of resources that are interacting with each other to minimise the waiting time 

and utilise the throughput (Ganget al. 2012). Therefore, load balancing and resource 

management can be highlighted as one of main concerns in Cloud Computing as they 

are impacting the network performance directly.  

Next sections will discuss load balancing issues in Cloud Computing in more details.
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2.3 Load Balancing in Cloud Computing

2.3.1 Load Balancing: Concept, Definition, 
Benefits, Challenges
The previous sections reviewed the main theories of Cloud Computing. Considering the 

main challenges, load balancing is highlighted as a major characteristic of Cloud 

Computing which is still regarded as an open area for research. 

As featured in Cloud taxonomy, load balancing can play an important role in public, 

private, and hybrid Cloud. Therefore designing an optimised load balancer either in 

infrastructure or platform level can optimise the Cloud performance and provide users 

with enhanced quality of service (Maarouf, Marzouk & Haqiq 2014).

Load balancing is one of the main concerns in Cloud Computing that has a major 

impact on defining the availability of the resources (Mathur & Nishchal 2010).

"Availability" refers to the ubiquitousness of the network information but was always 

the main burden in Cloud-based systems (Gupta et al. 2013).

Load balancing plays a key role in optimising the network performance. By proper load 

balancing strategy, tasks could be scheduled evenly among available resources which 

could lead to a balanced network (Karim, Chen & Miri 2015). The lack of efficient load 

balancing tool can result in experiencing a long access time for users. Today with 

emerging the new techniques, the service providers are trying to apply the automated 

load balancing algorithms to promote the availability and performance of the Cloud

systems (Randles et al. 2010).

Effective load balancing algorithms include the following elements (Kruber, Hogqvist 

& Schutt 2011)

Tasks will be distributed evenly between available resources.

Makespan will be minimised.

Resources will have maximum utilisation.

Resource availability will increase.

Network performance will improve.
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2.3.2 Load Balancing Measurement Criteria
Davein (2005) suggested that load balancing algorithms should be robust enough so 

they can be compatible with variety types of applications (Devine et al. 2005).

To design more efficient load balancing algorithms, the following checklists are

suggested (Chiu, Raghavendra & Ng 1989), (Ming & Zu-Kuan 2010), (Pius & Suresh 

2015), (Domanal & Reddy 2014).

Complexity: The algorithm should be smart and simple. Complexity can apply 

more overhead on an algorithm. Therefore, more resources should be engaged 

while algorithm is being executed.

Scalability: The algorithm should be adaptable to the network expansion and 

abridgement.

Fault tolerance: The algorithm should be smart enough to handle the load if any 

failure happens during the run time.

Performance and makespan: The load balancing algorithm should optimise the 

Cloud performance by minimising the total execution time
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2.3.3 Load Balancing Methods
In general load balancing algorithms are categorised into two main groups (Figure 2.7)

as follows:

Static load balancing: In a static environment, prior information about node 

capacity, processing power, memory and performance is needed.   

The statistics requirements cannot be changed at run-time. Although the static 

environment is much easier for implementing the load balancing algorithms, it

is not suitable for heterogeneous computation models (Ruixia & Xiongfeng 

2010).

A simple example of a static algorithm is Round-Robin algorithm. In this 

resource scheduling method, the task that comes first will be served first and 

based on the time sharing manner the resource that is least loaded will be 

allocated to complete the tasks (Zhenzhong et al. 2013).

Dynamic load balancing: In this environment despite the need for prior, like 

static environment, the algorithms operate according to the run-time statistics

(Wenhong et al. 2011). These load balancing algorithms are more flexible to 

change and they are highly adaptable to Cloud environments.

Figure 2.7 -Load balancing categories 
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Each of the static or dynamic algorithms could be divided into 4 different categories:

Centralized vs Distributed:  Centralized model is designed in a way that it has a 

central controller and can store the information of all the resources in a 

centralised way. However; the model is not adaptable in terms of network 

scalability (Venkatesan & Solomi 2011).

On the other hand, although distributed load balancer does not have any 

centralised controller but it can perform well in a case of scalability and fault 

tolerance, so it can support elasticity (Vijindra & Shenai 2012).

preemptive algorithm vs non-preemptive: Preemptive algorithms allow 

interruptions during algorithm run time. As an example, depending on the tasks 

priorities, the algorithm can stop to change the order of the tasks in its queue

(Shobana, Geetha & Suganthe 2014). On the other hand, no interruptions are 

allowed in non-preemptive algorithms until all assigned tasks are scheduled on 

the available resources (Shameem& Shaji 2013).

Immediate vs batch mode: In immediate mode, as soon as the tasks are assigned 

for scheduling, they will be sent to the queue. In batch mode, tasks should be 

grouped based on the criteria then the group of tasks will be sent to the 

scheduling queue (Donge-sheng et al. 2004).

Independent vs workflow: In workflow modelling the dependencies between 

tasks should be investigated before they could be assigned on available 

resources (Luo et al. 2012).  DAG graphs and Petri nets are the common 

languages that can represent the workflow scheduling algorithms.

Independent modelling, however, will schedule the tasks without considering 

their interconnectivity (Zhangjun et al. 2010).
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2.4 Focus of This Research 
As previously described various load balancing techniques in Cloud find lots of 

interests among members of the research community.

As the focus of this research is on dynamic and specifically on dependent and 

independent load balancing algorithms, the rest of this chapter is examining the various 

categories of these computational models. The aim is to explore both benefits and 

challenges of the traditional approaches as well as new developments in the field.

2.4.1 Load Balancing Algorithms: Independent 
vs Dependent
Independent and dependent scheduling methods are considered as the key approach in 

terms of load management. Dependent scheduling, however, is attracting more 

attentions (Singh 2013). 

Dependent scheduling is suitable for those types of tasks with dependent structured 

patterns. In these models, each job is composed of several dependent tasks. Therefore, 

execution of one task is dependent on another (Tilak & Patil 2012). 

Unlike the independent tasks, failures in dependent-tasks execution affect the 

performance of the whole system. Currently, there is a lack of effective algorithm that

deals with load balancing on dependent structured jobs (Zhang & De Sterck 2012). 

Therefore, to understand the main gaps, in this research a comprehensive literature 

review has been done on more popular dependent and independent load balancing 

algorithms.
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2.4.1.1 Dependent Load Balancing Algorithms

Dependent scheduling algorithms are categorised as NP-hard problems which means

that there is no standard algorithm that can generate an optimal solution for all the 

scheduling problems (Greenwood 2001). NP is an acronym for the non-deterministic 

polynomial. Chapman (1994) in his paper noted that “NP-complete is a class of 

problems that has no known efficient algorithm for finding an optimal solution."  In 

other words, there is no algorithm that can cover the increased steps of the problem 

with the polynomial rate. The NP-hard problem is considered as a subset of NP 

problems that cannot be resolved with non-deterministic machines (Bernard & Graham 

1989).

Dependent scheduling is referring to mapping and managing the inter-dependent tasks 

on available resources. Dependent algorithms are mainly designed to help the Cloud

infrastructure for supporting the large distributed collaborative e-business and e-science

applications (Bala 2011). Comparing with e-Business functions, e-science applications 

are more data intensive and need large and complex processing methodologies. 

Moreover, they are dynamic and need high-performance infrastructures (Jenn-Wei, 

Chien-Hung & Chang 2013). In his work, Liu (2013) categorised the dependent 

scheduling algorithms into two groups:

Deterministic 

Non-Deterministic

With deterministic algorithms, the dependencies of the tasks can be recognised at the 

start time. However, in non-deterministic algorithms, the dependencies between tasks 

and I/O data will be perceived at the run time (Amoiralis, Tsili & Kladas 2012).

Additionally, dependent scheduling algorithms can be classified into: 

Best-efforts (heuristic) scheduling algorithms.

The quality of service (QOS) constraint scheduling algorithms.

The best effort algorithms are trying to minimise the execution time. But they are not 

compatible with pay-as-you-go billing model (Peng & Ravindran 2004).
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On the other hand, QOS-based algorithms are considered for high quality applications. 

In this type, tasks will be grouped according to their quality requirements (Liu 2013). 

Buyya et al (2008) also divided the dependent scheduling algorithms into two levels:

Functional and non-functional service level scheduling: Analysing the 

submitted tasks, the global broker will verify the functional and non-functional 

requirements such as quality, time and cost. The broker will use this information 

to offer a suitable service for scheduling the tasks on available resources. 

Generally the structure of this method is static, and will be executed upon the 

runtime.

Task-level scheduling: This methodology is mainly investigating the precedence 

of each task before execution. With this method, optimal scheduling plan will 

be selected. Task-level scheduling is static and does not need to be implemented 

regularly. 

Dependent applications can be scheduled with a variety of heuristics algorithms such as 

min-min-, max-min, FCFS. However, they need to accurately manage systems by using 

more complex scheduling policies in order to satisfy their QOS requirements (Zuo & 

Lin 2010).

Therefore, to highlight the main gaps in dependent scheduling methods, we selected 

the following major workflow load balancing algorithms (Table 2.4) and compared

them as follows:

Heterogeneous Earliest Finish Time (HEFT): In this method, tasks will be 

ranked based on their execution time. Tasks with lower execution time will gain 

the highest priority for resource scheduling (Bala et al. 2011). Although the 

resource utilisation is inevitable with this method but  the low makespan is a 

major challenge within this methodology (Sakellariou & Henan 2004).
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Scalable Heterogeneous Earliest Finish Time (SHEFT): SHEFT is considered as 

an extension to HEFT methodology described above. In this method, the earliest 

finish time and start time for each task will be calculated. The task with 

minimum execution time will be allocated on the first available resource. 

Moreover, each resource should have a finishing time (Chopra & Singh 2013).

The earliest finishing time of the allocated task should be earlier than minimum 

finishing time of the available resource. In this case, if any of the resources are 

kept idle more than a defined threshold then they can be released based on their 

timing history (Cui & Shiyong 2011).

Transaction intensive cost-constrained: Similar to market-oriented workflow 

algorithms, upon scheduling the tasks on available resources costing and timing 

will be considered in this algorithm. The overall goal in this algorithm is to 

minimise the execution time under the considered deadline(Yun et al. 2008).

QoS heuristic workflow scheduling (An optimal workflow based scheduling): 

The goal of this algorithm is on CPU utilisation. In this algorithm, each task in a 

workflow will be analysed according to their start time, finishing time, favourite 

processor and favourite predecessor. Then the workflow will produce sub-tasks 

for calculated parameters. Finally, based on the resource monitoring factors,

such as time, cost and reliability, tasks will be mapped on available resources. If 

the idle resource is not available, tasks will be compacted (Varalakshmi et al.

2011).

A revised discrete particle swarm optimisation: This algorithm considers the 

discrete characteristic of PSO to optimise the makespan while minimising the 

associated costs. In this algorithm, each particle will learn their best position 

locally and globally. The condition for each movement could be defined with 

different QoS elements such as deadline, budget or data transfer rate (Nguyen & 

Mengjie 2014). Due to the discrete property of scheduling, each particle will 

learn from its previous position which should be the highest value in global 

position (gbest). Then all the unmapped tasks will be chosen from other 
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particles and finally the gbest of the particle will be the optimal order for the 

task (Zhangjun et al. 2010).

Deadline constrained workflow scheduling in software as a service: This 

algorithm mainly is trying to minimise the execution time by meeting the 

deadlines based on QoS requirements. In this algorithm, workflow tasks will be 

scheduled by following the concept of the partial critical path. The algorithm 

will use recursive scheduling, using the path that tasks were previously 

scheduled (Abrishami & Naghibzadeh 2012).

Deadline and budget constraint:  Most of the scheduling algorithms are trying to 

schedule the tasks on budget and time. But it is hard to satisfy these two 

requirements together. Therefore, Wang et al (2011) suggested a new method 

which is adding a new metric named as relative cost (RC) to the algorithm. In 

their method, resources are assumed heterogeneous and will be ordered on their 

time-cost. Tasks will be allocated on the first available resource where cost and 

time are less or equal to the remaining budget and deadline. 

Dynamic critical path: This algorithm will determine the efficient mapping of 

the tasks based on the "Dynamic Critical Path" definitions. In this algorithm,

tasks will be prioritised on their estimated completion time. Scalability and fault 

tolerance is not considered in this algorithm (Rahman et al. 2007).

A practical swarm optimisation based heuristic for workflow scheduling: In this 

heuristic algorithm computation cost and data transmission cost should be 

considered. Each task has its own communication cost, which could be 

considered as a weight for each task. Using this methodology, the workflow

makespan will be minimised (Pandey et al. 2010).

Genetic Algorithm: GA algorithm is one of the evolutionary algorithms which 

is inspired by evolutionary biology. In this algorithm, the solutions are shown 

with strings known as a chromosome. Three main operations such as selection, 
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crossover, and mutation will be conducted on each group of chromosomes. This 

algorithm is mainly focusing on minimising the makespan and costs (Sawant 

2011).

Table 2.3 summarises the details of the above-mentioned algorithms. 
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Table 2.3- Summary of the reviewed dependent scheduling algorithms

Load balancing 
algorithm

Static/Dynamic Benefits Challenges

HEFT Static Makespan will be 
improved

Scalability and 
resource utilisations
are not considered 
within this 
algorithm.

SHEFT Dynamic Optimise execution 
time

Overhead will be 
added to pre-
calculating the 
start/finish time for 
the tasks

Transaction-
intensive cost 
constrained

Static Minimise cost 
based on considered 
time

Only will consider 
the in-time task 
scheduling 
processes

QoS heuristic 
workflow 
scheduling

Static CPU utilisation is
achieved through 
applying different 
parameters of QoS 

Trustworthiness 
and fault tolerance
are not considered 
in this algorithm.

A practical 
swarm 
optimisation-
based heuristic

Dynamic Makespan will be 
minimised.

Scalability and fault 
tolerance is not 
considered.

Deadline 
Constrained 
workflow 
scheduling in 
software as a 
service 

Dynamic Minimise cost 
while meeting the 
deadlines.
Minimise 
makespan.

Complex algorithm.
Computation cost 
of the algorithm is 
high

Deadline and 
budget 
constraint:  

Static Suitable for large 
scale distributed 
systems.

Do not consider 
communication and 
execution cost of 
the tasks

Dynamic Critical 
Path

Dynamic Tasks will be 
prioritised base on 
their completion 
time

Do not consider 
scalability and fault 
tolerance

Discrete particle 
swarm 
optimisation

Dynamic Minimise cost
Better performance 
on makespan

Fault tolerance is 
not considered in 
this algorithm.

Genetic 
Algorithm

Minimising the 
makespan and costs

Fault tolerance is 
not considered 
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2.4.1.2 Independent Load Balancing Algorithms
 

Below, the main independent load balancing algorithms are defined. Table 2.4 includes

the benefits and challenges of the explored algorithms.

Round robin: This algorithm is considered as a static load balancing algorithm. 

Round robin operates based on the time spans assigned to each node. With this 

algorithm traffic will be distributed evenly. However, as the algorithm is static, 

it cannot manage the network’s load in a real-time manner (Radojevic & Zagar 

2011).

Dynamic round robin: This algorithm is an improved model of Round Robin 

algorithm. In this model, the tasks execution sequence will be recorded 

automatically based on the current status of the network.

The algorithm is creating less overhead than Round-Robin algorithm and it can 

improve the response time. However, it has low performance in busy 

environments (Batcher & Walker 2008).

Signature patterning: This algorithm works with different time-slots. It captures 

signatures from executed tasks and resources to make patterns.

The pattern will show the precise resource status and it has a certain threshold. 

If the patterns show that the resource reached its threshold, based on the 

captured signatures, the load will be distributed on less overloaded nodes 

(Ramaswamy 2009).

Task consolidation algorithm:  The algorithm will operate dynamically 

according to the heuristic methodologies. Different components will be 

considered for the task allocations. Eventually tasks will be assigned on 

resources that are most cost effective and more energy efficient. 

This algorithm is only suitable for local Clouds and cannot support large scale 

networks (Gaikwad-patil 2012).
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Dynamic replication algorithm: In this method, algorithm will try to replicate 

the files on local servers. In this case, when users want to access a file, they 

could find it on the local server. Using this method the access time would be

minimised (Gaikwad-patil 2012).

Map Reduce: This algorithm has two main functionalities: 

Firstly, all the jobs will be divided (Mapped) into subtasks. Each subtask will 

have its own key ID. In next step, all the IDs would be converted to hash keys. 

Then, the reduce function will do an operational summary on each sub-groups 

with their hash IDs and it will generate a single output (Nurain et al. 2012). 

In final stage, a central node is dedicated to compare all the generated single 

outputs and assign them on available resources. The only problem with this 

algorithm is related to its overhead. As mapping and reduction step can be done 

in parallel, nodes might be overloaded (Dongjin & Kwang-Mong 2012).

Ant colony: In this algorithm, ants will move forward to find the first under-

loaded resource. If the ant finds the first under-loaded server, it will move 

forward to check the next server status. If the next resource is under- loaded as 

well, it will move forward to find the last under-loaded resource. Otherwise, the 

ant will move backward from overloaded node to the previously available 

resource (Kun et al. 2011).

Index name server: The algorithm will minimise the data replication and data 

redundancy. Based on the maximum transition time and bandwidth, the 

algorithm will do some calculations to find an optimum server for task 

scheduling. In this algorithm, the connection weight between server and nodes 

will be calculated to clarify whether the server can handle more nodes or not 

(Swarnkar 2013).

Min-Min: In this algorithm, minimum completion time for each task will be 

calculated. Then the task with the overall minimum completion time will be 
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selected. The same iteration will happen until all the tasks are allocated on

available resources (Shu-Ching et al. 2010).

Max-Min: In this algorithm, minimum completion time for each task will be 

calculated. Then the task with maximum completion time will be assigned to 

the first available resource. The iteration will continue until all tasks are

assigned on the available resources (Manish and Cheema 2012).

Artificial bee colony: This algorithm is designed according to the behaviour of 

the honey bees. 

In this model three main components exist: Employed honey bees, un-employed 

honey bees and food sources. Bees will start looking for the food source 

randomly and they will record the information related to the location of the 

source and its profits. Then they will start gathering honey and returning back to 

their hives (He & Jia 2012). At this stage, bees can get back to the same source 

to gather the remaining honey or they can remain idle.

In terms of load balancing when requests are submitted to the load balancer, at 

first its profit should be analysed. Generally the CPU time and waiting time will 

be measured for this matter. This information will be recorded in the database. 

Then if beneficial, tasks will be assigned on selected resource (Haozheng et al. 

2012).

The discrete version of PSO (DPSO): PSO is a type of evolutionary algorithm 

that works base on the velocity and portion of the particles. Each particle has a 

local memory that memorises its velocity and position. Additionally the particle 

can learn from its adjusted velocity. In this case by each movement based on the 

velocity location, limited between (-1, 0, 1), the position of the particle will be 

updated. If the v  = 1 , particle will learn the new position from its 

neighbour, if v  = 0, there will be no change in the position and if v  = 1,

particle will learn from its past movement (Pandey et al. 2010).
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Table 2.4- Summary of the reviewed independent algorithm

Load balancing 
algorithm

Static/Dynamic Benefits Challenges

Round Robin Static Distribute the 
traffic evenly 
based on time 
slices

Real-time load 
cannot be considered
Longer waiting time

Dynamic Round 
Robin

Dynamic Minimise the 
waiting time
Minimise
response time

The performance of 
the algorithm is low 

Signature 
patterning

Dynamic Resource status 
and allocation are 
managed precisely

Extra overhead will 
be added due to 
pattern capturing and 
comparison

Task 
Consolidation 
algorithm 

Dynamic Cost effective
Energy efficient

It could be applied on
local Clouds

Replication 
algorithm

Dynamic Improve access 
time

Does not support pre-
replication and fault 
tolerance

Map Reduce Dynamic Suitable for large 
distributed 
networks 

Due to parallel 
processing, nodes 
can be overloaded

Ant Colony Dynamic It uses meta-
heuristic approach

In-effective resource 
utilisation is needed 

Index Name 
Server

Dynamic Minimise the 
waiting time
Improved fault 
tolerance plan

Extra overhead will 
be added on servers 
due to connectivity 
calculation

Min-Min Improve 
availability

Cannot support fault 
tolerance

Max-Min Minimise the 
waiting time

Cannot support fault 
tolerance

Artificial bee 
Colony

Dynamic Suitable for 
scalability 

System throughput 
cannot be fully 
optimised

DPSO Improved availability 
of the resources
Suitable for elasticity 
and scalability 
purposes

Fault tolerance can 
be supported
Resources cannot be 
fully optimised
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2.5 The Quest of This Research
This section contains reviews of the key concepts of the load balancing in Cloud. As

the main focus of this dissertation is on dependent and independent load balancing 

algorithms, to highlight the certain path of this study from reviewed dependent and 

independent load balancing techniques, we have selected workflow scheduling and 

replication methodology as the main targets of this research.

Considering these two concepts, to be aligned with the hypothesis of this research, the 

anticipatory approach will be embedded in these two techniques. Therefore, the next 

section describes the anticipatory method followed by revealing the open issues in 

workflow scheduling and replication strategies.

2.5.1 The Anticipatory Approach

As indicated in the hypothesis of this research, the aim is to design an optimised load 

balancing computational model with the anticipatory behaviour blueprints. The 

following sections are describing the anticipatory concept in more details.

Although the words anticipation and predictions are considered to be synonyms, they 

have clear distinctive meaning. Prediction is illustrating a specific future event while 

anticipation is a future-oriented action which is applying productivity to complete the 

essential actions (Pezzulo et al 2008).

According to Rosen (1985) anticipatory system has the predictive functionality which 

makes the system aware of the instant changes. Anticipatory systems are cable of 

optimising the behaviour of the system with predictive functionality. These systems are 

aware of the future changes. Therefore with different variations, they can predict the 

behaviour needed to keep the systems performance stable (Kitajima, Goto & Jingde 

2008).

Anticipatory behaviour is describing the future states of the systems by considering the

past events.  According to Butz (2008) the anticipatory behaviour not only considers 

the past predictions but also examines the present and future expectations of the system. 
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Although most of the anticipatory behaviours have same functional structures, they are 

different in terms of objectives and purposes.

Anticipation is structured based on predictive functionality. It is essentially important 

for cognitive systems as it can analyse the future actions and decisions of the system.  

A popular example of an anticipatory system is weather forecasting (Hayashi, Spencer 

& Nasuto 2013).

As illustrated above, the anticipatory approach is architected based on predictive 

models. The prediction approaches are the most important components of a successful 

anticipatory system.

Different sources exist for designing anticipatory model. The main type of this model 

which is mainly used in our research is the statistical prediction. This model is 

methodized based on statistical analysis. Applying soft computing algorithms such as 

neural networks, the model is able to examine the past events to anticipate the future 

path (Kadim 2007).

There are two types of anticipations (Miyake, Onishi & Popper  2003):

1. Effect anticipation:  In this model which is a goal oriented, there should exist a 

goal which can result in action by a controlled anticipation. 

2. Trigger anticipation: The model needs essential circumstances to trigger an 

anticipation that can result in an action.

In this research both of the anticipatory behaviours have been applied in the 

experimental designs.
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2.5.2 Workflow Scheduling
Workflow management system is one of the main concepts that help researchers 

improve their work on large scale applications. In workflow management, task 

scheduling and load balancing were always the major concerns.

With emerging the new distributed technologies such as Cloud Computing, there is a 

need for a more powerful computational model that can optimise the task scheduling 

and load balancing in workflow structured models. Thus, variety of workflow 

scheduling algorithms have been designed and implemented. However, still there are 

many challenges that remain open in the area of workflow management (Deelman & 

Chervenak 2008)

Yu et al (2005) presented a comprehensive workflow management survey which 

highlights different approaches for building a workflow management system.

Bahsi et al (2007) presented a conditional workflow management that analyses the 

workflow’s structure with "while, if and switch". They were emphasising on the 

conditional structure that controls the data flow and resource management in workflow 

applications.  

Yu et al (2008) proposed heuristic workflow scheduling algorithm with the aim of 

optimising the quality of service (QoS) in an intensive workflow application.  

The heuristic algorithm that was highlighted in this research could optimise the load 

balancing based on the deadlines and budget.  

Kwok & Ahmad (1999) also recommended a static workflow scheduling technique for 

scheduling the directed acrylic graphs which are functioning based on the message 

passing features.  

In workflow applications, scheduling could happen either on tasks level or jobs level. 

In task level, resources will be allocated based on the dependencies and properties of 

each task (Blythe et al. 2005). However, in job level scheduling, the combination of the 

different tasks should be allocated on a computing resource. The overall computing

power and usage requirements will help the scheduler to select the available resources.
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Different research works have been conducted that analyse the performance of the 

workflow scheduling on tasks level and jobs level. 

Feo et al (1995) have applied greedy randomise adaptive concept which applies 

scheduling on task level. The algorithm is functioning based on the min-min heuristic 

algorithm and it is aware of any environmental changes. The result of the research 

optimised the total workflow execution time.  

Extending this work, Braun et al (2001) noticed that during the task transfer, some of 

the resources should wait and be in a standby status before they could receive tasks to 

start processing. Therefore, they have optimised the min-min algorithm by 

recommending a weighted min-min approach that considers the idle status of the 

resources. Jobs will be allocated on those resources that have the minimum weights. 

The weight is calculated by counting the total idle time and the completion time of the 

job (Yihonget et al. 2013). Their results show that the job-level approach has a better 

performance compared to task level approach. 

Before Cloud Computing, most of the workflow applications were executed on a Grid 

and Clusters network. Deelman et al (2003) presented a simulation study which showed 

that executing the workflow applications with small data size, the storage cost is much 

higher than CPU cost. They have used an astronomy data intensive application which is 

called montage. They have concluded that for implementing the data-intensive 

applications, Cloud Computing is the best option. 

Broberg et al (2009) introduced a new tool called MetaCDN, which uses ‘storage Cloud'

to execute the tasks with low costs and high performance.  

Brandic et al (2008) presented a workflow scheduling algorithm which considers the 

resource failure during the workflow execution. Their results showed that the failure 

and recovery time could increase the performance and reliability of the Cloud based-

systems.
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2.5.3 Replication Strategy
Varieties of independent methodologies have been proposed by researchers to optimise 

the load balancing in Cloud systems. Among these techniques in this research, we are 

focusing on dynamic replication method which is considered as one of the efficient 

load balancing optimisation methods in Cloud systems.

Replication is one of the initial methods that have been applied in distributed 

environments. In Cloud systems, due to the geographic distance of the sites, replication 

methods could copy the replicas and distribute them among sites. This procedure

provides users with higher access speed and more balanced and reliable system

(Rajalakshmi et al. 2014).

Tang et al (2005) proposed two replication algorithms, simple bottom up and 

aggregated bottom up. In these methods, based on the file’s access popularities, files 

are selected from down level to up.

On the other hand, Shorfuzzaman et al (2008) suggested an algorithm that had the same 

functionality like the Tang's algorithm, but it had two phases:  in first step it aggregated

the files' access histories. In the second step it examined the access history catalogue to 

find out the popularity of the files and pre-replicate them from up to bottom layer. The 

results of the algorithm minimised the total execution time of the tasks by 10%.

In another paper Sashi & Thanamani (2011) designed an algorithm that balances the load 

by minimising the number of the replications. So in this method which is called 

“Modified BHR”, based on the access frequency of the files, it tries to pre-replicate the 

files in the local region. This method reduced the unnecessary replication by storing the 

required replicas on local sites rather than distributing them among existing sites.

Griffioen & Appleton (1995) recommended another replication algorithm which is 

functioning based on graph probability. When the first file is accessed the counting 

number of that file is increased. After accessing the second file, a connection edge 

between first and second file will be created. The result of this pre-replication 

methodology optimised the load balancing architecture by increasing the fault tolerance 

of the system. 
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In another paper by Kroegar & Darrell (1999), an algorithm called Finite Multi-order 

context has been proposed which was an improvement on previously explained 

algorithm. FMOC architecture is based on tree structure where each node represents the

files that have been accessed first. The children of those nodes are depicting the files 

that have been accessed after their parents. Comparing this method with previous 

technique, FMOC divides the access files in different tree structures. Therefore, if there 

is no space for adding the file in the tree, the new nodes will be ignored which is the 

main issue of this algorithm. 

Lamehamedi & Szymanski (2007), proposed a new replication algorithm which 

minimises the access rate by optimising the network bandwidth usage. The method 

works based on file’s access patterns in terms of timing. Chang (2008) also proposed an

algorithm which is called latest access largest weight. The method applies greater 

weight to the latest accessed file. By this technique, those files with greater weight will 

be selected first for pre-replications.

Lei et al (2008) recommended a dynamic replication strategy. In their method files are 

replicated according to their access numbers, size and the network condition.

In a similar algorithm, Tungnguyen et al (2010) recommended a cost saving algorithm 

which pre-replicates the files with less estimated costs.

Ghilavizadeh et al (2013) noted a novel dynamic real-time algorithm that pre-replicates 

the files based on the network performance and workload patterns. In this method, 

authors are emphasising on the workload types which have a great impact on selecting 

the replicas to optimise the load balancing.  

Among the proposed replication methods, there were few methods which presented the 

pre-replication approach in Cloud Computing.
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2.5.4 Research Issues

2.5.4.1 Workflow Scheduling
Table 2.5 summarises the highlighted works that have been done for improving the load 

balancing in workflow scheduling models. Analysing the pros and cons of the selected 

workflow scheduling algorithms, most of the algorithms were focusing on optimising 

the performance of the system while completing the workflow execution. However, in 

workflow structure applications, interconnected dependencies exist between available 

tasks. Therefore, it is essential to consider the load flow fluctuations among the existing 

tasks.

With the emergence of the new technology of Cloud Computing, soon most of the data-

intensive and scientific applications will run on Cloud-based systems (Pattanaik, Roy & 

Pattnaik 2015). However, due to the high-cost associated with deployment of these 

algorithms, a need exists for designing a new algorithm that is aware of the existing 

load between dependent tasks. Therefore, in this thesis we are highlighting the 

magnitude and direction of the existing load between interconnects tasks to determine 

the optimised method of load balancing in workflow applications.

2.5.4.2 Replication Methodology
Evaluating the pros and cons of the mentioned replication techniques, although the 

proposed methods have had a great impact on optimising the load balancing in Cloud-

based systems, a more robust replication method is required. The new method will be 

capable of predicting the future needs of the users so it can pre-replicate the files before 

the requests have been submitted for them. Applying this concept, the response time 

would be minimised as the system is more balanced and files could be accessed locally.

Table 2.6 summarises the reviewed replication methodologies and highlights their pros 

and cons.
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Table 2.5- Summary of the reviewed workflow scheduling algorithms

Authors Pros Cons
Bahsi et al 
(2007)

Applies conditional 
structure that can control the 
data flow and resource 
management

Complex algorithm structure
More CPU usage

Yu et al 
(2008)

Applies budget and deadline 
as QOS metrics

More bandwidth consumption

Kwok (1999) Applies message passing 
functionality in directed 
acrylic graphs

Did not consider the 
interrelations of the tasks

Blythe et al 
(2005)

Applies message passing in 
task level/job level 
scheduling

More CPU and memory usage 
in job level scheduling

Feo et al 1995 Applies greedy randomize 
algorithm
Adaptive to environmental 
changes
Minimised total tasks 
execution time

High bandwidth usage
Did not consider the tasks 
interdependency

Braun et al 
2001

Applies weighted min-min
Aware of the resource status

High memory usage for storing
the resource status

Deelman et al 
2003

Applies montage structure 
workflow to minimise the 
storage cost in Cloud 
Computing

Montage CPU usage is much 
higher than storage cost

Broberg et al 
2009

Applies MetaCDN tool for 
managing the workflow task 
with minimum makespan

The tool is not practical for 
high volume data

Brandic et al 
2008

Applies resource failure 
monitoring
Resulted in high availability 
and performance

More bandwidth consumption
Did not consider the tasks 
dependencies
Only focuses on resource 
failure
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Table 2.6- Summary of the reviewed replications methodologies

Pros Cons
Tang et al 2005 Applies simple bottom up 

and aggregation bottom 
up method.
Makespan is minimised 

More CPU usage
More bandwidth 
consumption

Shorfuzzaman et al 
2008

Pre-replicas are chosen 
based on access histories 
Total execution time is 
minimised by 10%

Did not consider the 
effective network usage
More bandwidth 
consumption

Sashi et al 2011 Minimised the number of 
the replicas by pre-locating 
them on local servers

More memory usage

Griffioen et al 1995 Applies graph probability 
function along with fault
tolerance capability

More numbers of created 
replicas
Replicas were chosen only 
based on access histories

Kroegar et al 1999 Applies tree structures 
where each node represents 
the first files that have been 
accessed and the children 
of that node are depicting 
the files that have been 
accessed right after their 
parents

If there is no space for 
adding the file in the tree, 
the new nodes will be 
ignored which is the main 
issue of this algorithm

Lamehamedi et al 
2007

Applies different file 
access patterns
Minimised access rate
Minimised bandwidth 
consumption

More memory usage is 
needed for storing the 
access patterns

Chang et al (2008) Greater weight is applied to 
the latest accessed file 
which will be selected as a 
target pre-replica

More memory and CPU 
usage
Did not consider the 
effective network usage

Lei et al (2008) Select those replicas that 
have been accessed more 
along with minimum file 
size and more optimised 
network condition

More complex algorithm
More CPU usage

Tungnguyen et al 
2010

Pre-replicates the files with 
less estimated costs

More bandwidth 
consumptions

Ghilavizadeh et al 
2013

Select the replicas based on 
network performance

More CPU usage
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2.6 Summary
In this chapter, we reviewed the main concepts of Cloud Computing and the existing 

challenges within this newly emerged technology. 

Focusing on load balancing concerns, a variety of techniques have been proposed by 

researchers to improve the load balancing issues in Cloud-based systems. Among these 

methodologies, this research tries to optimise the load balancing issue through 

workflow scheduling techniques and replication strategies.

We listed and explained the details of each existing algorithms to highlight the 

capabilities and inefficiencies of the proposed works. According to the literature 

review, it is clear that most of the proposed workflow scheduling algorithms were 

trying to optimise the makespan by only focusing on specific tasks and jobs without 

considering their inter-relationships characteristics.

Also, it was observed that replication strategies have been applied in Cloud-based 

systems to optimise the response time by only considering the currently submitted 

tasks. 

As the volume of the data is growing rapidly, in Cloud Computing there is a need to 

manage the load more efficiently. Therefore in this chapter we discovered the potential 

load balancing methods that could optimise the performance and load balancing of the 

Cloud-based systems. The rest of the chapters are trying to apply the findings through 

case studies and experiments.
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Chapter 3

Research Methodology
 “Software is a great combination between artistry and engineering.” Bill Gates-1955-

This chapter details out the research methodology of the current study. It explains the 

methodology adopted for this review. The research topic focuses on a range of aspects

within the issues of the load balancing and task scheduling in Cloud Computing. In 

order to explore these aspects, the proposed methodology employed heuristic analysis 

with mathematical modelling approaches to improve the existing load balancing 

challenges in Cloud Computing.

3.1 Research Design
The quantitative approach is known as "true science" and it applies traditional 

mathematical and analytical approaches to analyse the results.

In Quantities research approaches, hypothesis will be generated to be proved as a result 

of the experiments (Erzberger 2001). Therefore, the approach has been selected as a 

research design for this study. Quantitative approach evaluates the existing challenges 

based on the available facts and the information gathered from the literature review.

The hypothesis should be provable by mathematical and analytical methods which are 

generally shaping the experiments needed during the study. Additionally quantitative

research will construct the study in a manner that allows other users to repeat the 

experiments and generate the similar results (Wittenberg, Tashakkori & Teddlie 2000).

Research questions and hypothesis of this study have been explained in chapter 1-

Introduction of this thesis. To validate the hypothesis, two experimental scenarios and 

a research action study have been explored.  
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The first experiment applies the tensor mathematical analysis. As a result, STEM-PSO 

algorithm has been designed to validate the defined hypothesis. The aim of the 

mathematical approach is to apply tensor analysis on workflow scheduling models to 

predict the magnitude and direction of the load changes.

The second experiment adopts replication strategy to design a smart anticipatory

replication algorithm that pre-replicates the files for addressing the future needs. The 

experiment employs heuristic approaches to optimise the load balancing in Cloud 

Computing through replication strategy. The aim of the mathematical application is to 

apply pre-replication strategy to anticipate the future needs of the sites .The approach 

pre-replictaes the files with high access probability and it minimises the access delays

by reducing the makespan.

3.2 Research Method
The research methodology that has been adopted in this thesis combines the theoretical 

concepts with experimental evaluation, resulted from simulations through 

programming.

When dealing with scalability and massive size of the real Cloud infrastructures, 

simulations can assist in testing the proposed approaches in a smaller scale 

environment.

In the first experiment, Java Runtime Environment 8.0 has been selected for 

implementing the STEM-PSO design. Java is a useful high-level programming 

language which makes simulation much easier by providing the developers with useful 

existing classes and libraries. 

To implement the proposed replication strategy, Cloudsim has been adopted for this 

research. The code has been modified and provisioning policies have been added.

Cloudsim is an open source simulation tool, which initially has been developed by the 

University of Melbourne and is useful for implementing the Cloud-based case studies. 
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It consists of various components and graphical designs that makes the Cloud

applications modelling much easier (Belalem, Tayeb & Zaoui 2010 ), (Chen et al. 

2015). Additionally different Cloud enterprises are using Cloudsim to simulate and test 

their ideas before implementing them in a large scale Cloud environment. 

HP is one these companies that is using Cloudsim for their Cloud research 

investigations (Calheiros et al. 2011).

Cloudsim is an extensible toolkit that enables Cloud users to simulate their provisioning 

models in a simulated Cloud environment. Figure 3.1 is depicting the high-level 

overview of the Cloudsim architecture. 

Clousim is composed of three main elements: Data centres, Virtual machines (VMs) 

and provisioning policies. By employing the console interface, users can easily modify 

or add more provisioning policies. Additionally the tool is compatible with federated 

Cloud environment. 

Figure 3.1 - Cloudsim architecture (Adopted from Calheiros 2011)
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3.2.1 Research Rules
As the aim of this research is to optimise the load balancing methods in Cloud-based 

systems, a certain research rules have been followed in this thesis which is described 

below:

1. Conduct a systematic literature review to study the previously proposed methods. 

This step helps to understand the general concept of the load balancing combined

with investigating the existing limitations within other proposed load balancing 

approaches in Cloud-based systems. 

2. Architect a theoretical model to solve the load balancing issues observed from 

step 1. This step highlights the focus of the thesis by formulating the hypothesis 

and developing the research questions.

3. Model and validate the theoretical model through programming and analyses the 

outcome results. This step designs the experiments needed to validate the 

theoretical model followed by implementations procedure. The expected 

outcomes could validate the hypothesis.

3.3 Modelling Approaches
For modelling behaviour of the load balancing in Cloud infrastructure, a combination 

of white-box and black-box modelling has been selected (Liefsson et al. 2008):

3.3.1 Black-box Modelling Approaches
Black-box modelling approach, mathematically explains the connections between input 

data and output data for a specific process. In other words, black-box approach models 

the system’s functionality by depicting the relationships between inputs and output 

results. Hence, in black-box modelling, there is no need to understand the theoretical 

details of the existing system.  
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Researchers applied black-box modelling in their experiments to understand the 

systems' behaviour. The only concern about this model is related to black-box 

limitation for only using the current information that have been implanted in the 

system. Thus, the external objects outside the derived modelling data will not be 

considered in black-box modelling approaches.

3.3.2 White-Box Modelling Approaches
White box modelling methods are applied at the very beginning of the system designs.

It considers both the external components and the internal elements that the system 

needs to deal with. In fact, white box modelling designs the comprehensive 

experimentations by applying the given hypothesis and principals of the existing 

system. The only concerns about white-box modelling approach could be explained as

uncertainties and assumptions that are not considered in this phase. This limitation 

could have a negative impact on predictability of the model.

3.3.3 Gray-Box Modelling Approach
Combination of the black-box modelling approach and the white-box modelling 

approach will result in hybrid gray-box modelling approach that improves the 

prediction capability of this model over black-box or white-box modelling. The reason 

is that, using the singular model, they only focus internal and/or external factors. Hence 

applying the hybrid approach, predictability will be enhanced by considering both 

internal and external factors. Kruchten et al (2006) suggested that the combined

approaches will improve the computation path which results in enhancing the data 

integration methods for more accurate results.

As discussed above the aim of the gray-box modelling approach is to provide the 

precise optimisation model in Cloud Computing for real-time operational process. 

Gray-box will create a two-way relationship between white box and black box 

modelling approaches. White-box modelling approach will depict the actual knowledge 

needed to model the required experiments while black-box modelling applies this 

knowledge to design the internal specifications needed to model the internal elements 
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of the actual experiments. Figure 3.2 is depicting the hybrid approach applied to the 

context of this thesis

 

Figure 3.2 - Thesis modelling approaches (Adopted from DTU compute website)

Combination of the black-box and white-box modelling approaches assist in

recognising the resources, tasks scheduling policies and protocols to ensure the 

robustness and reliability of the system. 

As Leifsson et al. (2008) noted, Gray-box approaches could be divided to two different 

methods. 

1. Serial gray approach 

2. Parallel gray approach

In this research, we have applied serial gray-box approach which is initiating with 

black-box approach by modelling and pre-processing the internal elements needed for 

designing the system. The data then outputted toward white-box modelling.

Serial gray-box modelling approach is known as general regression model which 

applies to the systems that their details are not clear and needs further improvements. 

An example of this could be explained as obtaining the task scheduling structures and 

highlighting the overall system health status such as bandwidth, memory rate and ….

These elements could be captured with black-box elements and outputted toward white-

box modelling approach to estimate the timespan needed to schedule the tasks. Then 

the estimate can be used to monitor the task scheduling and control the resources 

needed to optimise the system’s load balancing.

White-Box Black-Box 

White-Box+ 
Black Box 

Input ----  Output 

               DATA 

Deterministic 
equation 
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3.4 Experimental Methodologies Overview

3.4.1 Anticipatory Approach
In this research, the experiments are designed based on anticipatory behaviour concept. 

The purpose of anticipatory system is to have predictive model which is aware of the 

system and the environmental changes. With this awareness, the system can anticipate

the future changes and thus apply proper behaviour to adapt instantly to the coming 

changes. The details of the experiments are illustrated in section below.

3.4.2 Spring Tensor Model 
Advancement of ICT technology created variety of computational methods that 

could be applied in large-scale network systems. Within these novel 

computational approaches, coarse-grained methods are playing more critical role 

as they can deploy the experiments that can be executed over time scales which 

touches far beyond the network simulation capacity boundary (Jihoon et al. 

2013).

Recently several coarse-grained approaches have been designed to help 

researchers study the complex networks where computer simulations are not 

feasible in that field (Wan et al. 2015).

Elastic network models (ENM) are considered as the main models of coarse-

grained approaches. Among available ENM approaches, Normal mode analysis, 

Gaussian network model (GNM) and Anisotropic network model (ANM) are 

commonly used in different research projects (Cheng et al. 2012),(Vande Sande 

& Hameyer 2002).

Basically, GNM was adopted to show the dynamics of the proteins and then later 

it was officially applied to amino-acid level. GNM is able to predict the direction 

of the dynamics; however it can't recognise the magnitude of the elements 

fluctuations (Atoui, Verron & Kobi 2015).

On the other hand, reviewing the ANM capabilities, it is able to predict the 
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magnitude of the dynamics but it’s not accurate enough in analysing the direction 

of the motions. Recent studies tried to combine GNM and ANM methods to use 

their both advantages (Sinitskiy & Voth 2013). As a result, they come up with a 

method called Generalise Spring Tensor model (STEM).  

STEM is able to calculate the magnitude and direction of the motions; it is 

applied in large complex protein biomolecular structures where internal motions 

and relationships between large protein networks could be explored. (Clementi et 

al. 2000).

Generally STEM is inspired from GO-Like model, where nodes in a network are 

simulating the Ca atoms and they are connected to each other with a spring 

where there is only one degree of freedom between two connected nodes

(Kalimeri, Derreumaux, & Sterpone 2015). This fact could be explained as 

expansion and compression motion of the spring. By providing the interactions 

between two nodes (e.g i and j), STEM algorithm is overcoming the deficiencies 

associated with GNM and ANM model (Kimura et al. 2006).

Additionally to the interactions between springs, STEM is able to consider the 

torsional interactions and objects bending which explain the magnitude 

predictions capability of the algorithm.

Besides all the advantages of the STEM algorithm the main disadvantage is 

related to the complexity of this method. As STEM observes the behaviour of the 

interconnected nodes in a whole network rather than a single section, more 

complexity will be added to the system (Liang & Song, 2010).

3.4.2.1 Mathematical Apparatus
Generalized Spring Tensor model analyses the magnitude and direction of the 

load by applying the Force constant Hessian H model. Figure 3.3, is depicting a 

simple sub-network where 2 nodes i and j are connected and = ( , , ) and 

= ( , , ) are the positions of these nodes. 
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The distance vector between two nodes of i and j are shown as and 

equilibrium position of and  node is depicted as and . Moreover, 

is showing the equilibrium distance between node i and j and represent 

the instantaneous range between i and j. Also and is showing the 

instantaneous fluctuation vectors. If we consider as spring constant, then the 

harmonic potential between two nodes can be defined as:= ( )                                           (3.1)

Then by applying the 2nd derivatives of the harmonic potential, is calculated 

as: = ( )
(3.2)

=  ( )( ) (3.3)

The hessian matrix defines the force constant of the system as the second partial 

derivative of potential:

= [ ] (3.4)

The Hessian matrix which has 3N×3N element can be divided to N×N super 

elements where each element is 3×3 tensor.

= , ,
, , (3.5) 

Figure 3.3- Elastic sub-network model 
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Each element of is a 3×3 matrix that holds the tensor information. The 

element is depicting the interaction tensor between i and j. 

= [ ] (3.6)

Generally the off-diagonal super elements are calculated by:

, = ,
(3.7)

Each element of the diagonal super elements can be calculated as:

, = ,, (3.8)

The is considered as spring constant where:

,  , (3.9)

To find out the information about the fluctuations, hessian matrix will be 

inversed which shows the covariance matrix of the 3N multi-variant Gaussian 

distribution.

If define the pseudo inverse of the hessian then the correlation between 

different residue can be defined from inverse hessian matrix:

< . > =  ( , +  , + , ) (3.10)

By examining the tensorial model; chapter 5 explores the load balancing scenario 

by applying STEM - PSO algorithm on workflow applications. 

The quantitative analysis will define the magnitude and fluctuation of the load 

between non-neighbouring tasks in workflow applications and provides a global 

awareness in terms of task scheduling model (Chaczko et al. 2009).
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3.4.3 Anticipatory Replication Methodology
 

In the second experiment of this study replication methodology have been applied to 

improve the load balancing in Cloud Computing. The aim is to pre-replicate the files 

with high access probability. Therefore whenever there is a need for accessing these

files, they would be accessed locally. 

The method is structured based on the following details:

Step 1: Each site has its own replica manager. There is also a central replication 

manager which monitors the sites' access and data catalogue.  The central replication 

manager will store the files name and the numbers of the time that the file has been 

accessed. 

Step 2: When a site finds that it needs a data file which is not stored locally, it askes the 

central replication manger to replicate the file from the available sites. Then the central 

replication manager will perform heuristic A* search algorithm in the data catalogue to 

find out the site that has the target files. A* is a popular heuristic algorithm, that can 

find the shortest path in the tree structure with minimum cost. Then between available 

sites the one that has the minimum bandwidth will be selected:

 =        (3.11)
Step 3: This phase explains the replacement procedure. After replicating the files, they 

should be transferred to the site that was requesting the file. If the site has enough 

memory the file can be added easily, otherwise replacement procedure should be 

initiated. In replacement phase, Most Recent Used (MRU) technique has been applied 

which emphasises on removing the old files from the site. 

So if:

(Current time) - (last access time) > threshold old (3.12)

Then the old file will be replaced with a newly created replica. If still there is not

enough space for the newly created replica, this replacement procedure should be 
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repeated until enough space created (Nader-uz-zaman et al, 2014). The details of the 

pre-replication methodology can be found in chapter 6 of this thesis.

3.5 Summary of the Chapter
The chapter reviewed the main research methodologies that have been applied for 

validating the hypothesis of the thesis.

Quantitative approaches have been selected as the main research design of the 

experimental work. Applying the heuristic techniques along with mathematical 

apparatus was the main approach of justifying the hypothesis. 

STEM-PSO, the first experiment, has been implemented through Java programming by 

employing the heuristic libraries embedded in Java Runtime Environment 8.0.

Furthermore, Cloudsim an open source Cloud simulation tool was adopted for the 

second experiment and extended to justify the proposed replication strategy

implementation. In this simulation tool, the scheduling policies functions have been re-

coded again to satisfy the anticipatory specifications of the algorithm.

As a modelling approach, gray –box modelling have been chosen which engaged both 

white-box and black-box modelling phases. Gray-box modelling is creating two-way 

relationships between white box and black box method.

White-box modelling is architecting the actual knowledge to model the external 

components of the experiment while black-box modelling uses this knowledge to 

model the internal elements of the experimental design.
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Chapter 4

Research Action Study
 

“Information theory began as a bridge from mathematics to electrical engineering and from 
there to computing.”- James Gleick-1954

Availability plays an important role in Cloud-based systems. In Cloud Computing

analysis of resource availability is typically performed by comparison of information 

abundance against resource scaling. In Cloud Computing load, balancing is a method 

utilised by various data centres to avoid unavailability of the network. This is achieved 

through the reduction in software failures, and decrease in computer hardware usage.

This chapter discusses the impact of load balancing on availability in Cloud 

Computing. The chapter depicts a novel load monitoring tool in the context of a case 

study named as Hospital Data Management (HDM). Furthermore, the case study reviles 

the lack of optimised load balancer algorithm when dealing with a large number of 

users accessing the HDM simultaneously.

As Figure 1.1 in chapter 1 (section 1.6) showed, the case study data pattern have been 

refined to be used for proposed load balancing optimisation methods in chapter 5 and 6 

of this research work.

4.1 Introduction
Availability of Cloud systems is becoming of the main issues and challenges in 

systems that heavily rely on software for their operations. Services of Cloud systems 

can be interrupted for several reasons. Among these, power outages, energy/resource 

conservation and avoiding potential service invasion have a critical role (Hasan et al.

2012). Fundamentally availability determines the time during which the system is 

online and performing as required. It defines the timespan between failures and the 

time it takes for the system to recover and resume its normal operation following the 

occurrence of a failure (Chavan & Kaveri 2015).
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Evaluation of availability can be performed using parameters such as current

information, prediction of future usage patterns and dynamic resource scaling.

In order to reduce the possibility of outages, that could negatively impact the Cloud

services, load balancing and redundant mirrored databases techniques in clusters, 

applied across multiple availability zones to mitigate the issue (Nadeem  et al. 2008).

The role of the load balancer is to accommodate transfer to a different available 

resource.

There are multiple benefits of applying load balancing techniques in the area of 

Cloud Computing. These include the reduction in costs associated with document 

management systems and the increase in availability of resources. The latter can

reduce the negative impact on businesses by decreasing the downtime during an 

outage (Bonvin, Papaioannou & Aberer 2010).

In this chapter, the importance of load balancing is discussed and it is demonstrated 

how it can improve and maintain the availability of the Cloud systems. Further, a 

load monitoring tool is introduced as a case study that uses the message-oriented 

middleware with application of a web-service oriented model.

4.2 Load Balancing 
Typically Cloud vendors chose to implement automatic load balancing mechanisms

into their service delivery system (Jain et al. 2013). This approach allows the 

numbers of resources to be adjusted with changing the demand levels. In well 

managed Cloud infrastructure, load balancing functions is not an option it’s a must 

(Sarmila, Gnanambigai & Dinadayalan 2015). 

The goal of the load balancers is two folds: the primary goal is to promote the 

availability and service provisioning of the Cloud resources, and the secondary 

goal is to improve the performance if needed and depending on the entities needs 

(Shahapure & Jayarekha 2014). 
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Over the years, there have been substantial improvements in load balancing 

techniques. Load balancers have been developing different priorities in order to 

increase the efficiency and performance of the distributed and multithreaded 

systems (Soni et al. 2014). Three basic load balancing models are used in most of 

the Cloud services: Server Availability model, IP Traffic Management model and 

Priority Queue model (Maguluri, Srikant & Lei 2012).

The Server Availability model works based on a mechanism that determines the 

first available server that can be utilised. Besides servers, Server Availability

model can be applied to any resources (Vilutis et al. 2012). This is also the case for

the other two models. Figure 4.1 shows the Server Availability model in a 

diagrammatic format.

Figure 4.1-Server availability model (Chaczko et al. 2014)

 

In this model, availability is defined as when the server is not fully utilised and is 

ready/able to accept and process additional requests. There are, however, cases 

when a server is fully utilised and cannot accept additional requests. In such cases,

the load balancer will search for the next available server (Saravanakumar & Arun 

2012).

The second model,IP Address Traffic Management, considers the principal that the 

greater the distance (path) to the server, the longer time for the data to travel. This 

in turn can create issues with the transmission of the data packets. Therefore, the

model works based on identifying the closest server available to accept the request 
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(JungYul et al. 2010). The model also ensures that the identified server can be 

associated with a download website using mirror sites. As a result, users are 

provided with a proper service at the nearby server that produces acceptable 

performance rather than one in a different region.

The third model, Priority Queues, works by sorting requests into categories. The 

categorised requests are then allocated to specific queues and a priority level is 

assigned to each queue (Das, Pinotti & Sarkar 1996). Services are provided and 

resources are allocated according to the priority of requests; i.e. the higher priority 

requests are processed first. The priority of resources is tied to the rank of 

utilisation in each network relative to other resources. The rank of utilisation is 

determined based on a response time, latency and utilisation of the network 

devices (Hoyer et al. 1995).

The load balancing models described above not only can be used individually but 

also can be combined to create hybrid models. For example, Figure 4.2 shows a 

diagrammatic representation of a hybrid model that combines the priorities and the 

IP traffic management features of the last two models (Ozcan & Bora 2011).

Figure 4.2- Hybrid load balancing model (Chaczko et al. 2014)
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In the hybrid scenario, a request is received by the load balancer. The load balancer 

narrows down the server options based on the server address proximity to the 

location of the requestor. In this case, server 1, 2 and 3 are the closest. Because 

server 2 is fully utilised, the load balancer passes the request to server 1 or 3 which 

have not fully utilised their resources.

In this scenario applying the closer IP address management will increase the 

availability and performance of the system.

4.3 Presence 
The load balancing models described above have been developed for internal networks.

In such networks, the IP address of each server and the required communication 

protocols are known. Use of these models in a Cloud Computing environment,

however, raises some concerns. This includes identity and trust. Entities that are active 

in a Cloud environment have no means of knowing other entities and how to take 

advantage of their services (Wegscheider, Bessle & Gruber 2005). A solution to address 

the above issues is the use of presence. Using the presence protocol, Cloud entities can 

communicate easily with servers and make them aware of their existence. IETF’s 

RFC3920 - Extensible Messaging and Presence Protocol abbreviated as XMPP (IETF 

2010) have been implemented to reflect this communication concept (Xingchen et al 

2012).

XMPP technology is open and used widely, mainly due to its application in online 

instant messaging programs (Grubitzsch & Schuster 2014). It allows for real-time

communication between parties. The key, however, is the use of presence. A general

overview of how XMPP works is presented below.

XMPP clients provide XMPP presence servers with the presence information. XMPP 

presence servers store XML streams which contain the details of presence information 

of clients. XMPP clients can directly access these XML streams. In other words, they 

can receive presence information associated with other specific XMPP clients (Ming-

Ke & Yaw-Chung 2014).
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Presence information, distributed in XML streams, contains a presence state, 

addressing information and protocols to use the advertised service, if applicable. 

Addressing information is typically in the form of IP address, port number and domain 

name (Sqalli & Sirajuddin 2005). The information related to offered services can be 

recorded in more than one entry for multiple services using XML markup. Presence 

state information was initially a Boolean on/off status. It has now developed into 

multiple statuses showing an entity's ability to accept incoming requests (Saint-Andre 

2009). These statuses, in instant messaging, are categorised as online, busy, away, do 

not disturb and offline. Cloud entities implementing this protocol can advertise their 

services with an additional status indicator or metric. This indicator or metric will allow 

other entities to determine if their requests will be fulfilled promptly. 

In Cloud Computing, presence information can be used to determine the availability of 

the Cloud entities and also for monitoring purposes. XMPP servers store presence 

information and process incoming and outgoing requests. Adding a load balancer to an 

XMPP server provides the means for prioritising incoming requests and handling them

by a generic service rather than a specific entity (Hornsby & Walsh 2010).

Clustered databases are a clear example that utilise a shared-everything architecture and 

provide a copy of the data on each database node. In this case, applications requiring 

such services do not benefit from using a specific node, as the information provided is 

the same on different nodes (Zhen, Guo & Tracey 2007).

In addition to the previously mentioned functions, XMPP serves the common function 

of messaging. Resources advertise through an XMPP host in order to establish 

communication with it. Exchanging messages is similar to SMTP; i.e. messages are 

sent to the servers that deliver them to the intended recipients or the recipient's server

(Hao, Binxing & Xiaochun 2006).

Messaging in a common format facilitates communication among any resource. It also 

establishes as how the corresponding services can be used. There could be cases of 

resources on another Cloud network that do not implement XMPP. In such cases, 

usually a gateway can be used to translate XMPP to a foreign protocol in order to 
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establish communications. Establishing communication with foreign networks is 

referred to as federation. Leveraging XMPP, in this case, will provide efficient resource 

monitoring with a more effective metric collection which could result in optimised load 

balancing (Huichao & Yongqiang 2012).

Presence information is standard only to some extent. Additional pieces of information,

however, need to be included to cover deeper metrics such as CPU utilisation, memory 

utilisation, dynamic scaling, response time and network utilisation. These collected 

metrics will result in best quality of service which could also depict the availability 

view of the Cloud resource (Pawara et al. 2013).

4.4 Cloud Metrics 
One of the main characteristics in Cloud is scalability. Cloud services are able to

dynamically scale based on the real-time requirements. If utilisation is excessive and 

beyond certain thresholds, the load balancer will usually have the option of enabling

dynamic scaling for resources (Zheng et al. 2012). Depending on their requirements,

utilisation thresholds can be linked to the previously mentioned metrics as well as many 

others. Load balancers can take advantage of the metric indicating the ability to 

dynamically scale and continue sending direct requests to these resources (Fiandrino et 

al. 2015).

If the Cloud metric indicates that a resource cannot scale, more emphasis will be placed 

on the other metrics. The type of the resource is important in determining what metrics 

is relevant to study. Observing these metrics can also reveal the costs associated with 

fulfilling a request (Hataba et al. 2012).

A traditional approach with regards to load balancing monitoring solutions for the 

Cloud has been a generic, high-level kind of approach. This, however, is not an 

appropriate way of dealing with such matters (Iskander et al. 2014).

These monitoring solutions lump all transactions together and consider application 

performance as a whole. Therefore, other factors such as background tasks that can 
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affect overall performance are ignored. Those with the ability to monitor transactions 

would only collect response times.

Transaction level metrics can determine if the load balancing is operating efficiently or 

more resources are needed or specific transactions should be isolated (Aceto et al.

2012). Isolating the specific transactions using metrics other than response time, allows 

for analysis of the transaction in terms of CPU cycles and memory. These are far better 

indicators to decide on load balancing.

Additionally, optimised load balancing can highlight the activity based costing. 

Activity based costing is a concept used in accounting. Through this concept,

organisations record the costs associated with the normal business activity cycle. 

Subsequently, these costs can be linked to projects and business groups. Activity based 

costing, if combined with traced analysis, can be applied on load balancer architecture

in the Cloud. This would allow for a better understanding of the resources utilisation 

(Chaczko et al. 2011).

Each Cloud entity could have metrics to be collected for further analysis. Monitoring

the transactions performed by individual and group entities allows better utilisation of 

memory and improved CPU usage. It also provides an improved utilisation of the 

network interface connecting to the entity. This would increase availability and 

utilisation of the resource through the entiresystem (Chaczko & Aslanzadeh 2011).

The concept of trace analysis, described here, provides a complete picture of the overall

design of the possible load balancer and its components. The increased metrics would 

be very small in size and required only for intensive transactions (Shuang et al. 2014).

From a cost standpoint, however, all utilised resources should be linked to the 

corresponding transaction, i.e. a number of CPU cycles utilised at each point. This is 

because the total cost would equal to a significant amount.

Load monitoring is still a very new concept, which needs to be analysed at the 

transaction level within all entities. This includes resources and the connections 

between the resources. 
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All the Cloud transactions should be monitored by load balancer components. This 

would allow for unusual transactions to be identified, analysed and reported (Shao et al. 

2015). Consequently, availability can be increased properly where needed and financial 

burden associated with scaling can be reduced, thus benefitting the resource owner.

4.5 The Case Study: HDM Load Monitoring
Considering the Cloud metrics and presence protocol described earlier, in this section a 

new load monitoring tool is proposed which is auditing the Cloud load in a transaction 

level. 

The load balancer is embedded in a hospital data management Cloud system.

The case study is divided into two sections. The first part is describing the details of 

the novel load balancer embedded in HDM system for load monitoring. The second 

section, however, proves that the load balancing applied in HDM system is not 

optimised when dealing with large numbers of users accessing HDM simultaneously.

Consequently, the data analysis results have been refined and applied for proposed load 

balancing optimisation approaches in chapter 5 and chapter 6.

The Hospital Data Management (HDM) system is trying to optimise the data retrieval 

from multiple Clouds federated database. Figure 4.3 shows the HDM system as a 

separate entity relative to other databases, either in the same Cloud or different Cloud

systems. 

 

                                           Figure 4.3- HDM System 
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Figure 4.4- Conceptual architecture, Data CentricModel (Chaczko et al. 2011) 

The HDM system will proactively scale database resources to increase availability. 

This is achieved by identifying usage patterns from past data.

Every doctors and nurse will have access to the HDM system. The system will be used 

for retrieval of patient data including various types of images such as scans, x-rays,

audios and videos. Figure 4.4 shows the data-centric model of the HDM system.

The HDM system will allow users to retrieve their data without considering their 

location and time. This requires the system to be able to efficiently access data from 

different databases located on different nodes. The details of HDM system is provided 

in appendix, chapter 9 of this thesis.

Figure 4.5 is depicting the high-level design of the HDM database. The Resource 

manager class is the main component which is monitoring the load of the system. The 

core class is the entry class that starts the system and initialises the resource manager

activities.
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Figure 4.5- High-level HDM database design 

 

4.5.1 Load Monitoring Tool
This section is highlighting a new load monitoring tool embedded in HDM Cloud

system. 

In HDM system by applying the presence protocol, the resource management 

component, is acting as a load balancer to allocate more resources where high 

availability of the resources matter (Figure 4.6).
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Figure 4.6- HDM load balancing model (Chaczko et al. 2011)

Resource manager updates the status of all the resources. Figure 4.7 shows the snapshot 

of a resource manager while monitoring the vital status of all the resources. The load-

balancing package selects the highest resource according to the resource priority. 

Resources are continuously monitored for availability and performance. Based on these 

two factors, the resource table is updated. This is achieved by calculating the new 

priorities with significant changes in their availability and performance. High 

performing resources are favoured and moved to a higher priority. Meantime, a priority 

of l00 is assigned to unavailable resources, which means they will never be utilised.

In this resource monitoring component, the incorporated IP address traffic management 

model will observe the closest IP address to the server requestor.  IP address, 

availability and performance metrics could each be given a weighted importance to 

calculate the resources that should be allocated to the requestor. 
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Figure 4.7- System health monitoring UI

Moreover, the resource management component can visualise the health status of all 

the monitored resources. Health is determined by considering response time, utilisation

and data rate. A health colour is displayed according to traffic light indicators. Green 

health means a highly available resource while red health means low availability. If the 

status of the resource is coloured with white (not shown in this figure) it means that the 

resource is not available. 

Utilising the load balancer functionality, allows the most available resources to be 

accessible by users and as a result data access time will be decreased dramatically.

 

4.5.2 HDM Load Tolerance
To test the load balancing function of the HDM system, we have applied load testing 

tools to generate virtual traffics on HDM system.

4.5.2.1 Testing Tool
Load tolerance testing process consists of two main components, load testing tool and 

page analyser that are described below:

Load testing tools are designed to simulate online traffic generated by users. The tool 

creates virtual users who are trying to access the HDM system simultaneously. Also,

the tool can capture the speed of the page in terms of loading time from the server. This 
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feature allows the infrastructure team to understand how fast the HDM can response to 

users’ requests. (Kamra et al. 2012).

3 main types of load tests can be conducted on HDM systems which are described as 

follow:

Fixed – in this test the load remain static throughout the test. 

Ramp-up – in this test, load starts from a low level and will increase gradually 

till it reaches it’s maximum capacity.

Timeout – In this test, the load will start with high level till server goes too 

slow.

4.5.2.2 Page Analyser
The aim of the page analyser is to replicate a scenario where a user is trying to open a 

HDM page in a browser. It will then order all the web objects by their loading time. It 

provides all these information in a statistics format.

Page analyser is using colour coding to represent the following components:

Timespan for the first byte (green) 

Timespan for waiting tasks in queue (gray)

Timespan for downloading the objects (blue) 

Timespan for connection time (yellow) 

DNS lookup time (orange) 

This section illustrates all the load balancing tests that were conducted on the HDM 

Cloud based system. It tests the capability of the installed server for 4 different sets of 

users with a common scenario where: 

All virtual users are trying to access the website in 10 minutes.

All users have access to the same content on the website.

The tests have been conducted 10 times to ensure the reliability of the results for 

creating a valuable benchmark.

5 VMs with the same properties have been used in all the test scenarios. (Table 

4.1)
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For testing scenarios 10, 20, 50 and 100 virtual users are generated to create traffic on 

HDM servers. Each user tries to access medical contents which include: image.gif, 

application.Java script, image.vnd, text.htmal, text.css.

The next section depicts the results of the experiment followed by the tabulated 

analysis of the results.

Table 4.1- VM properties

VM ID VM 

Name

VM 

IMAGE 

SIZE

VM 

MEMORY

MIP CPU 

NUMBER

Bandwidth

1 XEN 1,000 256 250 2 1,000

2 XEN 1,000 512 250 2 1,000

3 XEN 1,000 256 300 2 1,000

4 XEN 1,000 512 250 2 1,000

5 XEN 1,000 512 250 2 1,000
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4.5.2.3 Load Test-10 Virtual Users

4.5.2.3.1  10 Users-Load time vs Clients Active

 

Figure 4.8- Load time vs clients active - 10 virtual users 

4.5.2.3.2   10 Users - Number of the Active 
Requests vs Clients Active 

Figure 4.9- Requests per second vs clients active – 10 virtual users 
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4.5.2.3.3   10 Users - HDM Content Type Distribution

 
Figure 4.10- HDM content type distribution - 10 virtual users 

 

4.5.2.3.4   10 Users HDM Content Load Distribution 
 

 
Figure 4.11-HDM content load distribution - 10 virtual users 
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4.5.2.4 Load Test - 20 Virtual Users

4.5.2.4.1  20 Users-Load Time Vs Clients Active
 

 
Figure 4.12- Load time vs clients active - 20 virtual users 

4.5.2.4.2 20 Users- Number of the Active Requests Vs 
Clients Active

 
Figure 4.13- Requests per second vs clients active – 20 virtual users 
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4.5.2.4.3 20 Users - HDM Content Type Distribution
 

 
Figure 4.14- HDM content type distribution - 20 virtual users 

 

4.5.2.4.4 20 Users HDM Content Load Distribution

 
Figure 4.15- HDM content load distribution -20 virtual users 
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4.5.2.5 Load Test - 50 Virtual Users

4.5.2.5.1   50 Users-Load Time Vs Clients Active

 
Figure 4.16- Load time vs clients active - 50 virtual users 

4.5.2.5.2 50 Users -Number of the Active Requests vs
Clients Active

 
Figure 4.17- Requests per second vs clients active – 50 virtual users 
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4.5.2.5.3   50 Users- HDM Content Type Distribution
 

 
Figure 4.18-HDM content type distribution - 50 virtual users 

 

4.5.2.5.4  50 Users HDM Content Load Distribution

 
Figure 4.19- HDM content load distribution -50 virtual users 
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4.5.2.6 Load Test - 100 Virtual Users

4.5.2.6.1   100 Users-Load Time Vs Clients Active

 
Figure 4.20-Load time vs clients active - 100 virtual users 

4.5.2.6.2   100 Users- Number of the Active Requests 
Vs Clients Active

 
Figure 4.21- Requests per second vs clients active – 100 virtual users
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4.5.2.6.3   100 Users - HDM Content Type 
Distribution

 

Figure 4.22- HDM content type distribution - 100 virtual users 

4.5.2.6.4   100 Users HDM Content Load 
Distribution
 

 
Figure 4.23 - HDM content load distribution - 100 virtual users 
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4.5.2.7 Results Analysis

4.5.2.7.1 Average Load Time Results
Tabulated representation of the average results for the load times is as follow.

Table 4.2- Summary of No. of clients vs average load time

No. of clients Average Load Time for 10 tests
(seconds)

10 0.315

20 4

50 44

100 109

 

As table 4.2 shows, it is clear that for 50 and 100 users who were trying to access the 

HDM simultaneously the recorded time is 44 seconds and 109 seconds respectively 

which is highly unappropriated for HDM performance. 

Furthermore, while 20 users were trying to access HDM simultaneously, the average 

load time was recorded as 4 seconds which is barely acceptable.

These results may indicate that HDM did not have any efficient load balancer to

distribute the load evenly.

4.5.2.7.2 HDM Content Type Distribution 
Results

The results for the HDM content type distribution (shown in table 4.3) for the load 

tests were observed to retain the same content type distribution percentages for the 

10 tests conducted for each of the 10, 20 and 50 virtual users accessing the HDM 

system simultaneously:
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Table 4.3-HDM content type distribution results – 10, 20, 50, 100 virtual users

Content Type Average 
content type 
distribution 
results (%) 
with 10 users 

Average 
content type 
distribution 
results (%) 
with 20 users 

Average 
content type 
distribution 
results (%) 
with 50 users 

Average 
content type 
distribution 
results (%) 
with 100 users 

Image/gif 14.29 14.29 14.29 12.50

Text/css 28.57 28.57 28.57 25.00

Text/html 14.29 14.29 14.29 12.50

Image/vnd.microsoft.icon 14.29 14.29 14.29 12.50

Application/JavaScript 28.57 28.57 28.57 25.00

Image/gif 14.29 14.29 14.29 12.50

Image/gif: 14.29%

Text/html: 14.29%

Text/css: 28.57%

Image/vnd.microsoft.icon: 14.29%

Application/ JavaScript: 28.57%

These results are in fact expected to be constant as all the scenarios are to access 

the same system which would indicate that the same data contents should be 

loaded for all the tests. However, for the load test that had 100 users connected 

showed a discrepancy when compared to the other three tests, where an Unknown 

segment was indicated by the load test tool.

A possible cause for this issue could be highlighted by the server timeout event 

which resulted in termination of the requests and left the process incomplete.

Another possibility could be related to the lack of efficient load balancer which 

caused the server to get overloaded and could not retrieve the data that users 

requested. 
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4.5.2.7.3 HDM Content Load Distribution 
Results
 

Table 4.4-HDM average content type load time distribution results – 10, 20, 50, 100 virtual 
users

Content Type Average 
content type 
distribution 
results (%) 
with 10 users 

Average 
content type 
distribution 
results (%) 
with 20 users 

Average 
content type 
distribution 
results (%) 
with 50 users 

Average 
content type 
distribution 
results (%) 
with 100 
users 

Image/gif 4.80 0.11 0.02 0

Text/css 13.76 0.49 0.06 0.02

Text/html 62.04 98.88 99.88 99.96

Image/vnd.microsoft.icon 1.98 0.07 0.01 0

Application/ JavaScript 17.42 0.45 0.04 0

As the results show (table 4.4), the average content type distribution for all the users 

are different from each other. Among the results, the test with 10 users was

inacceptable but the load time was tolerable based on the available content.

However, for the subsequent content, it is clear that the distribution was only 

dependent on Text/html processing where it didn’t allow other contents to get 

loaded. 

As the numbers of the users grow, the processing time for Text/html loading also 

increases. This is a clear proof that there is a lack of efficient load balancer that can 

distribute the load evenly. Also, table 4.8 indicates that the average user load times 

conducted in the tests were directly affected by the html load time. Thus, if this html

load time issue is solved, it is expected that the average user load time also 

decreases.
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Table 4.5- Average user load time vs average html load time

No. of clients Average load time for

text/html 

10 0.08

20 3

50 42

100 108

500 380

4.6 Overall Analysis and Proposed Solution

The results and analysis presented in the previous section depicts the need for 

optimising the load balancer functionality in HDM Cloud system.

Adding more virtual users to the system the result of the average load time was linear. 

Therefore, if more users were added on the system, the average wait time would

increase forcefully.

To address this need, two algorithms have been proposed in chapter 5 and chapter 6 

which can optimise the load balancing issues.

The following concepts have been verified in experimental chapters. The captured 

results prove a dramatic improvement in load balancing behaviour:

Applying STEM-PSO algorithm for workflow scheduling in Cloud Computing,

chapter 5.

Applying anticipatory replication algorithm, for pre-replicating the files with 

high access probability, chapter 6.

The research action study provides the experimental section with refined data set 

patterns that include the image.gif, image.vnd, text.html and text.css.

In chapter 5, as workflow data set was needed, the HDM data set pattern was refined 

and used as the data input for Pegasus software to generate the workflow model with 

size of 64 kb to 1024 kb. 
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In the second experiment, chapter 6, for replication purposes the same pattern of the 

HDM set have been applied. A job in replication scenario contains images and texts 

which were replicated in 100 copies and size were refined according to the scenarios. 

Details of the experiment have been illustrated in chapter 5 and chapter 6 of this thesis.

4.7 Conclusion
This chapter discussed applying load balancing techniques to improve resource 

utilisation and availability in Cloud Computing environment.

There are different scheduling models and policies that can be embedded into load 

balancers infrastructure. These, however, should be according to the scenario that the 

load balancer will be used for. 

Designing an optimised load balancer, the network structure or topology should be 

taken into consideration which could result in a different range of prices. Use of 

message oriented architecture as a middleware model was shown to improve the load 

balancing in distributed networks. Utilisation of messaging techniques, XMPP, allowed 

resources to be monitored efficiently. It also enhanced the availability of the Cloud

resources.

In this chapter as a case study, HDM system was investigated. In the first part, a novel 

load monitoring tool was depicted. Applying the presence protocol, the load balancer is 

capable of capturing the health status of the resources. Therefore, it could optimise the

load balancing by distributing the load evenly between available resources. As a result,

minimum access time could be achieved.

In the second part, load tolerance of the system was tested through simulation. 10, 20, 

50, and 100 virtual users were created to use the HDM system simultaneously.

Analysing the load, the access time for these users were increased dramatically which 

made the resources unstable. Therefore as a solution, two load balancing optimisation 

methods have been proposed in chapter 5 and 6. The case study provided the required 

data patterns to be applied in experimental sections of this dissertation.
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II. Contribution to Research
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Chapter 5

STEM-PSO Based Task Scheduling 
Algorithm

“The engineering is secondary to the vision.”- Cynthia Ozick-1928

In this chapter, a new load balancing algorithm is introduced that applies “Generalized 

Spring Tensor” (STEM) model and Particle Swarm Optimisation (PSO) to optimise the 

total execution time of tasks in the workflow applications.

The key objective of applying the PSO method is to minimise the total tasks execution 

time by verifying the load fluctuations of the interconnected tasks. The variance of the 

algorithm considers factors such as load variations (fluctuations) and optimisation of 

the data retrieval time.

The proposed model is validated by applying five workflow structures with different 

data block sizes. The results are compared with HEFT (Heterogeneous Earliest Finish 

Time) algorithm that is described in chapter 2, section 2.4.1.2.

The outcome of the experiment confirms the suitability of the optimisation method:

1. Makespan can be 2 times efficient compared to “HEFT”.

2. Better CPU and Memory usage can be achieved than “HEFT”.
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5.1 Introduction
This chapter describes the design of the heuristic algorithm that uses PSO and STEM

(described in chapter 3, section 3.4.2). The model optimises the load balancing method 

by minimising the total execution time.

In the Cloud architecture, in order to manage the allocated tasks, there is an application 

scheduler designed to balance the workload between available resources. By analysing 

the memory usage, processing duration and data access time, application schedulers 

maximise the resource utilisation.

As discussed in previous chapters, various algorithms have been designed for optimal 

load distribution between available resources. Particle Swarm Optimisation (PSO) is 

one of the load balancing algorithms that was introduced by (Kennedy & Eberhart

1995).The algorithm is focusing on the social behaviour of the particles in one 

population. Each particle obtains the best local position and the best global position in 

the entire population.  

In the proposed method, each task considers as a single particle in a larger population. 

Chosen particles are controlled by their velocity, direction and magnitude. The novelty 

of the proposed model can be highlighted by projecting the load fluctuations between 

the parent tasks and the child tasks in a workflow application. This load aims to project 

the optimal mapping of the tasks on available resources.

The experiment presented in this chapter combines PSO model and STEM algorithm to 

project the global perception of the workflow application load. The analysis aims to 

distinguish the fluctuation of the load between dependent tasks in a workflow 

application. The results of the experiment confirm the applicability of the STEM-PSO 

model in Cloud Computing domain.
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5.2 Load Balancing Problem Formulation
In Cloud Computing, load balancing is one of the major challenges that play an 

important role in defining the performance of the Cloud system. Without having an 

effective load balancer, some resources will be under-utilised and some of them will be 

over-utilised. Hence, to design a competent balanced system, main elements such as 

load estimation, load comparison and interaction between tasks and resources should be 

considered.

As mentioned earlier, the main objective of our experiment is to minimise the total 

workflow execution time which includes minimising the makespan element by 

considering the load fluctuations between dependent tasks. 

Workflow applications enable users to perform their multi-step processing task. 

Workflow patterns have been applied in different scientific fields that mainly help users 

to retrieve and analyse workflow data in the shortest time.

Workflow model captures the hierarchical order of the tasks’ execution. In order to

formulate our optimised load balancing model, workflow application is examined as a

Directed Acyclic Graph as shown in Figure 5.1 on page 103.

In the presented graph, the nodes define the tasks and the edges denote the 

dependencies between tasks and their neighbours. is a root task. It generates input

data for , the child task.

In this experiment, for creating workflow data inputs we have used open source 

software called Pegasus. Pegasus is adapted to generate workflow schemas. The 

schemes have been used for testing the algorithm. Depending on the environment such 

as desktop, grid or Cloud, Pegasus creates different workflow applications that can be 

easily executed. Pegasus automatically provides the data required for tasks executions

(Lee et al. 2008).
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Figure 5.1- Example of workflow modelling

The model of the algorithm is formulated using the following parameters:

The graph is presented as = ( , ).= {1,2, … } shows the set of tasks where  is the number of tasks.= denotes the load weight and the information exchange between task 

and . presents the load weight between task and .

We consider  , = {1,2,3, … } as the bandwidth value between two nodes, 

where  is explaining the number of nodes.= {1,2, … , } represents k computing resources.  indicates the amount of data that the task assigning to processor .

 and are the processors memory and CPU capacity.

Based on the introduced value in above section we calculate:

     ( ) =  (5.1)

denotes the task execution time where is 1 if task is assigned to processor 

otherwise 0

The total task transferring time can be presented as equation (5.2) where  is 

1 if task is assigned to processor k  ( 1) and task  is assigned to processor  for scheduling otherwise 0.( ) =  (5.2)
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To validate the performance, in our proposed method, by calculating the load 

fluctuation as (described in details in next section) we aim to minimise the total 

execution time (equation 5.3):                                          ( ) =   ( ) +  ( ) + ( ) (5.3)

Subject to = 1, = 1, …
= 1, , = 1,2, . . , ,

, {0,1}, , , ,
As explained above equation (5.1) and (5.2) are representing the total task execution 

time and total task transforming time. Considering these two factors, equation (5.3) is 

trying to minimize the total task execution and transformation time by considering the 

fluctuation of the load calculated through STEM algorithm.

5.3 STEM-PSO Scheduling Algorithm
In this section, the proposed STEM-PSO is described in details. The algorithm aims to 

minimise the total execution time by optimising the particle swarm technique using 

generalized spring tensor model. 

5.3.1 Particle Swarm Optimisation
Particle Swarm Optimisation (PSO) is a heuristic algorithm proposed by Kennedy & 

Eberhart (1995). PSO was imitated by the social behaviour of birds and it was initially 

applied for balancing the weights in the neural network, but soon it was recognized as a 

great optimiser.

In a PSO scenario, different populations exist. Each population consists of diverse

particles or individuals with magnitude and direction. Particles also have a fitness value 

that will be evaluated and optimised in each generation. The performance of the 

particles could be easily measured by their fitness value (Elshamy 2012).
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The particles know their best local position ( ) and the best position among the 

entire population ( ). Considering the particle’s   and , in each 

movement, the particles will adjust their own current position   and velocity .

It should be mentioned that particles’ positions and velocity are initiated randomly. 

Applying equation (5.4) and (5.5) the position and velocity of the particles will be 

updated respectively (Clerc 2006).

= + + ( ) (5.4)= + (5.5)  depicts the velocity of the particle i in iteration k while explains the velocity 

of particle i at iteration k+1. Position of the particle at iteration k and k+1 are shown as , .

1, 2 are cognitive learning factor and  indicates the inertia weight while and  are random numbers between 0 and 1.

In our case, we explain the particles as the individual tasks that should be scheduled on 

available resources and the dimension of the particles are representing the number of 

the total tasks in a workflow. 

According to the number of iterations, particles will move with the light of 

and  . When the iteration stops, and fitness value are depicting the optimal 

scheduling strategy. 

5.3.2 STEM Algorithm 
In this work, PSO algorithm was extended, by applying Generalized Spring Tensor 

(STEM) model to minimise workflows' total execution time. STEM was originally 

proposed to project the fluctuation of the load between proteins in the human body

(Chaczko et al. 2009). This algorithm has Coarse-grained mathematical structure which 

is composed of two main sub-models:
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Gaussian Network Model (GNM) 

Anisotropic Network Model (Uchechukwu, Li & Shen)

GNM is designed to predict the magnitude of the load and ANM mainly calculates the 

direction of the load. 

GNM will be effective if there exists a certain dependency between tasks. This 

dependency can be explained by Kirchhoff Matrix (Lanoe, Le Maguer & Ney 2009)

illustrated in equation (5.6) where r presents the cut-off distance.

= 1      ,0       , >
, =                                              (5.6)

ANM, on the other hand, is applying Hookian method to simplify the measurement of 

the load direction. To evaluate the interactions between two nodes, ANM applies a

matrix with N × N super element, where each element is a 3 × 3 tensor and H is the 

interaction tensor between i and j.
H = H , H ,H , H ,                                            (5.7)

ANM and GNM as two main Coarse-grained algorithms have their own advantages and 

disadvantages. Although they don’t need energy minimization, ANM only considers

the direction of the load and GNM calculates the magnitude of the fluctuation.

Thus to overcome the limitation of ANM and GNM, STEM was proposed to address 

the direction and magnitude of the fluctuations (Song 2012).

Workflow applications consist of collections of tasks with a variety of associated 

threads, commands and functionalities. Each of these tasks starts and finishes by a 

certain time.
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The STEM algorithm recognises the workflow tasks as individual nodes; connected to 

their neighbours with a single spring. 

Tasks in a workflow model have three main characteristics:

Tasks levels, start-time and finish-time are the main specifications of the tasks that 

have been applied into STEM mathematical model. Algorithm 5.1 is describing the 

STEM process in more details. 

Figure 5.2- STEM workflow parameters (bond, angle, dihedral, non-local interaction)

The magnitude and direction of the workflow load are evaluated in first stage of the 

STEM algorithm. For this purpose, the following parameters are needed. As Figure 5.2

shows, the first derivative values for the below items are measured. Table 5.1 is 

illustrating the elements in more details.

Chain connectivity (r), is the radial length between neighbouring nodes. In 

workflow model, it refers to the difference between finishing time and starting

time of a task.

Angle ( , ), is the bonding angle between neighbouring nodes. In workflow 

application it is refereeing to the difference between tasks levels.

Bond dihedral ( ), is the dihedral angle between neighbouring nodes. In 

workflow application, it is highlighting the difference between execution 

lengths of the connected tasks.

Non-local interaction ( ), is following the radius of the non-neighbouring

nodes. In workflow application, it is defining the difference between tasks 

levels.
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By considering the above description, the first order derivative values for bond, angle,

dihedral and non-local interactions between nodes can be calculated using equation 

(5.8).

V(X, X  ) = Bond V (r, r  ) + Angles V ( ,  ) + Dihedral V ( ,  )+ Non Local V r , r ,  .                                                               (5.8)
 

Table 5.1- Interpretation of bond, angle, dihedral and non-local connections between 
tasks on workflow model (Aslanzadeh & Chaczko 2015).

Model Description 

 
Bond: This parameter is defining the chain 

connectivity between tasks in a workflow model. It 

mainly highlights the potential connections between 

a task and its neighbours.

 
Angle: This parameter defines the angles between 

tasks in workflow model. The angle can be 

interpreted as the interval between finishing time of 

one task comparing with starting time of the 

neighbouring task. 

 
Dihedral: The parameter describes the location of 

the tasks after they forced by external load. Torsion 

can disconnect the current connections between two 

nodes and it can substitute that with a new relation

between non-neighbouring nodes.
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Non-local interaction: The parameter is defining the 

task’s connectivity with other tasks through non-

local interactions. With this model it is implied that, 

the force of changes between non-neighbouring tasks 

can be calculated. 

The final step involves calculations of Hessian matrixes values. In order to calculate, 

the second derivative, the summation of the second derivatives of “bond, angle,

dihedral and non-local interaction” between tasks should be considered using equation 

5.9, described in Algorithm 5.1.

Algorithm 5.1 - STEM algorithm details

Step 1: Capture the level, start-time and finish-time of each task in a workflow 

application

Step2: Determine the Go-Like potential by calculating the first-order derivative of the 

chain connectivity, Angle, Bond dihedral and non-local interaction  values (5.8)

The force parameters are applied to the following term:( , ) = (r- ) + ( ) + { [1 (
)]+ [1-cos 3 ( )]}+ [5( , )-

6 ( , ) ]    where = 0.36, =100 , = 20 , = , = 0.5 (Clementi, 

Nymeyer & Onuchic 2000)

Step3- Obtain the Hessian Matrix values: the second order derivatives of the chain 

connectivity, bond bending, dihedral and non-local interactions

=
( , ) ( , ) ( , )
( , ) ( , ) ( , )
( , ) ( , ) ( , )

+
( , ) ( , ) ( , )
( , ) ( , ) ( , )
( , ) ( , ) ( , )

+
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( , ) ( , ) ( , )
( , ) ( , ) ( , )
( , ) ( , ) ( , )

+
, , , , , ,
, , , , , ,
, , , , , ,

(5.9)

Step 4: the derived value determines the magnitude and direction of the load in a 

workflow application.
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5.3.3 The Fundamentals of STEM-PSO
In our scheduling model, we have n dependent tasks that should be assigned on m 

processor, the position of the each task, = , , … , are determined by equation 

(5.4) and (5.5). The result of these functions should be converted to discrete values 

rather than continues values to determine the PCs needed to execute the task. To satisfy 

this goal small position values (SPV) function has been applied to convert the position 

values to discrete vectors ( ) = ( , , … , ).

In this model, there are n dimensions to assign n tasks on m processor with a main 

fitness value to minimise the total task execution time. ( ) =   ( ) +  ( ) + ( ) (5.10)

The STEM-PSO algorithm is summarised as follow:

Algorithm 5.2– STEM-PSO algorithm details
 

1. Initialise the population: define the random location and velocity of tasks in the 

population.

2. Convert continues position values to discrete vector using SPV method.

Continues position vector of = [ , , , … , ] should be converted to 

dispersed vector of  = [ , , , … , ].In last step each vector of should 

be mapped into vector = , , … , using =   + 1
3. For each particle calculate the  (5.1) ,  (5.2), (Algorithm 5.1)

4. For each particle calculate the fitness value (5.3)

5. If the new fitness value is better than current, update the value.

6. Select the best particle as 

7. For all particles update the velocity and position using equation                    = + + ( )                    = +
8. If maximum iteration is not satisfied then

8.1 Go to step3

Else
8.2 End
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5.4 Experiment Results
We have implemented our proposed scheduling algorithm by simulating a Cloud

network domain through developing an application using Java programming and 

Jswarm package. 

In this application, “Broker” is the main class which is using “bindTasksToPC” method 

to allocate the tasks on available resources. Jswarm, also, helps in optimising the tasks 

arrangement through PSO algorithm. In our proposed algorithm “bindTaskToPC” 

assigns tasks on resources based on Jswarm optimisation functions. A detailed 

description of the implementation is noted in the appendix, section 9.1.2.

The simulation environment that conducted the experiments has i5 processor, 4GB 

RAM and 500 HDD. We configured 4 PCs (PC1-PC4) as the main resources for task 

allocations. Figure 5.3 is depicting sample tasks that could be allocated on these 

resources. We modelled the PSO algorithm with 25 particles and 30 iterations.

Moreover, Pegasus workflow management has been used to generate the input data. 

The size of the workflow varies in the range of 64-1024 MB.

The main evaluation component for this experiment is the total tasks execution time. To

compare the performance of our proposed algorithm CPU utility and memory usage 

rate were also considered for analysis.

 

Figure 5.3- Sample tasks allocations on (PC1-PC4) 

PC1 PC2 PC3 PC4 

T1 T3 T2 T4 
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The result of the STeM-PSO optimisation algorithm is compared with Heterogeneous 

Earliest Finish Time (HEFT). 

HEFT is a heuristic scheduling algorithm that can be applied for scheduling a set of 

dependent tasks on available resources. To complete the scheduling of a workflow 

application, HEFT considers both execution time and communication time between 

each connected tasks. Generally HEFT algorithm gives priority to all the workflow 

tasks based on their finishing time. When all the tasks are prioritised, the task with the 

highest priority will be scheduled on the first available resource. 

5.4.1 Total Execution Time
Figure 5.4 presents the total time execution of the workflow. Increasing the workflow 

size, it appears that STEM-PSO is performing better than HEFT algorithm. The results 

show that the makespan calculated by STEM-PSO increases much slower than HEFT. 

STEM-PSO achieves at least “2 times” lower makespan for 1024 (MB) workflow size.

The fact describes clearly that STEP-PSO algorithm is more efficient in terms of 

completing the workflow tasks (Sizes between 64 to 1024 MB) in minimum time. 

The STEM-PSO calculates the tasks’ execution time by considering their dependencies 

and load fluctuations. In workflow applications, each task can have load magnitude and 

direction that may vary during the execution. However, HEFT only considers the tasks’ 

dependencies. In HEFT algorithm, mappings of the tasks on available resources only 

have been calculated through local values without considering the load variations.

Figure 5.4- Comparison of total execution time between STEM-PSO and HEFT 
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5.4.2 CPU Load and CPU Time 
We calculated the distribution of the workflow tasks onto 4 available resources (PC1-

PC4) for 5 various data size (64-1024 MB). Table 5.2 is showing the details of the CPU 

utilisation of the workflow tasks applying the STEM-PSO algorithm.

Table 5.2 -CPU load utilisation rate using STEM-PSO

CPU utilisation

Workflow Data 

Size(MB)

PC1 PC2 PC3 PC4

64 33.23% 24.00% 25.61% 17.16%

128 50.87% 20% 16% 13.13%

256 30.76% 15% 40% 14.24%

512 36.25% 19.21% 27.67% 16.87%

1024 20% 37% 15.5% 27.5%

According to the above table, we compared the average CPU utilisation of STEM-PSO 

and HEFT algorithm, Figure 5.5.

Analysing the results it is clear that using STEM-PSO, CPU is more utilised than using 

HEFT algorithm.

Figure 5.5- Comparison of total CPU time between STEM-PSO and HEFT 
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5.4.3 Memory Rate
In this experiment, the maximum memory rate with different values has been set to 

evaluate the performance of our proposed scheduling model. In this experiment 

different categories of memories have been considered:

1. Cache memory: This memory is functioning at the speed of CPU

2. Physical memory: This memory is operating slower than CPU

3. Virtual memory:  This memory is the one that we need to check it’s rates which 

is running on the virtual machine and it is much slower than CPU.

According to memory rate ranges from 50 to 100 (Seconds), the analysis determines 

that STEM-PSO algorithm perfumes more efficiently under different load levels.

Considering graph 5.6, the analysis shows that the proposed method utilises the 

memory rate more efficiently than HEFT under load balancing condition.

Figure 5.6-Comparison of total memory utilisation rate between STEM-PSO and HEFT
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5.4.3.1 Workflow Soft Error Rates
To analyse the fault tolerance of the proposed algorithm we have applied soft errors on 

system’s memory to evaluate the output results of the STEM-PSO experiment. 

Soft errors usually refer to the events that could change the instructions of the program 

or the data value. In other words, soft errors will have an impact on data only and they 

won’t corrupt the system’s hardware.  Some of the soft errors could mitigate by a cold 

reboot of the system. In our experiment, we have applied system-level soft error to test 

its effect on output results. These errors usually refer to an event when noises applied 

on a data bus and corrupt the data that is under process. In fact, the computer read the 

noise as data bits which can create errors in computing the data inputs. Therefore to 

apply the soft errors on memory rate we have a tool introduced by H.Belhaddad (2006)

and K.Tanaka (2009) to generate soft error rates for selections of the memory blocks. 

5% and 10% error rate have been applied for this scenario. 5% error, replicates the 5 

events memory failure for 100-megabyte memory and 10% error interprets the 10 

events memory failure for 100-megabyte memory. The results of this analysis have 

been depicted in table 5.3.

As the results indicate there is a dramatic difference while noise have been applied on 

memory blocks, therefore as future work of this research, to mitigate these soft errors, 

new error controllers will be applied to STEM-PSO software.

Table 5.3-Analysing the impact of soft error rates on Memory rate

Workflow size(MB) 5% Soft error, 
Memory Rate/STEM-
PSO

10% Soft error, Memory 
Rate/ STEM-PSO

64 0.51 0.48
128 0.39 0.36
256 0.49 0.45
512 0.40 0.37
1024 0.63 0.58
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5.5.4 Comparison of STEM-PSO Results
Table 5.4- Total workflow execution time applications using STEM-PSO and HEFT

Table 5.5- CPU utilisation rate of workflow applications using STEM-PSO and HEFT

Workflow size(MB) CPU Time – STEM/PSO CPU Time /HEFT

64 5.23 8.62
128 7.14 9.17
256 11.08 20.28
512 17.34 26.78
1024 24.69 51.94

Table 5.6- Memory utilisation rate of workflow applications using STEM-PSO and HEFT

Workflow size(MB) Total execution Time 

STEM-PSO (Second)

Total execution Time 

HEFT/Second

64 32.6 65.7

128 43.7 89.4

256 58.4 117.3

512 73.9 152.9

1024 97.5 195.7

Workflow size(MB) Memory Rate/STEM-
PSO

Memory Rate/HEFT

64 0.56 0.54
128 0.42 0.63
256 0.52 0.55
512 0.44 0.61
1024 0.68 0.73
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5.5.5 Experiment Analysis 
Evaluating the results the following points are determined:

Impact of STEM-PSO on total workflow execution time

STEM-PSO estimates the total execution time of the workflow by a mean of 

52.15 across 64-1024 (MB) workflow applications with a 22.85 standard 

deviation shown in Figure 5.4. It can be observed that the total execution time 

has been improved by the average of 49% comparing with HEFT data. This 

highlights the significance of STEM-PSO in optimising the performance of the 

load balancing in Cloud systems.

Impact of STEM-PSO on CPU usage

STEM-PSO depicts CPU usage of the STeM-PSO by a mean of 13.09 across

64-1024 (MB) data with a 7.96 standard deviation shown in Figure 5.5. The 

results show that STEM-PSO algorithm improves the CPU-usage by 43%

compared to HEFT algorithm.

Impact of STEM-PSO on memory rate

STEM-PSO optimised the memory rate by a mean of 0.52 across 64-1024 (MB) 

with a 0.10 standard deviation shown in Figure 5.6. The results show that the 

STEM-PSO algorithm improves the memory rate by 14% compared to HEFT 

algorithm.

In summation, the combination of PSO algorithm with STEM optimised the 

total execution time, CPU usage and memory rate of the workflow applications. 

The reason for these improvements can be highlighted as the capability of the 

STEM-PSO algorithm to calculate the fluctuation and magnitude of the load 

between interrelated nodes.

Applying the heuristic methodologies, STEM-PSO could enhance the load 

balancing by improving the resource utilisation. As a result, availability of the 

system could be increased greatly.
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5.5 Conclusion
Load balancing is one of the key factors in increasing the performance of the Cloud 

Computing. As Cloud resources are distributed widely, it is necessary to have an 

optimised scheduling algorithm to distribute the load evenly between available 

resources and prevents the resources to be overloaded or under loaded.

Different load-balancing algorithms have been proposed for scheduling the workflow 

applications in Cloud Computing. Although the approaches tried to optimise the 

scheduling process, magnitude and direction of the load between dependent tasks were 

not considered. This issue can make the result less accurate. 

To address this shortcoming, a heuristic scheduling algorithm has been presented in this 

chapter which is designed based on “general spring tensor model” and “particle swarm 

optimisation”. 

The objective of the proposed model is to minimise the total execution time by 

considering the magnitude and direction of the load changes in workflow application. 

In fact, the algorithm is an optimisation model which minimises the task execution time 

and improves the resources utilisations.

To implement the proposed model, a Java based application has been developed.

Comparing the results with HEFT algorithm, the analysis shows that STEM-PSO 

significantly reduces the executing time of the workflow tasks. Furthermore, the 

proposed method optimises the CPU and memory usage in compare with HEFT 

algorithm.

As a future work, it is possible to improve our proposed load balancing method to not 

only optimise the task scheduling, but also improve the energy consumption and 

service level agreement. Moreover, the experiments need to use a wide range of data set 

inputs for data analysis. The workflow applications in real Cloud network are larger 

than what is used in our experiment. Therefore, as a future works the experiment needs 

to consider the impact of the larger workflow applications with more complex data 

structure.
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Chapter 6

Load balancing & Data Replication 
Strategy
 

“Engineering is achieving function while avoiding failure”- Henry Petroski-1966

This chapter focuses on optimising the Cloud load balancing through replication 

strategy. The thesis introduces a novel dynamic data replication method that is 

functioning based on anticipations to create the pre-replicas for future needs of the 

sites. The method optimises load balancing by increasing the data availability among 

the existing sites.

6.1 Introduction
Cloud Computing can process intensive applications (scientific functions) across 

heterogeneous environments. However, computing scientific applications need the huge 

amount of data which could pose more loads on the network (Chiba et al. 2010).

Although different resources could be dedicated to complete the tasks, there should be a 

load balancing mechanism which can distribute the load proportionally between the 

available nodes. 

Proper load balancing techniques can minimise the access latency while increasing the 

availability. Through load balancing, nodes will be controlled and prevented from 

overloading and as a result system throughput will be enhanced (Sreenivas, Pratha & 

Kemal 2014). 
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To solve the load balancing issue, replication approach is suggested as one of the load 

utilisation methods that can minimise the data access time (Dobber et al. 2009). 

Replication creates several data copies among the existing sites which dramatically 

impact the load balancing performance. Distributing different replicas among available 

sites, replication can effectively enhance data availability, system reliability and fault 

tolerance.

Replication is controlling the bottleneck in query processing. When a site is accessing a 

file remotely for several times, it would be more beneficial and more cost saving to 

replicate that file for site’s local access (Vu, Lupu & Ooi 2010). Additionally 

replication can minimise the access time. As the files would be accessed locally, 

communication cost would be reduced. Therefore integrating load balancing and 

replication together could be the essential factors of any Cloud systems architecture 

(Yamamoto, Maruta & Oie 2005).

Considering replication techniques, it is important to recognise which files should be 

replicated, when replication should be created and where replicas should be stored (Ben 

Charrada, Ounelli & Chettaoui 2010). Generally replication could be categorised into 

two groups of static and dynamics:

Dealing with static replication, the replica locations are pre-defined and are 

unchangeable. Also, the created replicas can't be deleted unless the user deletes them 

manually (Loukopoulos & Ahmad 2000). The static data replication methodologies are 

not adaptable to any real time changes; therefore they are not suitable for processing the 

data-intensive applications.  

On the other hand, dynamic data replications are more flexible to real-time changes and 

replica statuses are monitored automatically. 

Furthermore, dynamic data replications are more beneficial in terms of data access cost. 

By dynamically replicating the required files across the data centres, data access cost is

minimised while data availability is revamped (Nader-uz-zaman et al. 2014).
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This chapter is proposing a new replication algorithm, called Smart Dynamic Data 

Replication (SDDRC). The algorithm monitors the access history catalogue to manage 

the existing replicas and anticipate the needs for creating pre-replicas for future needs.

Analysing the algorithm’s performance the response time, access latency and number 

of replicas were dramatically decreased. 

6.2 Problem formulation
Replication techniques have a dramatic impact on the performance of the systems. 

However, it could be costly if proper replication methodology is not selected.

Therefore it is challenging to understand when replication is necessary, which files 

should be selected for replication, where the replicas should be stored and how the 

replicas should be synched with the original files (Weixiong et al. 2013).

LRU (Least Recently Used) and LFU(Least Frequently used) are popular heuristic 

examples of data replication methods that have been applied in different Cloud

systems. Although the LRU and LFU can reduce the data access time but these 

replication methods are not aware of the users’ future needs (Zhan-sheng et al. 2008).

In order to address the LRU and LFU limitations, there is a need for designing a smart 

algorithm that can anticipate the future needs of the sites and pre-replicate the data.

Pre-replicating the required data, the algorithm should effectively minimise the job 

execution time and enhance the effective network usage so as a result load balancing 

would be improved.

Given the circumstances, in this research a novel algorithm has been designed that can 

predict the future needs of the existing sites. Based on data access catalogue, the 

algorithm is able to anticipate the data with high access probability that could be

needed in future.
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6.3 Proposed Methods
Pre-replication can increase the data availability and robustness of the Cloud systems 

and hence requested jobs can be completed with minimum execution time and high 

network usage output.

6.3.1 SDDRC Architecture Design
Figure 6.1 illustrates the high-level architecture of the proposed replication system. In 

this architecture, according to the optimal network transmission rate, job broker will 

allocate the requested jobs on the first available site. 

Each site consists of data computing /storage node which is responsible for performing 

the job and storing all the required data. Also within each site, there is a replication 

manager component that is managing the files’ access histories and it defines whether 

the requested tasks can be completed locally or remotely. 

Additionally all sites are connected to the Global Replica Management System 

(GRMS). GRMS is creating the replicas if beneficial. GRMS consists of two main 

components: global data catalogue that stores the global access patterns and the pre-

replication engine that anticipate the replication needs of the sites. If sites don't have the 

required files to complete the task, they sent the signal to GRMS to provide them with 

the required replicas. Then in next step, if beneficial, GRMS will send the replicas 

along with their adjacent files for future access of the site.
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Figure 6.1– High level SDDRC system architecture

The main novelty of the proposed algorithm could be highlighted by GRMS 

component. As described above, GRMS is responsible for creating and replacing the 

replicas and pre-replicas. Figure 6.2 explains the internal architecture of GRMS.  The 

main elements of GRMS are described below.

Computing/Storage node: computing element is responsible for running the 

submitted task which stored in the queue.

When sites request a file that is not stored locally, a copy of a requested file will 

be stored in the storage area.

Pre-replica creation engine: this component is responsible for managing and 

creating the pre-replication data that may be requested by sites in future. In this 

block, prediction engine would access the data catalogue to find out the data 

access patterns. It would then anticipate the data with high access probability. If 

pre-replication is beneficial, adjacent files of the requested data also will be pre-

replicated. 

Replica catalogue: when replica engine found the data that should be pre-

replicated, it stores the name and physical location of that replica in the 

replication catalogue.
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Replica updating component: It is responsible for creating the actual replicas. 

By accessing the replica catalogue, this component will select the best replica 

with minimum communication cost. 

Figure 6.2- GRMS high-level architecture

6.3.2 SDDRC Algorithm
The previous section depicted the high-level architecture of the system. In this section,

the details of the proposed algorithm will be explained. SDDRC algorithm is 

constructed on the basis of the following assumptions:

For predicting the future replication needs, past sequence of access patterns 

should be available in the data catalogue. 

The threshold for   is 40.

The threshold for the maximum number of accessing the file is 10.

The detail of the algorithm is provided below:

When jobs are submitted to the system, the job broker will allocate them on available 

sites.

Each site consists of a computing storage manager which is responsible for analysing 

the required files for completing the jobs. If the computing storage manager finds that, 

the site has the required files then the job will be complete locally within the site. 
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Figure 6.3- GRMS tier insertion 

Otherwise, computing storage manager will send a request to GRMS and ask for the 

required replica.

When GRMS receives the replication request, it will start looking into the stored 

catalogue to check the sites access patterns.

To store this access pattern, we have applied the same tier architecture proposed in 

(Foster et al. 2001). Figure 6.3 is depicting the way that the tier structure stores the 

access pattern. 

GRMS as a root of the tier will monitor the number of the sites and will store their 

names. This is noted as layer 2 of the tier. Layer 3 then, stores the existing files located 

in each site.  

"File name, the latest time that the file has been requested and a number of times that 

the file has been accessed will be stored in each leaf of the tier. Additionally, each site 

has a pointer that indicates to the last file that has been accessed in the site.

When sites accessing their replica, GRMS calculate the last time that the file has been 

requested. If   > threshold, it means that a new sequence line 

should be added under the site's name. 
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Otherwise if   < threshold, it would be considered as a 

successive file and the child will be added to the end of the last sequence.  The details

of the file insertion procedure into tier structure has been explained in Appendix, 

section 9.1.3.1.

When computing storage component of the site notifies GRMS to find a replica, GRMS 

will start looking at the access catalogue to find a required file. GRMS should search in 

the catalogue to find the required file. Also it should consider the communication cost 

between the site that has the file and the site that needs the file.

Therefore to find out which site has the file, “A*” search algorithm have been applied 

to find the shortest path with minimum communication cost. A* is a popular searching 

algorithm for finding the best-first shortest path which satisfies evaluation function. A* 

search algorithm will use heuristic approaches to avoid the path that has more 

expensive costs.

In A* the evaluation function will be :

( ) = ( ) + ( ) (6.1)

( ) explains the cost for finding the file. ( ) describes the heuristically estimated 

cost from the source to the destination. Hence, A* algorithm will find the target file by 

considering the transfer cost of the required file shown in equation 6.2:

 =       (6.2)

A* algorithm will retrieve the file with minimum communication cost. If A* couldn’t 

find any files that satisfy the condition it will return 0. Then GRMS will notify the site 

that the replication is not beneficial and job completion should be done remotely with 

the site that has the file.
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To satisfy the anticipatory behaviour of the algorithm, GRMS will store the replica 

name and will look for the children of the file. 

If (     ) > threshold then it will add the child for pre-

replication. Depending on the location of the replica and based on the business rule that 

is designed for this algorithm, GRMS will search 3 tiers after the replicas location and 

will select the file with the highest access pattern for pre-replication. If the required 

replica doesn’t have any child it will retrieve 0 and will exit the algorithm.

Then in the last step of the algorithm, GRMS will start transmitting the replicas and its

adjacent to the site that requested the files. Then replacement procedure will start.

For this replacement procedure, “Most Recently Used” algorithm (MRU) has been 

applied. The computing storage of the file will check if it has enough capacity for 

storing the received files. Otherwise, it will check the first stored replicas. 

If (current time) - (last access time) > threshold then it will remove the old 

replica and insert the new replica received from GRMS. If still there wasn’t enough 

space for storing the new replica the computing storage will continue removing the old 

replicas until there are enough spaces for the new replicas. The detail of the algorithm 

is shown in algorithm 6.1 and algorithm 6.2
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1. {GRMS Store the access patterns as follow: “requested file name, requested time, 

and number of accessing file” }

2.     { Site request a file

3. Search the history catalogue

If the requested file exist in local server

{then 

retrieve the file and exit algorithm

                    else

4. A request will be sent to GRMS. 

5. A* search will be initiated in catalogue history to find the physical location of the 

file

5.1 Between all the available files,  calculate the communication cost and

                        select the file with minimum value

                     communication cost =          
5.2 For the selected replica

5.2.1 check if it is beneficial to pre-replicate its adjacent files 

                                      {    

                                                                  check if the file  has hierarchy

                                                                          {then

                                                                             If there exist only one child

                                                                                      {  Then

                                                                                                  replicate and exist

                                                                                     else

                                        {                                               

For 3 tiers after the replica  

select the child with 

maximum access number

}

                                                                             

                        5.3 retrieve selected replica & its adjacent}

                        exit

Algorithm 6.1- SDDRC Algorithm 
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MRU process:

{

1. For each new received replica

2. {

3. If the new received replicated file.size < available storage in target server

4. Insert the first replica

5. Else {

5.1 calculate the difference between current time and last time 

that file has been accessed

5.2 Select the file with minimum access number 

5.3 Delete the file

5.4 go to step 3 }

}

Algorithm  6.2- Most Recently Used Replacement Algorithm
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6.4 Results and Analysis
To evaluate the performance of our proposed algorithm Java programming has been 

used to extend the Cloudsim simulation tool. A detailed description of the Cloudsim 

tool is illustrated in the appendix, section 9.1.3

Cloudsim is an open source simulation package developed in Java language by the 

University of Melbourne. It is mainly developed to study the effectiveness of different 

optimisation algorithm in Cloud Computing.

In Cloudsim, we have several sites containing several virtual machines and storage 

elements. The broker is responsible for scheduling the requests on available resources. 

Each site has a replica manager that handles the automatic replica creation and deletion. 

Different jobs could be submitted to the broker to be assigned on available resources. 

The order in which the tasks should be assigned on available resources is determined by 

the following four main access patterns:

Sequential: in this access pattern the files are considered as successive request 

and will be assigned in order.

Random: files are accessed randomly.

Unitary random walk: by random direction, the files are selected in a way that 

the successive files are exactly one element away from the previous file. 

Gaussian random walk: similar to unitary random walk with a difference that 

the files are selected in a Gaussian distribution.

In order to evaluate the results, SDDRC has been compared with LRU and LFU 

replication algorithms. These algorithms are replicating the files based on deleting the 

least recently used or least frequently used files.

The algorithms have been tested in four patterns: sequential, random walk, random 

access, random Gaussian access. 

The experiment has been simulated by deploying 3 data centres, with five sites. Each 

site contains five VMs with 100 jobs (The same VM properties as shown in Table 4.1, 
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section 4.5.2.2). The minimum bandwidths between VMs are 45 Mbit/s and maximum 

bandwidths between sites are 10000 Mbit/s with total 10 rounds of experiments. These 

inputs have been hard coded in Cloudsim and will be created in runtime, Figure 6.4 and 

Figure 6.5.

The performance evaluation metric that have been applied in the simulations results 

are:

Mean Job execution time, effective network usage and the total number of replications

that are described in details in next section.

 

Figure 6.4-Creating the VM data inputs in Cloudsim 

Figure 6.5 -Initiaing the VM creating at runtime 
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6.4.1 Mean Job Execution Time
Mean job execution time is one of the important evaluation factors. Total execution of 

all jobs in milliseconds divided by a number of the jobs would highlight the mean job 

execution. To compare the performance of our algorithm, the mean job has been

compared with the existing LRU and LFU algorithm. The comparison result is shown 

in Figure 6.6.

The simulation results show that our proposed algorithm has the lowest value in 

minimum job completion. As the algorithm has the functionality to anticipate the 

replicas, most of the files can get accessed locally. Ultimately the access time and 

completion time would be minimised.

Figure 6.6- Mean job execution time
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6.4.2 Effective Network Usage
The metric indicates the ratio of the files that were transferred to the requested site. So 

the low value indicates that our optimisation strategy is functioning well in our 

proposed algorithm. The ENU is formaulate in equation 6.3:

ENU = (N file remote access + N file replication) / (N remote file access + N 

local file access) (6.3)

The ENU of our algorithm has been compared with 3 algorithms in 4 patterns. Figure 

6.7 shows that the proposed SDDRC algorithm has the lowest value in most cases

which is a good indicator of the algorithm efficiency. And that’s because by pre-

replicating the high probable files; most of the files would be accessible locally and are 

available at the time of need. 

In fact the higher availability of data will decrease the data replication. Therefore, as 

replication will not happen again, effective network usage will be decreased which has 

a great impact on load balancing. It should be mentioned that wrong prediction and 

wrong pre-replicating the files will increase the ENU and consequently it will not have 

any benefits for the target site rather than consuming more bandwidth.

Figure 6.7- Effective network usage
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6.4.3 Total Number of the Replicas
Greater values of the replication numbers indicate that the files were not stored locally 

and replication procedures were needed to make the files available. 

As it is obvious in Figure 6.8 our proposed algorithm provides the lowest number of the 

replications comparing with LRU and LFU. It predicts the future needs of the network 

and estimates the files that needed to be locally accessible.  

Therefore, as the files are pre-replicated before they have been actually requested, at 

the time of the request files would be locally accessible and no replication is needed. As 

a result, total replication number of the files would be decreased.

Figure 6.8 -Total number of replications 
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6.4.3.1 Applying Soft Error Rates on Memory
To consider the fault tolerance of the algorithm, as described in chapter 5 section 

5.4.3.1, system-level soft error rates have been applied on input data set to analyse its 

impact on replication numbers. With this procedure, the memory will store the noise as 

the data bit that corrupts the data input. Therefore, 5% and 10% error rate are 

considered for analysing this scenario. Using 5% error, 5 events memory failure for 

100-megabyte memory has been created and 10% error interprets the 10 events

memory failure for 100-megabyte memory. The results of this analysis have been 

depicted in table 6.1.

As the results show, applying the noise on memory, the numbers of the replications 

have been increased dramatically. Therefore as future work of this research, to mitigate 

these soft errors, new error controllers will be coded on each site and GRMS.

Table 6.1 -Analysing the impact of soft error rates on memory rate

Workflow size 5% Soft error, 
Memory Rate/STEM-
PSO

10% Soft error, Memory 
Rate/ STEM-PSO

Sequential 310 325
Random 298 312
Unitary random walk 205 215
Gaussian random walk 270 283
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6.4.4. Analysis of SDDRC Results
Table 6.2 - Mean job execution time using SDDRC (seconds)

Table 6.3 - Effective network usage using SDDRC (throughput in percentage)

Table 6.4 - Total number of replication using SDDRC

Access patterns LRU LFU SDDRC

Sequential access 1500 1600
1200

Random Access 1200 1100 900
Random walk unitary 

access 700 600 500
Random walk Gaussian 

access 1300 1200 800

Access patterns LRU LFU SDDRC

Sequential access 45% 41% 33%

Random Access 30% 25% 20%
Random walk unitary 

access 20% 14% 10%
Random walk 

Gaussian access 40% 35% 28%

Access patterns LRU LFU SDDRC

Sequential access 580 600 270

Random Access 410 380 220
Random walk unitary 

access 160 170 140
Random walk Gaussian 

access 390 400 200
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6.4.5 Experiment Analysis
Evaluating the results the following points are determined:

Impact of SDDRC on mean job execution time

SDDRC estimates the total execution time of the jobs by a mean of 

850(seconds) across four different available patterns (Sequential access, random 

access, random walk unitary access, random walk Gaussian access) table 6.2.

Comparing with LRU and LFU, it can be observed that the total execution time 

has been improved greatly by the average of 24% and 27% (in seconds)

respectively which is significant improvement.

Impact of SDDRC on effective network usage

SDDRC improved the network usage by mean of 13.09% across four different 

patterns table 6.3.

Comparing with LRU and LFU it can be observed that the total execution time 

has been improved incredibly by average of 32% and 20% (in milliseconds) 

respectively.

Impact of SDDRC on total number of the replications

SDDRC optimised the total numbers of the replication by a mean of 207.5 

across four different available patterns (Sequential access, random access, 

random walk unitary access, random walk Gaussian access) table 6.4.

Comparing with LRU and LFU, it can be observed that the total execution time 

has been improved notably by the average of 46% and 47% (in milliseconds )

respectively.

In summation the SDDRC algorithm optimised the total execution time, 

effective network usage and a number of the replications used for this 

experiment.

The reason for these improvements can be highlighted as the capability of the 

SDDRC algorithm to anticipate the replicas with high access probability for 

future needs of the sites.
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6.5 Conclusion
In this chapter, a new dynamic replication algorithm has been proposed that applies the 

anticipatory replication technique.

The algorithm uses the pre-replicating technique for replicating the adjacent files of the 

requested jobs from different sites. The algorithm consists of three main phases which 

anticipate the future needs of the sites and pre-replicates the files that no requests have

been submitted for them yet.

By pre-replication, sites will have files locally stored, so at the time of need, sites can 

access the files locally with minimum response time. And as a result, access latency 

will be decreased and system performance will considerably improve. 

To test the performance of the algorithm, the results have been compared with two 

main replication algorithms: LFU and LRU. Also, three major metrics have been 

selected as the main evaluation criteria: mean job execution time of all the jobs , the

network usage and the total replication numbers.

The algorithms were compared against these metrics in 4 different access patterns; 

sequential access, random access, random walk unitary access and random walk 

Gaussian access. We simulated our algorithm using Cloudsim tool. The experimental 

results show that our proposed algorithm improves the mean job, effective network 

usage and numbers of the replication needed under the defined access patterns. Having 

said that the proposed algorithm is using more memory than and it is more complex the 

existing methods which could be highlighted as disadvantages of this algorithm.

As a future work, it is possible to improve our proposed replication method by not only 

considering the access patterns catalogue but also by engaging other data mining 

factors for defining the pre-replication needs. Moreover, the experiments need to use 

the wide range of data set inputs for analysis. 

The replication in real Cloud system are larger than what is used for our experiment, 

therefore as a future work, the experiment needs to consider the impact of the larger 

replication procedure when the data structures are more complex . Also, more factors 

such as fault tolerance and scalability would be considered for replication optimisation.
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Chapter 7  

Conclusion
 

“Architecture begins where engineering ends.”- Walter Gropius (1883-1969)

This chapter highlights the main points of the thesis. It summarises the key concepts of 

the chapters and elaborates on the contributions, limitations, and future works of the 

dissertation.

7.1 Review
In this thesis, the problems of the load balancing in Cloud Computing have been 

discussed. 

Part one of the thesis presents the research goals. The concept of load balancing in 

Cloud-based systems is the primary research theme. 

In order to establish this theme, in part two of the thesis two load balancing algorithms 

have been depicted. Minimising the total tasks' execution time is the main objective of 

these algorithms.

The scheduling algorithms are architected on the mathematical apparatus of the 

heuristic STEM algorithm and pre-replication strategies. These algorithms could be 

considered as the novel ways of load balancing in Cloud-based systems.

Applying the STEM algorithm, the key outcomes of the experiment determine the 

impact of the magnitude and direction of the load on timespan and performance of the 

system. Moreover, the pre-replication analysis and results explain the importance of the 

anticipatory behaviour of the system in terms of pre-replicating the high access 

probable files that can be requested in future by users. 

In summary, the conclusion reflects on the accomplishments of the initial aims and the 

targets explained in chapter 1, along with a comprehensive review on existing load 
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balancing approaches and mathematical perceptions, respectively, in chapter 2 and 

chapter 3. 

Chapter 4 critiques the importance of the load balancing concept through implementing

a research study on HDM Cloud-based systems. The outcomes of the experimental 

approaches, which have been demonstrated in chapter 5 and chapter 6, determine the 

effectiveness of the proposed algorithms. Finally, the future work of the thesis has been

discussed in this chapter.

7.2 Thesis contribution
Presented survey of load balancing issues in Cloud Computing.

Explored and addressed the importance of load balancing concepts in Cloud-based 

systems through designing and implementing a case study.

Proposed heuristic algorithm for monitoring the load balancing on workflow 

applications in Cloud Computing.

Proposed a novel dynamic pre-replication method which minimises the total execution 

time and improves the effective network usage.

7.2.1 Discussion
The work presented in this thesis made a significant contribution to the load balancing 

field by proposing two novel scheduling algorithms. 

The thesis first explained the rationale of having a smart load balancing algorithm 

embedded in the Cloud's architecture. As the numbers of Cloud users are growing 

rapidly, a balanced Cloud system that ensures high data availability and performance is 

required. Understanding the requirements of having the balanced system; research 

questions and the hypothesis of the research were formulated (see chapter 1).

Based on the defined research scope, research papers concerning load balancing were 

selected and reviewed. The review highlighted the different static and dynamic load 

balancing algorithms along with common techniques that have been proposed by other 

researchers across the Cloud platforms. 
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Focusing on dynamic load balancing algorithms and considering the research questions 

of the thesis, the review was narrowed down on two popular load balancing 

approaches; workflow scheduling and replication strategy. Comparing and analysing 

these two methods, the literature review listed the existing load balancing challenges 

such as performance and total task execution time issues that needed to be addressed 

and resolved.

The comprehensive summary of past works identified the load balancing shortcomings 

and established a clear road map for improving the considered load balancing 

algorithms (see chapter 2). 

Having studied the existing load balancing objectives in the literature review, the thesis 

proposed two novel methodologies which addressed the load balancing optimisation 

challenges.

STEM-PSO, the first proposed algorithm, considered the magnitude and direction of 

the load, while SDDRC applied the pre-replication methodology to optimise the load 

balancing performance. The thesis analysed the mathematical apparatus of the 

algorithms with combination of white-box and black-box modelling approaches. The 

research methodology established a fundamental base for designing and implementing 

the algorithms through programming and simulations (see chapter 3). 

Following the literature review, the thesis tried to apply the reviewed load balancing 

techniques as a case study, to project the load balancing issues on a real-world Cloud 

system. HDM, the Cloud-based hospital data management system, was designed and 

implemented to depict the existing challenges in a Cloud system with the vast numbers 

of users' requests. Varying test scenarios for the different numbers of the users have 

been implemented to project the load distribution on HDM. The outcome of the case 

study clearly identified the path of the thesis (see chapter 4).

Following the research methodology approach, as the first proposed algorithm, the 

thesis presented a heuristic methodology known as the STEM-PSO algorithm, which 

incorporates the particle swarm optimisation along with the STEM heuristic scheduling 

algorithm. 
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The algorithm employed heuristic techniques to project the magnitude and direction of 

the existing load between interconnected tasks. The outcomes of the experiment have 

been compared with the HEFT algorithm. The analysis proved that the proposed load 

balancing algorithm enhances the availability of the system by minimising the total 

execution time of the application (see chapter 5).

Taking further enhancement in timespan, the thesis proposed another approach for 

optimising the load balancing issues through replication strategies. According to the 

past access catalogue, the proposed method pre-replicates the files with the highest 

access probability. The outcomes of the experiments have been compared with LRU 

and LFU replication algorithms. The analysis illustrated that the proposed pre-

replication methodology significantly enhanced the total execution time of the 

applications (see chapter 6).

7.2.2 Limitations
The main limitations of this thesis are listed below:

STEM-PSO experimental simulation needs to consider the large-scale workflow 

data models.

The experiment was conducted using workflow applications with the maximum 

size of 1024. Considering the complexity of the real-world scientific 

applications such as earthquake monitoring, large-scale data models with more 

complex structures in terms of connectivity should be considered.

STEM-PSO should apply other projection models.
The current experiment considers STEM as the projection operator. Future 

work, should examine other projection methods such as Lagrangians, which can 

estimate the magnitude and direction of the load change more accurately in 

workflow applications.

STEM-PSO should consider other optimisation models than PSO
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The current experiment only considers PSO as an optimisation method. In 

future work, the experiment may apply the Voronoi partitioning method, which 

tries to separate the whole workflow application to different sub-workflows. 

The sub-partitioning could have a major impact on the anticipatory behaviour of 

the STEM algorithm.

SDDR, the pre-replication technique, should consider other metrics than past 

access patterns. 

The current experiment only considers the files’ past access history to 

accomplish the pre-replication. As a future work, the experiment could consider 

more factors such as data mining techniques, which would be a good solution in 

terms of enhancing the predictability behaviour of the algorithm.

7.3 Future work
The future approaches in enhancing the load balancing challenges have been examined 
below:

1. SLA and load balancing:

The service level agreement identifies the services offered to the customers. If 

the service provider could not provide the service that was promised, a violation 

will occur. 

For example, if the SLA stated that the service provider will guarantee the 

minimum response time for VMs and that did not happen, it could be 

considered as a violation, which may lead to major penalties for the provider. 

As the numbers of Cloud users are increasing dramatically, SLA violations are 

likely to happen due to the load fluctuations and lack of load balancing 

monitoring.

Therefore, future work on the STEM-PSO load balancing algorithm could 

include further development to address the following research question:

“How can the load balancing architecture be enhanced so that Cloud service 

providers can guarantee their promised SLA and QOS?”
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2. Load balancing based on energy efficiency:

Data centres are expensive to use. They consume carbon footprints which can 

have a negative impact on the environment. As the numbers of users are 

increasing, more demand would accrue for building the data centres. In this 

thesis, we have presented a pre-replication strategy which had a major impact 

on effective network percentage. Therefore, as a future work from this thesis, 

the SDDRC could be enhanced to address the following research question:

“How should the pre-replication strategy be implemented to minimise the 

energy consumption while balancing the requested tasks in Cloud-based 

systems?”

3. Self-awareness behaviour in the workflow scheduling algorithm:

Load balancing optimisation is categorised as NP-hard problems. It plays an 

important role in enhancing the Cloud utilisation. 

Different methods have been proposed to achieve system load balancing in the 

Cloud environment. VM migration is one of these techniques, which is 

proposed to improve the functionality of the VMs. Despite the advantages of 

VM migration, some drawbacks remain, which encourage researchers to 

improve VM migration methods. Future work is recommended to design an 

optimised load balancing algorithm that would answer the following research 

question:

“How can the self-awareness behaviour between overloaded VMs in Cloud-

based systems be best established?”

The proposed algorithm achieves the system load balancing by applying self-

organizing methods between overloaded VMs. This technique is structured 

based on communications between VMs. It helps the overloaded VMs to 

transfer their extra tasks to other under-loaded VMs by applying the enhanced 

feedbacking approach using endocrine methodology.
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7.4 Final Remarks
The presented load balancing approaches discussed in this thesis showed that the 

optimised load balancing methods are not limited only to resource allocations and 

release. As the dissertation validated, analysing the magnitude and direction of the load 

and anticipating the pre-replicas needed for the Cloud users could have a major impact 

on enhancing the system’s load balancing as well.

Principally, the results in the research action study helped to plan and model the load 

balancing characteristics of the STEM-PSO and SDDR experiments. Much of this work 

is already published in the well-cited journals and conference papers. These algorithms 

are coded through Java programming and I would authorise the other researchers to 

repeat this code in their research works for further analysis and improvements.

As a final remark, thesis highlights the following outcomes to validate the illustrated 

research questions: 

As a novel solution, STEM-PSO load balancing approach proves that by considering 

the load fluctuations in workflow applications, the total execution time of the workflow 

application, memory rate and the CPU usage can be improved.

Moreover, SDDR strategy confirms that the mean job execution time, total numbers of 

the replicated files and the effective network usage can be revamped greatly by pre-

replicating the files with highest access probability.
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Chapter 9

Appendix

9.1 Experiment Specifications

9.1.1 HDM System

HDM objective is to optimise the data retrieval from different database in Cloud

environments. Based on the users' access permissions, every doctors and nurse can 

retrieve patients' data including x-ray scans, audios and videos recording quicker and 

with less waiting time.

Figure 9.1 depicts the overall view of the HDM system that defines the HDM as a 

separate entity connected to the same or other different Cloud systems. The user 

interface will connect the users through this complex.

Cloud
HDM System

Data

Data External Cloud 1

Data

Data

External Cloud 2

Data

Data

 

Figure 9.1-HDM system high-level design
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The HDM system can scale the resources whenever required by evaluating the usage 

patterns identified from the past data usage. 

The following items are considered in HDM scope:

Analyse the usage patterns such as CPU usage for forecasting the future needs.

Anticipate the scalability feature whenever there is a need for that.

Compress and un-compress data for minimising the costs.

As the HDM Cloud-based system is functioning globally, it will retrieve patients data 

from all over the world from different sites located on other Clouds. Therefore, 

proactive scaling and comparison are the main important features of the HDM system. 

Proactive scaling provides users with faster data access by forecasting the resources 

needed based on users’ past data access. Compression on the other hands, speed up the 

transfer rate by encrypting the data. However, it needs more memory for comparison 

purposes before data transfer could happen.

9.1.1.1 Development specifications
Java programming language has been applied for coding HDM system. The 

infrastructure of the system is built on open source Cloud environments where two

virtual machines are selected to represent the Cloud nodes. 

Each virtual machine can be in the high usage or low usage. The database also includes 

some random files such as images, audios and videos.  LZMA algorithm has been 

coded to replicate the compression functionality needed in this system.

Below describes the requirements gathered for programming the HDM applications:
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General Requirements

SRS-GR01 HDM will be hosted on Cloud infrastructure.

SRS-GR02 HDM will simulate data usage for Hospital applications.

SRS-GR03 Nurse and doctors are able to retrieve patients’ data such as x-ray, 

recorded audios and videos.

Usage Patterns

SRS-UP01 HDM is able to analyse the past users’ usage patterns and predict 

the future needs.

SRS-UP02 HDM system should consider the future patients appointments for 

database record.

Compression

SRS-CO01 HDM will compress the required data before transfer could happen.

SRS-CO02 HDM is able to un-compress the data upon receiving patients' files. 

Databases

SRS-DB01 The HDM databases is able to store different data formats such as 

documents, images, audio and videos.

SRS-DB02 The HDM should store the users’ usage patterns.

SRS-DB03 The HDM database should be able to connect to different Cloud-

based systems.

Proactive Scaling

SRS-PS01 The HDM system shall forecast the future scaling needs.

Reporting

SRS-RP01 HDM system should have the reporting functionality for depicting 

the current and future usage patterns.
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Configuration

SRS-CF03 HDM system will define the period for refreshing the usage 

forecast.

SRS-CF06 HDM configuration should have functionality to allow switching 

back to proactive scaling.
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9.1.2 STEM-PSO Implementation Details

 

Figure 9.2- STEM-PSO high-level logical design

Figure.9.2 provides the high-level logical concept of STEM-PSO experiment. The first 

layer depicts the Cloud environment setup while the second layer points to the spring 

tensor projection functionalities. The last layer performs the calculation and evaluations 

analysis. 

The experiment has been implemented using Java programming language. Moreover, 

the Pegasus software has been used to generate the data inputs for the experiment. 

Pegasus is a UNIX platform which can generate excel and XML files. Figure.9.3 is 

showing a sample code for generating the workflow data input by using Pegasus 

software.

The STEM-PSO heuristic screenshots are shown in Figure.9.4, Figure 9.5 and Figure 

9.6.

Figure 9.7 also, depicts the STEM main class code.
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Figure 9.3-Pegasus workflow data generator 

 

Figure 9.4- STEM-PSO front end 
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Figure 9.5- Hessian evaluation rate 

 

Figure 9.6- PSO algorithm input -front end
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Figure 9.7- STEM-PSO main class code
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9.1.3 Cloudsim Specification Details
Figure 9.8 depicts the Cloudsim high-level architecture overview that has been used in 

the second experiment of this thesis.

 

Figure 9.8- Cloudsim high-level design 

Cloudsim simulator is developed based on Grid simulation tools. In Grid toolkits, there 

is no opportunity for on-demand virtualisation for resource management; therefore it 

cannot run on Cloud infrastructures.

Cloudsim instead can be considered as an upgraded version of Grid simulation tool

with virtualisation functionality so it can be implemented on Cloud-base systems. 



184 | P a g e  
 
 

As it is shown in figure.9.9 Cloudsim is composed of the following main classes: 

Data-centre: is providing the required infrastructures needed in the Cloud platform.

Broker: is acting as the interface between user’s requirements and Cloud services. 

Cloudlets: are representing the tasks submitted as user’s requirements. 

VM provisioned: This is an abstract class which represents the provisioning policies

for allocating the relevant VMs on Hosts.

Cloudsim is developed using Java language that enables high-level programming 

services such as queuing and processing the events, creating different components such 

as hosts, data centres, brokers and virtual machines. 

The core component of the simulator architecture is called “Cloudsim” which has all 

the core functionalities similar to Gridsim libraries.

In this layer, Clouds is managing the VMs, memories and storage needed for Cloud

simulation. The top layer of the simulation helps users to setup the configuration and 

related functionalities such as managing the hosts, managing VMs and updating the 

scheduling policies. Also, this layer helps developers to conduct a robust test on their 

customised configuration platform to ensure the efficiency of their task scheduling 

behaviour.

Next section illustrates the Cloudsim database components, shown in Figure 9.9
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Figure 9.9- Cloudsim class architectures 

Bwprovisioner: This class is mainly responsible for allocating the bandwidth to VMs.

Based on application requirements; this class allows developers to set different 

scheduling policies and QoS.

Cloud coordinator: The class is responsible for monitoring the data centre resources. 

Update Data centre method() is responsible for implementing the Cloud-based services.

Cloudlet: This class defines the services that could be implemented in the Cloud

environment. The class is responsible for monitoring the performance and applications 

metrics such as structured applications transactions.

Cloudlet scheduler: This class is responsible for implementing the VMs provisioning 

policies such as space shared and timeshare.

Datacenter: This class provides the infrastructure such as memory, storage and capacity 

for allocating the required bandwidth to hosts and VMs.

Datacenter Broker: This class act as a broker. It assigns the suitable services for 

allocating the resources that could meet the QoS requirements. The class also defines

the configuration settings needed for the data centre resources.
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Host: The class explains the allocation policies for allocating the core processing power 

on VMs. It provides the provisioning policy for assigning the memory and bandwidth 

to VMs. Also, the class contains the detailed information for the available memory and 

storage. 

Network Topology: The network topology contains the information regarding the 

network behaviour.

Ram Provisioner: The class allocates the required memory on VMs. 

VM: This class is also known as Cloudlet scheduler. The class contains information 

about accessible memory, processor, and storage size.

VM allocation policy: The class is responsible for allocating the VMs on hosts. It is 

responsible for analysing the status of the hosts from memory and storage capacity for 

VM allocation.

VM-scheduler: In this class, core processor will be allocated on VMs. The allocation 

should happen based on the specific allocation policies. 

Considering the architecture of the classes in Cloudsim tool, in our experiment we have 

applied the replication methodology to optimise the load balancing by minimising the 

finishing time. Figure 9.10 is depicting the Clouds submission time simulation front-

end. 
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Figure 9.10-Cloudsim submission time frontend 
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9.1.3.1 Adding a new file in Tier structure
 

Example: adding file (C, b, 100)

The request has been submitted by site C to add file “b” with the access time of 100.

Figure 9.11 is depicting the first structure of the tier. 

To start, the last pointer of site C will be retrieved. Then the difference between the last 

time the pointer is pointing to and the time that the new file is accessed will be 

calculated. If   > threshold then it means that the file should be 

added as a new sequence otherwise, the new file is considered as a successive file and it 

will be added as a child where pointer was pointing to.

So in this example pointer is pointing to (z,4, 4). As 100-4 > threshold (threshold is this 

algorithm is 40), the new branch would be added to the site.  

In this step, the third tier will be searched to find the site that has file “b”. If the file 

wasn’t in this tier the search will continue through next tier. As the figure shows file b 

is located on tier 3, so the access time will be updated to 100 and the number of access 

will be incremented. Pointer in site C now will point to this node, Figure 9.12.

 

Figure 9.11- Inserting a node in tier structure 
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Figure 9.12- Updating the pointer place in tier structure 
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