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Abstract: This paper is devoted to the problem of designing a robust output-feedback discrete-time
sliding mode control (ODSMC) for the networked systems involving both measuring and actuating
data packet losses. Packet losses in the networked control systems (NCSs) have been modeled by
utilizing the probability and the characteristics of the sources and the destinations. Here, the well-
known Bernoulli random binary distribution is used to model consecutive packet losses in the
NCSs. In this paper, firstly, a robust observer-based discrete-time sliding mode control (DSMC) is
proposed for the NCSs including random packet losses. The packet losses occur in the channels
from the sensors to the controller and the channels from the controller to the actuators. Then,
using the notion of exponential mean square stability, the boundedness of the obtained closed-
loop system is analyzed with an LMI approach. Our proposed robust ODSMC can be applied to
unstable NCSs, and there is no need to stabilize the underlying system in advance. Illustrative
examples are presented to show the effectiveness of the proposed approach.

1. Introduction

Feedback control systems which utilize real-time networks in their dynamic process are referred
to as Networked Control Systems (NCSs). The NCSs have some great advantages compared to
the conventional control systems such as smaller wiring system, reduced overall cost, and lower
cost of system diagnosis and maintenance etc. However, exploiting the communication network
in the feedback control loop makes the stability analysis and the controller design much more
complex. This fact is basically due to the possible delays and data packet dropouts which exist in
the communication network (arising from its limited bandwidth) [1]. Consequently, the problem
of controlling the networked systems involving random delays and dropouts has been a subject of
interest among researchers in the recent decades; e.g. see [1–5].

The network delays are mainly time-varying or random. Therefore, the control frameworks
which have been proposed for deterministic time-delay systems are not beneficial for the NCSs [6].
In order to model the time-varying communication delays several different probabilistic methods
have been considered so far, and as a consequence, some new notions of stability such as the
mean-square stability or the exponential mean-square stability have been proposed. For instance,
[7] models the random delays in NCSs as Markov chain and also assumes the closed-loop systems
as jump systems. Furthermore, in [1] the random delays are modeled as the Bernoulli binary
distributed white sequence which can take values of zero or one with a known probability. Note
that due to the practicality and simplicity of the binary random delay, this model has received more
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attentions for random communication delays in NCSs [6, 8, 9].
Although a large number of the early investigations on the discrete-time sliding mode control

(DSMC) have attempted to make a discrete-time counterpart to the continuous-time reachability
conditions [10–12], it is stated that for DSMC, eliminating the discontinuous control part from the
controller can remove the chattering issue [13–15]. The obtained control law is mainly called linear
control law. In other words, DSMC does not necessarily require a variable structure discontinuous
control strategy (VSDCS) [13–15]. References [13, 14] demonstrate that using the pure linear
control law can ensure that the state trajectories stay within a boundary layer around the pre-
determined ideal sliding surface for systems involving bounded matched uncertainties. Moreover,
referring to the results presented in [13, 14], the use of a switching function in the control law may
not necessarily improve the performance. This fact would be the key feature of the observer-based
output-feedback discrete-time SMC (ODSMC) proposed in this paper for NCSs involving random
measuring and actuating delays.

Most of the work on SMC has been implemented for the systems in which system signals are
transmitted without any packet losses. Recently, designing a sliding mode controller subject to
packet losses has been carried out in [16, 17]. The discrete-time sliding mode controllers given in
the existing literature are derived based on several assumptions such as:
1) the packet losses occur only in the channel from the sensor to the controller;
2) the system states are entirely available;
3) the packet dropouts may not occur successively.
These are clearly unrealistic assumptions for many practical problems. This work intends to design
sliding mode controllers for the NCSs involving consecutive packet losses (or long-term random
delays) in both measurement and actuation channels, using only output information. This ODSMC
can distinguish itself from the existing literature on the SMCs applied to the NCSs, in the sense that
both the measurement and actuation delays are viewed as the Bernoulli distributed white sequence.
This matter has been considered for the design of other control strategies such as observer-based
H∞ and state-feedback controllers [1, 4].

In brief, the main goal of this paper is to stabilize an NCS involving measurement and actuation
packet dropouts with an observer-based ODSMC. The main contribution of this paper includes the
following major innovations.

• This note revises the observer utilized in [1, 4] to a more practical alternative. Indeed, [1, 4]
assume that the state observer and controller are not located in the same place, or equivalently,
the control signals used in the state observer involve the random time-delays that exist in the
channel from the system controller to the actuators. This could not be a real assumption in
most of the NCSs.

• The proposed ODSMC can be applied to the NCSs involving both the measuring and actuat-
ing consecutive packet losses.

• The proposed robust ODSMC scheme provides an integrated framework for general systems.
This is certainly different from the DSMC introduced in [16] which can only be applied to
the stable systems, and [18] which stabilizes the underlying system first and then designs the
sliding mode controller separately.

• In order to derive the controller or analyze the boundedness of the underlying closed-loop
system, the system state is not assumed to be bounded in this paper; see [16, 19, 20]. The
system uncertainty will be addressed using the robust control techniques.
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• A novel method is developed to reduce the conservatism existing in the current literature that
removes the cross term between the system state and disturbance to make a fully diagonal
problem.

• The proposed control law in this paper does not belong to the class of high-gain control laws,
unlike other cited references for DSMC and ODSMC.

The rest of this paper is organized as follows: Section 2 describes the problem formulation.
Section 3 presents the proposed approach to designing the sliding surface and ODSMC. Effective-
ness of the proposed ODSMC is studied by numerical examples in Section 4. Finally, Section 5
concludes this paper.
Notation:

[
Σi j
]

r×s is a block matrix with the block entries Σi j, i = 1, · · · ,r, j = 1, · · · ,s.

2. Problem Formulation and Preliminaries

2.1. Problem statement

Consider the NCS with (consecutive) random packet losses as shown in Fig. 1. As seen the NCS
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Fig. 1. NCS structure: (1) control signal to the observer in the proposed approach, (2) control
signal to the observer in the approach in [1, 4]

here involves both the measurement and actuation packet dropouts. In other words, the system
does not have the access to the control input u(k), generated by the controller, and instead it would
utilize the communicated control input uc(k). On the other hand, due to the packet losses existing
in the channel from the sensors to the controller, the observer which is at the same location of the
controller also does not receive the actual values of the system output y(k), but yc(k). The observer
will provide the state estimate x̂(k) for the controller using the signal ûl(k), which will be defined
later in this paper, rather than u(k) (cf. [1, 4]).

Now, consider the following uncertain linear discrete-time system which explains the dynamics
in Fig. 1,

System :
{

x(k+1) = [A+∆A(k)]x(k)+B[uc(k)+d(k)]
y(k) =Cx(k), (1)

where x(k) ∈ Rn, uc(k) ∈ Rm and y(k) ∈ Rp are the system state, communicated control input
(see Fig. 1) and system output respectively. Without loss of generality, it is assumed that m ≤ n,
rank(B) = m and rank(C) = p. Besides, it is assumed that (A, B) is controllable and (A, C) is
observable. The uncertain matrix ∆A(k) has the form of

∆A(k) = MR(k)N, (2)
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where R(k)∈Rq×q is an unknown matrix satisfying RT (k)R(k)≤ I, ∀k≥ 0 and matrices M ∈Rn×q

and N ∈ Rq×n are known; d(k) denotes the external disturbance with known bound, ‖d(k)‖ ≤ d̄,
where d̄ > 0.

As the measured outputs are sent to the controller via a communication network, the measure-
ments may involve randomly varying communication delays and/or the detrimental phenomena
referred to as data packet dropouts. The communicated output yc(k) and communicated input
uc(k) are assumed to be as

Communicated output :
{

xc(k) = (1−α(k))x(k)+α(k)xc(k−1)
yc(k) =Cxc(k),

(3)

Communicated input : uc(k) = (1−β (k))u(k), (4)

where xc(k) denotes the communicated system state which is not available and the stochastic vari-
ables α(k) ∈ R and β (k) ∈ R are Bernoulli distributed white sequences with{

Prob{α(k) = 1}= E{α(k)}= ᾱ

Prob{α(k) = 0}= 1−E{α(k)}= 1− ᾱ,
(5){

Prob{β (k) = 1}= E{β (k)}= β̄

Prob{β (k) = 0}= 1−E{β (k)}= 1− β̄ ,
(6)

0 ≤ ᾱ < 1, 0 ≤ β̄ < 1 imply the probability of a data packet loss. The stochastic variable β (k)
is independent of the stochastic variable α(k). Notice that uc(k) involves a random communica-
tion delay similar to that in the measurement communication, however, with a different switching
probability. It can be frequently seen in the literature to use a similar Bernoulli distributed white
sequence model but with different switching probability for the random delays in the signals from
the sensors to the controller and also in the signals from the controller to the actuators; see e.g.
[1, 4]. Besides, two different schemes for the systems involving packet loss have been considered,
i.e., the hold-input method (which is used here in the communicated output yc(k) in (3)) and the
zero-input method (which is used here in the communicated input uc(k) in (4)) [21–23]. The hold-
input method seems to have better performance than the zero-input one. However, according to the
existing literature (e.g. see [21, 23]), either of them cannot outperform the other, even in simple
scalar systems [23]. Therefore, here, for simplification purpose, the zero-input method would be
utilized to deal with the packet dropouts in the channel from the controller to the actuators.

In this note, we use the following estimation scheme to provide the controller with the system
state information,

Observer :

 x̂(k+1) = Ax̂(k)+Bûl(k)+ 1
1−ᾱ

L[yc(k)− ŷc(k)]
ûl(k) = (1− β̄ )ul(k)
ŷc(k) = (1− ᾱ)Cx̂(k)+ ᾱCx̂(k−1),

(7)

where x̂(k) ∈ Rn is the state estimate of the system in (1), ŷc(k) ∈ Rp is the observer output,
L ∈ Rn×p is the observer gain and ul(k) ∈ Rm denotes the linear part of the system controller u(k)
to be proposed in the following of this paper.

Remark 1. The measurement model (3) is fundamentally different from the one that has been used
in [1, 4, 6, 9] etc. Note that in the literature, rather than the measurement model (3), the following
one is frequently utilized,

yc(k) = (1−α(k))y(k)+α(k)y(k−1). (8)
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This model indeed would impose an assumption on the system networks that the packet dropout
may not occur successively. This is obviously not a realistic assumption. Instead, the model (3)
can cope with longer random delays and/or frequent packet losses. Notice that the model (8) has
been used to cope with both time varying communication delay (e.g. see [1, 4]) and data packet
dropout (e.g. see [16]). Considering the model (3) instead of model (8), if a packet loss occurs,
the controller is provided with yc(k) = yc(k−1), or the controller utilizes yc(k) = y(k) otherwise.
Here, yc(k− 1) denotes the last available communicated data packet. This justification can also
be used for the communication random time-delay accordingly. It means that if the time-delay of
the communication channel, which is assumed to be τd , is less than a sampling period (T ) of the
discrete-time control system, the delay has no influence on the system and we have yc(k) = y(k).
But, if τd ≥ T , then yc(k) = yc(k−1). Note that, in the case of random delay occurrence, yc(k−1)
can be regarded as y(k− τd).
Notice also that we do not bound the number of possible consecutive packet losses (or equivalently
the random time-delays cf. [4]). Indeed, there is an implicit stochastic constraint indicated by the
Bernoulli variable α(k) as Prob{α(k) = 1}=E{α(k)}= ᾱ . In simpler terms, if ᾱ is a large value,
the number of possible consecutive packet losses increases and vice versa.

Remark 2. Notice that in [1, 4], the observer in (7) is assumed to be as

x̂(k+1) = Ax̂(k)+Bulc(k)+L[yc(k)− ŷc(k)],

where ulc denotes the linear part of uc(k). In other words, the control input utilized in the observer
is the (linear part of the) communicated control input to the system which involves random com-
munication delay. This itself means that either the observer and controller are not located in the
same place together, or the observer has access to uc(k); see the dash-dotted line in Fig 1. This
structure does not seem to be a practical case in most of the NCSs. Therefore, to address this
problem, in this paper, the control input ûl(k) is exploited in the observer (see (7)), which is more
applicable for practical NCSs.

This paper will consider the problem of designing a robust observer-based DSMC for the NCS
in (1)-(4). In the sequel of this paper, for simplification, the brief α , β and ∆A are used instead of
α(k), β (k) and ∆A(k), respectively.

2.2. Preliminaries

The following lemmas and definition are useful in the sequel of this paper.

Lemma 1 ([24]). Let E, F(k) and G be real matrices of appropriate dimensions with FT (k)F(k)≤
I,∀k ≥ 0. Then, for any scalar ε > 0, we have

EF(k)G+GT FT (k)ET ≤ εEET + ε
−1GT G.

Lemma 2. Let Ẽ, H̃ and Ξ be real matrices of appropriate dimensions. Then, for any matrix Ξ > 0,
we have

ẼT H̃ + H̃T Ẽ ≤ ẼT
ΞẼ + H̃T

Ξ
−1H̃.

Proof. It can easily be proved by

[ẼT − H̃T (ΞT )−1]Ξ[Ẽ−Ξ
−1H̃]≥ 0.
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Lemma 3. Consider the following inequality,

Γ(X1,X2, · · · ,Xn)−
n

∑
i=1

zT
i (Xi)Λ

−1
i (Xi)zi(Xi)< 0, (9)

where Xi, i = 1, · · · ,n are the matrix variables, Γ(·) is symmetric, Λi(Xi)> 0 and zi(Xi) are func-
tions of Xi, i = 1, · · · ,n. Then the inequality in (9) is feasible in Xi, i = 1, · · · ,n if and only if there
exist matrices Ji, i = 1, · · · ,n such that the following inequality is feasible in Xi,Ji, i = 1, · · · ,n,

Γ(X1,X2, · · · ,Xn)+
n

∑
i=1

(JT
i Λi(Xi)Ji + JT

i zi(Xi)+zT
i (Xi)Ji)< 0. (10)

Proof. It can be shown that the feasibility of (9) is equivalent to the feasibility of

Γ(X1,X2, · · · ,Xn)−
n

∑
i=1

zT
i (Xi)Λ

−1
i (Xi)zi(Xi)

+
n

∑
i=1

([Ji +Λ
−1
i (Xi)zi(Xi)]

T
Λi(Xi)[Ji +Λ

−1
i (Xi)zi(Xi)])< 0,

where Ji, i= 1, · · · ,n are introduced auxiliary variables [25]. Then, it is easy to show that the above
inequality is the same as (10). This completes the proof.

Also according to [1] the notion of exponential mean square stability for the stochastic param-
eter system is as follows.

Definition 1 ([1]). Consider the following stochastic system,

ξ (k+1) = Āξ (k), (11)

where ξ (k) ∈ Rn denotes the state vector of the stochastic system and ξ (0) ∈ Rn is its initial
condition. If there exist constants γ > 0 and ρ ∈ (0,1) such that

E{‖ξ (k)‖2} ≤ γρ
kE{‖ξ (0)‖2}, ∀k > 0,

then the stochastic system in (11) is said to be exponentially mean square stable.

Lemma 4 ([1]). Let V (ξ (k)) be a Lyapunov function. If there exist real scalars κ ≥ 0, µ > 0,
ν > 0 and 0 < ψ < 1 such that

µ ‖ξ (k)‖2 ≤V (ξ (k))≤ ν ‖ξ (k)‖2 ,

and

E{V (ξ (k+1))
∣∣ξ (k)}−V (ξ (k))≤κ−ψV (ξ (k)),

then the sequence ξ (k) satisfies

E{‖ξ (k)‖2} ≤ ν

µ
E{‖ξ (0)‖2}(1−ψ)k +

κ

µψ
.

Moreover, the term κ

µψ
will be called the ultimate bound of E{‖ξ (k)‖2}.
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Lemma 4 introduces a special boundedness definition for stochastic discrete-time systems in-
volving exogenous disturbances. In this paper, a system state which satisfies the condition pre-
sented in Lemma 4 is said to be exponentially mean square bounded.

Lemma 5 ([26]). For a given B ∈ Rn×m with rank(B) = m, and

B =U
[

Σ

0

]
V T ,

where U ∈ Rn×n and V ∈ Rm×m are two orthogonal matrices and Σ := diag(σ1, · · · ,σm), σi,(i =
1, · · · ,m) denote nonzero singular values of B, given that 0< P∈Rn×n, then there exists Z ∈Rm×m

such that

PB = BZ, (12)

if and only if P has the following structure

P =UT
[

P11 0
0 P22

]
U,

where 0 < P11 ∈ Rm×m, 0 < P22 ∈ R(n−m)×(n−m).

3. Stochastic sliding mode control

This section aims to design a robust observer-based ODSMC in order to stabilize the NCS in (1).

3.1. Designing the sliding function subject to consecutive packet losses

Consider the following discrete-time linear sliding function,

σ(k) = Sx̂(k), (13)

where the matrix S ∈Rm×n will be designed later such that SB is nonsingular. Note that in the ideal
sliding mode we have

σ(k) = 0, ∀k ≥ ks, (14)

where ks > 0 denotes the time when sliding motion starts. Assume that d(k) = [d1(k), · · · ,dm(k)]
T ,

and
dl

i ≤ di(k)≤ du
i , i = 1, · · · ,m. (15)

Also, define,

da
i =

du
i +dl

i
2

, db
i =

du
i −dl

i
2

, i = 1, · · · ,m, (16)

and
Da = [da

1 , · · · ,da
m]

T , Db = [db
1 , · · · ,db

m]
T . (17)

The controller is assumed to have the following structure,

u(k) =− 1
1− β̄

[(SB)−1(SA−ΦS)x̂(k)+ϑ(k)], (18)

where Φ ∈ Rm×m is a known stable matrix and ϑ(k) denotes the approximation of the disturbance
d(k) used in the controller to compensate the harmful effect of the disturbance.
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Remark 3. With a quick glimpse into the literature, it can be found that a frequently used candidate
for the component ϑ(k) has the general form of:

ϑ(k) = ϕ + ςsgn(σ(k)), (19)

where ϕ and ς are known parameters. Normally, ϕ is simply selected as Da. Notice that providing
the discrete-time sliding mode controller with a switching component cannot necessarily improve
the control performance and even can be detrimental to the control performance [13, 27]. How-
ever, some papers in the literature have claimed a better performance by using the discontinuous
components. Indeed, these papers assume that either the sampling rate of the system is very high
compared with the maximum frequency of the exogenous disturbance or the exogenous disturbance
is slow (smooth and bounded). With either of these assumptions, the closed-loop system would
behave more or less as a continuous-time system [15] and hence, using a discontinuous component
in the controller may improve the performance. However, broadly speaking, the large switching
gains in (19) may result in excessive actions in the actuators, and hence, it is worth mentioning that
the switching gain must be chosen small.

It is also assumed that
‖ϑ(k)‖ ≤ κ

∥∥∥Db
∥∥∥ , (20)

where κ > 0 is a scalar and
‖dϑ (k)‖ ≤ τ

∥∥∥Db
∥∥∥ , (21)

where dϑ (k) = d(k)−ϑ(k) and τ > 0 is a scalar. The term (SB)−1ΦSx̂(k), in u(k) (see (18)), is
used to govern the rate of convergence to the sliding manifold.

Remark 4. Notice that the literature usually assumes the bounds on S∆Ax(k) before the closed-
loop stability is proved; cf. [16, 19, 20]. It should be mentioned that since ∆A(k) is a time-varying
uncertainty, in order to find the bounds of S∆Ax(k), one requires to know the behaviour of the
closed-loop system state in advance, and as a result, to realize ‖x(k)‖ from the beginning before
applying the controller to the system. Broadly speaking, it is not a realistic assumption that we can
have the bounds on the system states. Instead, our paper deals with the unmatched (mismatched)
uncertainties ∆Ax(k) by only using robust control strategies without assuming any a priori bound
on the system states.

Here, similar to [28], it is assumed that Φ = λ Im, where 0 ≤ λ < 1 is a given constant value.
Thanks to the special form of Φ which can commute with S, the control law u(k) in (18) can be
written as

Controller : u(k) =− 1
1− β̄

[(SB)−1SAλ x̂(k)+ϑ(k)]

, ul(k)+un(k), (22)

where Aλ = A−λ In and ul(k) is the linear part of u(k) which was used in the observer design (7).
Define the estimation errors as

Estimation error :
{

e(k) := x(k)− x̂(k)
ec(k) := xc(k)− x̂(k). (23)
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Then, by applying the controller (22) to (1) and also using (23), (3) and (7), the closed-loop system
is obtained as

Closed-loop system :

x(k+1) =
[
A+∆A− Â+ β−β̄

1−β̄
Â
]

x(k)+
[
1− β−β̄

1−β̄

]
Âe(k)+B

[
dϑ (k)+

β−β̄

1−β̄
ϑ(k)

]
e(k+1) =

[
∆A+ β−β̄

1−β̄
Â+ α−ᾱ

1−ᾱ
LC
]

x(k)+
[
A−LC− β−β̄

1−β̄
Â
]

e(k)

−α−ᾱ

1−ᾱ
LCxc(k−1)−θLCec(k−1)+B

[
dϑ (k)+

β−β̄

1−β̄
ϑ(k)

]
xc(k) = (1−α)x(k)+αxc(k−1)
ec(k) =−αx(k)+αxc(k−1)+ e(k)

where Â = B(SB)−1SAλ and θ = ᾱ

1−ᾱ
. Also, it can simply be found that

σ(k+1) =S
(

λ I− α− ᾱ

1− ᾱ
LC
)

x(k)−S (λ I−LC)e(k)+
α− ᾱ

1− ᾱ
SLCxc(k−1)+θSLCec(k−1).

(24)

3.2. Stability analysis

Notice that in the case of applying DSMC to discrete-time systems involving exogenous distur-
bances, the closed-loop system should be analyzed in terms of boundedness. Also, the proposed
DSMC could only ensure the state trajectories to be driven into a boundary layer around the ideal
sliding surface σ(k) = 0. This issue is indeed regarded as the quasi sliding mode (QSM) in the
literature. The following theorem considers a method to analyze simultaneously the reachabiltiy of
QSM and the stability of the system states utilizing a discrete-time Lyapunov stability method, in
the absence of exogenous disturbances. The characterization of the bounds on the closed-loop sys-
tem states and sliding function is presented separately later in Theorem 2. Further, as Theorem 2
needs to derive the cross terms between the system state (sliding function) and the components
dϑ (k)/ϑ(k), in order to avoid unnecessary repetition of the technical manipulations, we will start
the proof of Theorem 1 more generally (with the external disturbance and the discontinuous com-
ponent ϑ(k)) for the sake of Theorem 2. We then let

[dϑ (k)
ϑ(k)

]
= 0 to derive the LMI condition for

the stability analysis and controller/observer synthesis.
Theorem 1. In the absence of the exogenous disturbance d(k), the control law (18) can steer
the state of the stochastic system (1) onto the ideal sliding surface (14) and, also the system is
exponentially mean square stable if there exist matrices 0 < P :=UT

[
P11 0
0 P22

]
U , Q1 > 0, Q2 > 0,

X1, X2, X3 and X4, and scalars ε > 0 and ρ > 0 satisfying the following LMI:

Σ̌11 ? ? ? ? ? ? ? ? ? ? ? ?
Σ̃T

12 Σ̃22 ? ? ? ? ? ? ? ? ? ? ?
BX2 BX3 −P ? ? ? ? ? ? ? ? ? ?
−ᾱQ2 ᾱQ2 0 Σ̄33 ? ? ? ? ? ? ? ? ?

0 0 0 0 −Q2 +ρI ? ? ? ? ? ? ? ?
λBT P BT PAλ 0 0 0 −BT PB ? ? ? ? ? ? ?
−λBT P BT (λP−X4C) 0 0 −θBT X4C 0 −BT PB ? ? ? ? ? ?
−2φBT PAλ 2φBT PAλ 0 0 0 0 0 −2φBT PB ? ? ? ? ?

0 PA−X4C 0 0 −θX4C 0 0 0 −P ? ? ? ?
θX4C 0 0 −θX4C 0 0 0 0 0 −θP ? ? ?

θBT X4C 0 0 −θBT X4C 0 0 0 0 0 0 −θBT PB ? ?
PA+BX1 0 0 0 0 0 0 0 0 0 0 −P ?

0 0 0 0 0 MT PB 0 0 MT P 0 0 MT P −εI



< 0

(25)
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where M and N are known matrices of the uncertainty in (2), 0 < P22 ∈ R(n−m)×(n−m) and U ∈
Rn×n is defined in Lemma 5, Σ̌11 = −P+(1− ᾱ)Q1 + ᾱQ2 +XT

2 BT +BX2 +ρI + εNT N, Σ̃12 =
−XT

2 BT +BX3− ᾱQ2, Σ̃22 = −XT
3 BT −BX3−P+Q2 +ρI, Σ̄33 = −(1− ᾱ)Q1 + ᾱQ2 +ρI, θ =

ᾱ

1−ᾱ
, φ = β̄

1−β̄
and {?} denotes the symmetric elements in a symmetric matrix. Here S = BT P and

the observer gain is
L = P−1X4. (26)

Proof. Refer to Appendix.

Remark 5. Note that the inequality (43) in the Appendix, which contains the negative quadratic
signum terms, cannot easily be converted to an LMI. Let us explain the technique that we utilized
in the proof of Theorem 1 to deal with one of the negative terms. Obviously, −σT (k)(SB)−1σ(k)
in ∆V (ζ (k)) can be rewritten as

−σ
T (k)(SB)−1

σ(k)

=− [ xT (k) eT (k) ]
[

I
−I
]

ST (SB)−1S
[

I
−I
]T [ x(k)

e(k)

]
.

Hence, according to Lemma 3, the feasibility of

Ψ̃−

 I
−I
0...
0

ST (SB)−1S

 I
−I
0...
0

T

< 0,

where

Ψ̃ = Ψ+

 I
−I
0...
0

ST (SB)−1S

 I
−I
0...
0

T

,

and Ψ is the left hand side of the inequality in (43), is equivalent to that of

Ψ̃+


FT

2
FT

3
0...
0

(SB)


FT

2
FT

3
0...
0


T

+


FT

2
FT

3
0...
0

S

 I
−I
0...
0

T

+

 I
−I
0...
0

ST


FT

2
FT

3
0...
0


T

< 0,

where F2 and F3 are auxiliary matrix variables introduced in the proof of Theorem 1. As seen this
method avoids to impose any conservatism to the problem. However, in order to deal with this
problem, [16] uses the trivial inequality −σT (k)(SB)−1σ(k)< 0 and replaces this term with zero.
Indeed, this would introduce significant conservatism to the sliding function design problem.

The above theorem presents a framework for the design of an ODSMC in order to stabilize the
NCS in (1). However, it does not present a bound on the system states. The following theorem aims
to provide a bound on the state and the corresponding sliding function of the obtained stochastic
closed-loop system.

Theorem 2. In the presence of the exogenous disturbance d(k), if the LMI in (25) is feasible,
for the given solution P > 0,Q1 > 0, Q2 > 0, L = P−1X4 and ρ > 0 of (25), the bound on the
augmented system state ζ (k) is as follows

∀υ > 0, ∃k? > 0, ∀k > k?, s.t. E
{
‖ζ (k)‖2

}
≤ λmax(M)

ρ̂λ1
γ +υ , (27)

10



where λ1 = λmin[diag(P,P,Q1,Q2,(SB)−1)], M = diag(Mp,Q1,Q2) with MP =
[P+R R

R P+R
]

and

R = PB(BT PB)−1BT P, and γ = (τ2 + κ2)‖Π+Σc‖
∥∥Db

∥∥2; here Σc =
[

2BT PB 0
0 2φBT PB

]
and the

scalar variable ρ̂ > 0 and matrix variable Π =
[

Π11 Π12
ΠT

12 Π22

]
> 0 are obtained from solving the follow-

ing LMI: 

Ω1 ? ? ? ? ? ?
0 (ρ̂−ρ)I ? ? ? ? ?
0 0 (ρ̂−ρ)I ? ? ? ?
0 0 0 (ρ̂−ρ)I ? ? ?

Σ̄T
15 ΣT

25 0 ΣT
45 −Π11 ? ?

ΣT
16 ΣT

26 0 0 −ΠT
12 −Π22 ?

0 0 0 0 Ω2 0 −ε̄I


< 0, (28)

where Σ̄15 = λPB, Σ16 = 2φAT
λ

PB, Σ25 =AT
λ

PB+(A−LC)T PB, Σ26 =−2φAT
λ

PB, Σ45 =−θCT LT PB,
Ω1 = (ρ̂−ρ)I+ ε̄NT N, Ω2 = 2MT PB, ε̄ > 0 is a scalar variable, and M and N are known matrices
in (2).

Proof. Refer to Appendix.

Remark 6. Due to the full column rank of B, the columns of B and PB are linearly independent if
P > 0. Therefore, if (12) holds for P > 0 and Z, we have

rank(Z)≥ rank(BZ) = rank(PB)≥ rank(B) = m, (29)

which implies the non-singularity of Z. Furthermore, it can be shown that

Z−1 =V Σ
−1P−1

11 ΣV T . (30)

Remark 7. Notice that, in the framework in [16], the cross terms among the system states and
the exogenous disturbance have increased the conservatism of the final obtained LMI condition.
It has been shown here that the mentioned cross terms should not influence the feasibility region
of the final LMI condition (25). Besides, instead of removing the cross terms between x(k), e(k),
xc(k−1) and ec(k−1) through several inequalities which were implemented in [16] for x(k) and
x(k− 1), the cross terms in this paper are kept to be in the original form. This would also widen
the feasibility region of the LMI condition presented in this work.

The solution of the LMI in (28) does not have direct influence on the controller design and the
actual bound on the system state and/or sliding function. Moreover, if the LMI in (25) is feasible,
the LMI in (28) will definitely be feasible and the upper bound presented in (27) exists. Notice also
that the solutions of the LMIs (25) can lead us to determine a more accurate bound. Therefore, to
obtain the minimum value of the bound in (27), the LMIs in (25) and (28) can be solved subject to
a specific criteria. This issue is beyond the scope of this paper and remains for the future work.

Remark 8. The main idea in the proof of Theorems 1 and 2 can be summarized as follows. Firstly,
we try to find

∆V (ζ (k)), E{V (ζ (k+1))
∣∣ζ (k)}−V (ζ (k))

=ϖ
T (k)

[
Σi j
]

6×6 ϖ(k)

11



where ζ (k), ϖ(k) and Σi j, i, j = 1, · · · ,6 are defined in the proof of Theorem 1. Then, we let[
Σi j
]

6×6 =

[[
Σi j
]

4×4 Σv

ΣT
v Σc

]
,

where Σc =
[

Σ55 Σ56
ΣT

56 Σ66

]
and Σv =

[
ΣT

15 ΣT
25 ΣT

35 ΣT
45

ΣT
16 ΣT

26 ΣT
36 ΣT

46

]T
. Now, the switching function matrix S = BT P,

and the observer gain L can be obtained through solving the LMI condition (25), which is derived
by analyzing the feasibility of the following inequality:[

Σi j
]

4×4 <−ρI,

where ρ > 0 is a scalar variable, with the aid of several convexification techniques. The ob-
tained observer-based linear control law in (22) ensures the mean square stability of the augmented
closed-loop system (in the absence of the exogenous disturbances). Theorem 2, then, character-
izes the boundedness of the augmented closed-loop system when the exogenous disturbances are
present, using an innovative scheme. Please also notice that the basic idea in the proof of this
theorem comes from Lemma 4.

4. Numerical examples

Two numerical examples are presented here in order to evaluate the effectiveness of the proposed
ODSMC. All the LMI problems are solved by YALMIP [29] as the interface and SDPT3 [30] as
the solver.

4.1. Example 1

Consider the system (1) with the following parameters:

A =

0.25 0 0.28
0 1.00 −0.20

0.50 0 0.40

 , B =

 1 0.2
0.5 0
0 1

 , C =

[
1 0 1

0.5 1 0.3

]
, M =

0 0.1 −0.1
0 0.05 0.02
0 0 −0.1

 ,
N =

 0 0.15 0.01
0.01 −0.02 0
0.01 0 0.1

 , R(k) = diag(0.9sin(k),0.6sin(k),0.3cos(k)), ᾱ = 0.15, β̄ = 0.2.

Note that the open-loop system is unstable. Suppose

d(k) =
[

0.01
0.04

]
sin(

k
10

).

Solving the LMI in (25) gives the following results:

P =

32.08 0.10 −1.18
0.10 32.22 −0.52
−1.18 −0.52 31.48

 , Q1 =

 17.82 3.05 −2.79
3.0498 3.30 1.98
−2.79 1.98 17.70

 , Q2 =

10.64 3.05 −1.00
3.05 2.35 1.07
−1.00 1.07 13.16

 ,
(31)

S =

[
32.13 16.21 −1.44
5.23 −0.50 31.24

]
, L =

 0.15 −0.00
−0.13 0.27
0.18 0.05

 , ρ = 0.16, ε = 23.60.

12



Samples
5 10 15 20 25 30 35 40 45 50

C
o

n
tr

o
l e

ff
o

rt
s

-0.05

0

0.05

0.1

u1

uc1
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Fig. 2. Control effort in Example 1
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Fig. 3. Trajectories of the system state and state estimate in Example 1

The component ϑ(k) in (18) is assumed to be as

ϑ(k) =Da +ηdiag(Db)sgn(Sx̂(k)), (32)

where diag(Db) = diag(db
1 , · · · ,db

m) and η > 0 is a scalar. Hence, using P, Da = [0 0 ]T , Db =

[0.01 0.04 ]T , λ = 0.3 and η = 0.1 the control law given in (18) and (32) is obtained. The results of
applying this controller to the system (1) are shown in Figs. 2-4. Here, the initial state is assumed
to be x(0) = [1 0 0 ]T . Bernoulli sequences α(k) and β (k) are depicted in Fig. 5. It can be seen that
the proposed ODSMC law successfully drives the state trajectories toward the ideal sliding surface
and keeps them in a boundary layer around the sliding surface thereafter.

Moreover, solving the LMI in (28) for Π and ρ̂ as a feasibility problem in Matlab, with the
obtained solutions of the LMI (25), and further, letting τ = 1.1, κ = 0.1 in (20) and (21), the
ultimate bound on E

{
‖ζ (k)‖2

}
in (27) is equal to 6.92× 106. However, it is worth mentioning

that, as we stated before, to obtain the minimum value of the bound in (27), the LMIs in (25) and
(28) should be solved subject to a specific criteria. This is not an easy deal and is beyond the scope
of this paper.
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Fig. 4. Trajectories of the system output in Example 1
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Fig. 5. Bernoulli sequences a) α(k), b) β (k) in Example 1
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4.2. Example 2

We consider the control problem of uninterruptible power system (UPS) in [1]. The objective is to
govern the pulse width-modulated inverter, so that the output AC voltage of UPS remains constant
at a desired set-point with minimum distortion. The considered UPS has the capacity of 1 kVA.
The discrete-time model is obtained by using the sampling time 10 ms at half-load operating point
as:

A =

0.9226 −0.6330 0
1.0 0 0
0 1.0 0

 , B =

1
0
0

 , C =
[
23.738 20.287 0

]
.

As in this paper the exogenous disturbance is assumed to be the matched one, we set B = B1 =
B2 = [1 0 0 ]T . Also d(k) = 1

k2 . Notice also that as the system in [1] does not include unmatched
uncertainty we also set ∆A = 0 in this example. In addition, we temporarily assume that the state
observer and the controller are not located in the same place; see Remark 2. Besides, in order for
a fair comparison with the control scheme in [1], which is applicable to small random delays, both
the occurrence probabilities of the random measurement packet losses and the actuation packet
losses are assumed as ᾱ = 0.1, β̄ = 0.1. The initial conditions are x(0) = [1 0 0 ]T and x̂(0) =
[0 0 0 ]T . In our method we set λ = 0.3 and ϑ(k) = 0. The simulation results of the state responses
are given in Fig. 6 and the Bernoulli sequences α(k) and β (k) are shown in Fig. 7. As seen
in Fig. 6, the ODSMC developed in this paper leads to a better closed-loop transient response
compared to the H∞ state feedback proposed in [1]. Notice also that, since τ = 0 and κ = 0 in (20)
and (21), the ultimate bound in (27) will be zero.

5. Conclusions

This paper proposes a robust observer-based discrete-time sliding mode control by utilizing only
output signals for the networked systems involving random consecutive packet losses in both the
measurement and actuation channels. We have exploited Bernoulli random binary distribution to
model the consecutive data packet dropouts. Besides, the proposed method, achieved with the aid
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Fig. 7. Bernoulli sequences a) α(k), b) β (k) in Example 2

of an LMI scheme, forms a unified framework for the robust ODSMC design. Furthermore, it
has reduced the conservatism of the existing methods in the literature. For analyzing the ultimate
boundedness of the derived closed-loop system, the notion of exponential mean square stability has
been utilized. Numerical examples have been presented to show the effectiveness of the proposed
scheme.
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6. Appendices

6.1. Proof of Theorem 1

Define

V (ζ (k)) =xT (k)Px(k)+ eT (k)Pe(k)+ xT
c (k−1)Q1xc(k−1)

+ eT
c (k−1)Q2ec(k−1)+σ

T (k)(SB)−1
σ(k), (33)

where ζ (k) = [ xT (k) eT (k) xT
c (k−1) eT

c (k−1) σT (k) ]T , P > 0, Q1 > 0 and Q2 > 0 are symmetric matrices
and S = BT P. Thus, it can be written

∆V (ζ (k)), E{V (ζ (k+1))
∣∣ζ (k)}−V (ζ (k))

=E
{

xT (k+1)Px(k+1)+ eT (k+1)Pe(k+1)+ xT
c (k)Q1xc(k)+ eT

c (k)Q2ec(k)

+σ
T (k+1)(SB)−1

σ(k+1)
∣∣ζ (k)}− xT (k)Px(k)− eT (k)Pe(k)− xT

c (k−1)Q1xc(k−1)

− eT
c (k−1)Q2ec(k−1)−σ

T (k)(SB)−1
σ(k). (34)

It is then followed by

E{xT (k+1)Px(k+1)
∣∣ζ (k)}

=E
{

xT (k)
[

A+∆A− Â∆ +∆Aλ +
β − β̄

1− β̄
Â
]T

P
[

A+∆A− Â∆ +∆Aλ +
β − β̄

1− β̄
Â
]

x(k)
∣∣ζ (k)}

+2xT (k)[(λ In +∆A)T ST (SB)−1SAλ −φAT
λ

ST (SB)−1SAλ ]e(k)+2xT (k)(∆A+λ In)
T ST dϑ (k)

+2φxT (k)AT
λ

ST
ϑ(k)+2eT (k)AT

λ
ST dϑ (k)−2φeT (k)AT

λ
ST

ϑ(k)+(1+φ)eT (k)AT
λ

ST (SB)−1S

×Aλ e(k)+dϑ (k)T (SB)dϑ (k)+φϑ
T (k)(SB)ϑ(k)

=xT (k)[(A+∆A)T P(A+∆A)− (A+∆A)T ST (SB)−1S(A+∆A)+(λ In +∆A)T ST (SB)−1S(λ In +∆A)

+φAT
λ

ST (SB)−1SAλ ]x(k)+2xT (k)[(λ In +∆A)T ST (SB)−1SAλ −φAT
λ

ST (SB)−1SAλ ]e(k)

+2xT (k)(∆A+λ In)
T ST dϑ (k)+2φxT (k)AT

λ
ST

ϑ(k)+2eT (k)AT
λ

ST dϑ (k)−2φeT (k)AT
λ

ST
ϑ(k)

+(1+φ)eT (k)AT
λ

ST (SB)−1SAλ e(k)+dϑ (k)T (SB)dϑ (k)+φϑ
T (k)(SB)ϑ(k) (35)
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where Â∆ = B(SB)−1S(A+∆A), ∆Aλ = B(SB)−1S(λ In +∆A) and φ = β̄

1−β̄
. Besides, note that

E{(β − β̄ )}= 0 and E{(β − β̄ )2}= β̄ (1− β̄ ), δ 2. Thus, it can be demonstrated that

E{eT (k+1)Pe(k+1)
∣∣ζ (k)}

=xT (k)[∆AT P∆A+φAT
λ

PB(BT PB)−1BT PAλ +θ(LC)T PLC]x(k)

+ eT (k)[(A−LC)T P(A−LC)+φAT
λ

PB(BT PB)−1BT PAλ ]e(k)+θxT
c (k−1)(LC)T PLCxc(k−1)

+θ
2eT

c (k−1)(LC)T PLCec(k−1)+dT
ϑ (k)B

T PBdϑ (k)+φϑ
T (k)BT PBϑ(k)

+2xT (k)[∆AT P(A−LC)−φAT
λ

PB(BT PB)−1BT PAλ ]e(k)−2θxT (k)(LC)T PLCxc(k−1)

−2θxT (k)∆AT PLCec(k−1)+2xT (k)∆AT PBdϑ (k)+2φxT (k)AT
λ

PBϑ(k)

−2θeT (k)(A−LC)T PLCec(k−1)+2eT (k)(A−LC)T PBdϑ (k)−2φeT (k)AT
λ

PBϑ(k)

−2θeT
c (k−1)CT LT PBdϑ (k), (36)

in which again E{(α− ᾱ)}= 0 and E{(α− ᾱ)2}= ᾱ(1− ᾱ), ψ2. Also

E
{

xT
c (k)Q1xc(k)

∣∣∣ζ (k)}
=(1− ᾱ)xT (k)Q1x(k)+ ᾱxT

c (k−1)Q1xc(k−1), (37)

and

E{eT
c (k)Q2ec(k)

∣∣ζ (k)}
=E{[−αx(k)+αxc(k−1)+ e(k)]T Q2[−αx(k)+αxc(k−1)+ e(k)]

∣∣ζ (k)}
=ᾱxT (k)Q2x(k)−2ᾱxT (k)Q2xc(k−1)−2ᾱxT (k)Q2e(k)+ ᾱxT

c (k−1)Q2xc(k−1)

+2ᾱxT
c (k−1)Q2e(k)+ eT (k)Q2e(k), (38)

in which E{α2}= ᾱ . Besides, we have

E{σT (k+1)(SB)−1
σ(k+1)

∣∣ζ (k)} (39)

=xT (k)[θCT LT ST (SB)−1SLC+λ
2ST (SB)−1S]x(k)+ eT (k)(λ I−LC)T ST (SB)−1S (λ I−LC)e(k)

+θxT
c (k−1)CT LT ST (SB)−1SLCxc(k−1)+θ

2eT
c (k−1)CT LT ST (SB)−1SLCec(k−1)

−2xT (k)λST (SB)−1S (λ I−LC)e(k)−2θxT (k)CT LT ST (SB)−1SLCxc(k−1)

+2θλxT (k)ST (SB)−1SLCec(k−1)−2θeT (k)(λ I−LC)T ST (SB)−1SLCec(k−1).

It is also easy to show that

σ
T (k)(SB)−1

σ(k) = [x(k)− e(k)]T ST (SB)−1S[x(k)− e(k)]

= xT (k)ST (SB)−1Sx(k)−2xT (k)ST (SB)−1Se(k)+ eT (k)ST (SB)−1Se(k). (40)

Using (35)-(40) and defining ϖ(k) =
[
xT (k) eT (k) xT

c (k−1) eT
c (k−1) dT

ϑ
(k) ϑ T (k)

]T ,
(34) can be rearranged as

∆V (ζ (k)) = ϖ
T (k)

[
Σi j
]

6×6 ϖ(k), (41)
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where

Σ11 =(A+∆A)T P(A+∆A)− (A+∆A)T ST (SB)−1S(A+∆A)+(λ In +∆A)T ST (SB)−1S(λ In +∆A)

+∆AT P∆A+2φAT
λ

PB(BT PB)−1BT PAλ − (1−λ
2)ST (SB)−1S+θ(LC)T PLC

+θCT LT ST (SB)−1SLC−P+(1− ᾱ)Q1 + ᾱQ2,

Σ12 =(λ In +∆A)T ST (SB)−1SAλ +∆AT P(A−LC)+ST (SB)−1S−2φAT
λ

PB(BT PB)−1BT PAλ

− ᾱQ2−λST (SB)−1S (λ I−LC) ,

Σ13 =−θ(LC)T PLC−θCT LT ST (SB)−1SLC− ᾱQ2,

Σ14 =−θ∆AT PLC+θλST (SB)−1SLC,

Σ15 =(∆A+λ In)
T ST +∆AT PB,

Σ16 =2φAT
λ

PB,

Σ22 =(1+2φ)AT
λ

ST (SB)−1SAλ +(λ I−LC)T ST (SB)−1S (λ I−LC)+(A−LC)T P(A−LC)

−ST (SB)−1S−P+Q2,

Σ23 =ᾱQ2,

Σ24 =−θ(A−LC)T PLC−θ (λ I−LC)T ST (SB)−1SLC,

Σ25 =AT
λ

ST +(A−LC)T PB,

Σ26 =−2φAT
λ

PB,

Σ33 =θ(LC)T PLC+θCT LT ST (SB)−1SLC+ ᾱQ2− (1− ᾱ)Q1,

Σ34 =0,
Σ35 =0,
Σ36 =0,

Σ44 =θ
2(LC)T PLC+θ

2CT LT ST (SB)−1SLC−Q2,

and Σ45 = −θCT LT PB, Σ46 = 0, Σ55 = 2SB, Σ56 = 0, Σ66 = 2φSB. Now, to prove the system
stability, let

[
dϑ (k)
ϑ(k)

]
= 0. Then the system is stable if

Ξ :=
[
Σi j
]

4×4 <−ρI, (42)

where ρ > 0 is a scalar variable. With the choice of S = BT P and utilizing the Schur complement,
it can be shown that the feasibility of (42) is equivalent to that of

Σ̄11 ? ? ? ? ? ? ? ? ?
Σ̄T

12 Σ̄22 ? ? ? ? ? ? ? ?
−ᾱQ2 ᾱQ2 Σ̄33 ? ? ? ? ? ? ?

0 0 0 −Q2 +ρI ? ? ? ? ? ?
BT P(λ In +∆A) BT PAλ 0 0 −BT PB ? ? ? ? ?
−λBT P BT P(λ I−LC) 0 −θBT PLC 0 −BT PB ? ? ? ?
−2φBT PAλ 2φBT PAλ 0 0 0 0 −2φBT PB ? ? ?

P∆A P(A−LC) 0 −θPLC 0 0 0 −P ? ?
θPLC 0 −θPLC 0 0 0 0 0 −θP ?

θBT PLC 0 −θBT PLC 0 0 0 0 0 0 −θBT PB


< 0 (43)

20



where θ = ᾱ

1−ᾱ
, φ = β̄

1−β̄
, and

Σ̄11 =(A+∆A)T P(A+∆A)− (A+∆A)T ST (SB)−1S(A+∆A)−ST (SB)−1S−P
+ ᾱQ2 +(1− ᾱ)Q1 +ρI,

Σ̄12 =ST (SB)−1S− ᾱQ2

Σ̄22 =−ST (SB)−1S−P+Q2 +ρI,

Σ̄33 =− (1− ᾱ)Q1 + ᾱQ2 +ρI.

Hence, using Lemma 3 it can be shown that the feasibility of the inequality in (43) is equivalent to
that of Σ̂11 Σ̂12 · · ·

Σ̂T
12 Σ̂22 · · ·
...

... . . .

< 0, (44)

with

Σ̂11 =(A+∆A+BF1)
T P(A+∆A+BF1)−P+(1− ᾱ)Q1 +FT

2 (BT PB)F2 +FT
2 BT P+PBF2

+ ᾱQ2 +ρI,

Σ̂12 =FT
2 BT PBF3−FT

2 BT P+PBF3− ᾱQ2

Σ̂22 =FT
3 (BT PB)F3−FT

3 BT P−PBF3−P+Q2 +ρI, (45)

where F1, F2 and F3 are auxiliary variables [25] and note that except Σ̂11, Σ̂12 and Σ̂22 other entries
of (44) are the same as their counterparts in (43). Thus, using Lemma 5, (45) can be rearranged as

Σ̂11 =[P(A+∆A)+BZF1]
T P−1[P(A+∆A)+BZF1]−P+(1− ᾱ)Q1 +FT

2 ZT BT P−1BZF2

+FT
2 ZT BT +BZF2 + ᾱQ2 +ρI,

Σ̂12 =FT
2 ZT BT P−1BZF3−FT

2 ZT BT +BZF3− ᾱQ2, (46)

Σ̂22 =FT
3 ZT BT P−1BZF3−FT

3 ZT BT −BZF3−P+Q2 +ρI,

where Z satisfies PB = BZ. Using the Schur complement it can be seen that (44) is implied by the
following inequality,

Σ̃11 ? ? ? ? ? ? ? ? ? ? ?
Σ̃T

12 Σ̄22 ? ? ? ? ? ? ? ? ? ?
BX2 BX3 −P ? ? ? ? ? ? ? ? ?
−ᾱQ2 ᾱQ2 0 Σ̄33 ? ? ? ? ? ? ? ?

0 0 0 0 −Q2 +ρI ? ? ? ? ? ? ?
BT P(λ In +∆A) BT PAλ 0 0 0 −BT PB ? ? ? ? ? ?
−λBT P BT (λP−X4C) 0 0 −θBT X4C 0 −BT PB ? ? ? ? ?
−2φBT PAλ 2φBT PAλ 0 0 0 0 0 −2φBT PB ? ? ? ?

P∆A PA−X4C 0 0 −θX4C 0 0 0 −P ? ? ?
θX4C 0 0 −θX4C 0 0 0 0 0 −θP ? ?

θBT X4C 0 0 −θBT X4C 0 0 0 0 0 0 −θBT PB ?
P(A+∆A)+BX1 0 0 0 0 0 0 0 0 0 0 −P



< 0

(47)

where Σ̃11 = −P+(1− ᾱ)Q1 + ᾱQ2 +XT
2 BT +BX2 + ρI, Σ̃12 = −XT

2 BT +BX3− ᾱQ2, Σ̃22 =
−XT

3 BT −BX3−P+Q2 + ρI, X1 = ZF1, X2 = ZF2, X3 = ZF3 and X4 = PL. With the help of
Lemma 1 and assuming ∆Ak satisfies the condition in (2), (47) is also sufficed by the LMI in (25).
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6.2. Proof of Theorem 2

Defining ν(k) = [ xT (k) eT (k) xT
c (k−1) eT

c (k−1) ]T and Σv =
[

ΣT
15 ΣT

25 ΣT
35 ΣT

45
ΣT

16 ΣT
26 ΣT

36 ΣT
46

]T
(see the proof of Theo-

rem 1), according to Lemma 2, we have

2ν
T (k)Σv

[
dϑ (k)
ϑ(k)

]
≤ ν

T (k)ΣvΠ
−1

Σ
T
v ν(k)+

[
dϑ (k)
ϑ(k)

]T
Π

[
dϑ (k)
ϑ(k)

]
, (48)

where Π > 0 with appropriate dimension. It follows from (41), (42) and (48) that

∆V (ζ (k))≤−ν
T (k)[ρI−ΣvΠ

−1
Σ

T
v ]ν(k)+

[
dϑ (k)
ϑ(k)

]T
[Σc +Π]

[
dϑ (k)
ϑ(k)

]
(k), (49)

in which Σc =
[

Σ55 Σ56
ΣT

56 Σ66

]
. If we choose Π > 0 such that

ρ̂I < ρI−ΣvΠ
−1

Σ
T
v , (50)

where ρ > ρ̂ > 0, which is always possible if ρ > 0 exists, then, it follows from (49) that

∆V (ζ (k))≤− ρ̂ν
T (k)ν(k)+

[
dϑ (k)
ϑ(k)

]T
[Σc +Π]

[
dϑ (k)
ϑ(k)

]
. (51)

Moreover, note that as σ(k) = S(x(k)− e(k)) we can derive

V (ζ (k)) =ν
T (k)Mν(k), (52)

where M = diag(Mp,Q1,Q2) with MP =
[P+R R

R P+R
]

and R = PB(BT PB)−1BT P, hence,

λmin(M)‖ν(k)‖2 ≤V (ζ (k))≤ λmax(M)‖ν(k)‖2 . (53)

Additionally, it is known that

λ1 ‖ζ (k)‖2 ≤V (ζ (k))≤ λ2 ‖ζ (k)‖2 . (54)

where λ1 = λmin(diag(P,P,Q1,Q2,(SB)−1)) and λ2 = λmax(diag(P,P,Q1,Q2,(SB)−1)). Hence,
from (51) and (53) one can derive that

∆V (ζ (k))≤− ρ̂

λmax(M)
V (ζ (k))+ γ, (55)

where γ = (τ2+κ2)‖Π+Σc‖
∥∥Db

∥∥2. Note that from (42) it can simply be written that ∀ ν(k) 6= 0

ν
T (k)Ξν(k) =E

V (ζ (k+1))
∣∣[

dϑ (k)
ϑ(k)

]
=0

∣∣∣ζ (k)
−V (ζ (k))

<−ρν
T (k)ν(k). (56)

It is known that E{V (ζ (k + 1))
∣∣[

dϑ (k)
ϑ(k)

]
=0

∣∣ζ (k)} > 0, and thus, from (56) and (53), it can be

claimed that ρ < λmax(M). Hence,
ρ̂

λmax(M)
< 1.
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Finally, from Lemma 4 and (55), we can find the bound given in (27).
Furthermore, to find Π > 0 in (50), defining Π =

[
Π11 Π12
ΠT

12 Π22

]
, we can rewrite this inequality, for

given P > 0, Q1 > 0, Q2 > 0, L and ρ > 0, as
(ρ̂−ρ)I ? ? ? ? ?

0 (ρ̂−ρ)I ? ? ? ?
0 0 (ρ̂−ρ)I ? ? ?
0 0 0 (ρ̂−ρ)I ? ?

ΣT
15 ΣT

25 0 ΣT
45 −Π11 ?

ΣT
16 ΣT

26 0 0 −ΠT
12 −Π22

< 0. (57)

Using Lemma 1, (57) can be sufficed by the LMI (28).
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