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Abstract—Recently, increasing efforts have been focused on the
development and adoption of autonomous underwater vehicles
(AUVs) for various applications. However, the GPS signals are
usually unavailable, the vehicle dynamics is very uncertain, and
the complicated vision based localization algorithms may not
work well in the underwater environments. Hence, accurate and
timely state estimation using low-cost sensors remains a challenge
for the control and navigation of AUVs. This paper considers
the state estimation problem for underwater vehicle navigation
around a cylindrical structure. The vehicle is assumed to be
equipped with only low-cost sensors: an inertia measurement unit
(IMU), a pressure sensor and a monocular camera. By exploiting
the prior knowledge on the size and shape of the structure,
an efficient algorithm for estimating the state of the AUV is
developed without using any dynamic model. Firstly, a state
observer is proposed under the condition that the localization
result (rotational and translational position) is available. Next,
we present a method for localization based on the IMU readings,
pressure sensor readings and the image of the cylindrical struc-
ture, which uses the geometry of the structure and only requires
simple image processing (line extraction). Then we prove that the
proposed observer is globally stable. Preliminary experimental
results and simulation results are reasonable and promising,
which implies the proposed method has potential to be used in
the real AUV navigation applications.

I. INTRODUCTION

Autonomous underwater vehicles (AUVs) have great appli-
cation potential because working underwater is both dangerous
and difficult for humans. Various versions of AUVs have
been developed for different applications, such as seabed map-
ping, underwater structure inspection. Navigation and control
are important subtasks in AUV applications. Many control
methodologies for underwater robot or underwater vehicle
ranging from fuzzy logic control and sliding mode control
to adaptive control have been proposed and reported, e.g., [1],
[2], [3]. However, vehicle state (orientation, translational posi-
tion and linear velocity) estimation is an essential prerequisite
no matter whether the employed controller belongs to model-
based control or model-free control. Although reasonably good
state estimation can be achieved through using costly sensors
like the Long Baseline, the Ultra-short Baseline, and Doppler
Velocity Log ([4], [5], [6]), reliable and accurate AUV state
estimation using low cost sensors is still challenging.

In this paper, we consider the problem of state estimation
for underwater vehicle that is required to navigate around a
cylindrical structure (e.g., for inspection). This vehicle is only
equipped with the low-cost sensors: a typical IMU, a pressure
sensor and a monocular camera.

Unlike ground mobile robots navigating outdoor, underwa-
ter vehicles cannot obtain the required xy coordinates in the
horizontal plane via GPS signals because GPS signals are
blocked by the water. Hence, the monocular camera becomes
a critical resource for localization. In the past decade, the
view-based Simultaneous Localization and Mapping (SLAM)
approaches have been succeeded in some underwater scenarios
([7], [8]). However, one difficulty of the SLAM problem in the
underwater environment is feature extraction and matching,
which may require high quality images. Hence, it is desirable
to develop a robust and efficient algorithm to localize the
underwater vehicle by using the monocular camera with-
out requiring complicated image processing. This could be
achieved, for example, by using some prior knowledge about
the environment.

On the other hand, the estimation of orientation under
the presence of gyroscope bias is another important issue.
In [9], three orientation observers formulated in the special
orthogonal group SO(3) are proposed, resulting in almost
global stability according to Lyapunov stability analysis. In
this paper, we follow a similar idea and design a globally
stable observer. In addition, we propose to integrate the image
information (and the prior knowledge about the environment)
with IMU readings for the orientation and gyro bias estimation
in order to improve the robustness.

Due to the difficulty of determining the exact dynamics of
a complex-shaped underwater robot especially in the open-
water environment with varying water current, the empirical
plant dynamics (e.g., added mass, nonlinear Coriolis models,
hydrodynamic damping forces, etc.) is usually employed as
a proxy ([10], [11]). Parameter identification can be done
by computational fluid dynamics software ([12], [13]) or
practical experiments (e.g., [14]), but in this way only the
rough values of plant parameters can be obtained. In addition,
the experiment-based parameter identification methods for a
complex-shaped underwater robot usually require expensive



devices, such as a towing tank, with dedicated instrumentation
and manoeuvres. In this paper, the proposed method does not
require the nominal plant dynamics of the underwater vehicle.

Some state estimation approaches employ stochastic esti-
mation methods, such as [15] and [16]. However, there is
no general analytical method for propagating non-Gaussian
probability distributions for most of nonlinear systems, and
most stochastic estimation methods requires linearization (e.g.,
the extended Kalman filter) or sampling-based method (e.g.,
particle filter). Therefore, the analytical stability analysis for
the stochastic estimation methods is not commonly available
[17]. In this paper, we propose a nonlinear state observer,
which makes use of the geometry structure of SO(3) and
guarantees the global stability when the vehicle’s orientation
and position are available.

This paper is organized as follows. Section II introduces
the notations used and the considered problem. Then a quick
overview of the proposed observer is given in Section III.
In Section IV, assuming the orientation is known, we firstly
present a method to calculate the vehicle’s position, which
employs the simple image information and the symmetry
of the cylinder. Next, we show how to integrate the image
information to estimate the vehicle’s orientation. In Section
V, we prove that our proposed observer is globally stable. In
Section VI, preliminary experimental result on localization and
simulation results about the proposed observer are reported.
Section VII presents the conclusion and future work.

II. NOTATIONS AND PROBLEM STATEMENT

A. Notations

The special orthogonal group (rotation matrix group) SO(3)
is the set, defined as {R ∈ R3×3|det(R) = 1, RT R = I3}. The
vehicle’s orientation can be represented by a rotation matrix.
For more details about the special orthogonal group see [18].

The skew symmetric operator s is defined such that s(x)y =
x× y for x,y ∈ R3. The operator g as the inverse of the
operator s is a mapping from 3× 3 skew symmetric matrix
to 3-dimensional vector, defined as (s(x))g = x for x ∈ R3.

The operator ‖.‖ is the Euclidean norm. If v is a vector in
the 3-D space, O is a coordinate frame in this 3-D space, then
v|O represents the expression of the vector v in the frame O.
Similarly, if c is a point then c|O represents the coordinates of
the point c in the frame O. The symbol ˆ denotes the estimated
value respect to some variable, e.g., if q denotes a variable,
then q̂ refers to the estimated value of q. The function tr()
denotes the trace of a matrix.

B. Problem Statement

Imagine a scenario that an underwater vehicle is navigating
around a vertical cylinder with known radius. The vehicle
is equipped with a monocular camera, a pressure sensor
and a typical IMU (including accelerometer, gyroscope and
magnetometer). For simplicity, we consider the condition that
the outline of the cylinder can always be seen by the camera.
Once a proper calibration for camera is done, one can first
undistort the image and then perform line extraction to get

the boundary of the cylinder in the image. An example of
underwater image taken from the experimental water tank is
shown in Fig. 1.

Fig. 1: an underwater image: the cylinder in the experimental
water tank

In order to describe the motion of the underwater vehicle,
we introduce two coordinate frames: the body frame B fixed in
the vehicle and the inertial frame O. The origin of the frame
O is chosen in the axis of the cylinder and the Z axis of
the inertia frame O is chosen as upward (parallel to the axis
of the cylinder). Moreover, the camera’s pose relative to the
vehicle is fixed and known. For simplicity, it is assumed that
the camera frame coincides with the frame B. We denote the
state X to be estimated as the form

X = (R,b, p,v), (1)

where R∈ SO(3) as the rotation from the frame B to the frame
O denotes the vehicle’s orientation in the inertia frame O, b ∈
R3 denotes the gyroscope bias, p∈R3 as the coordinates of the
origin Bo of the frame B in the frame O denotes the vehicle’s
position in the inertia frame O, v ∈ R3 denotes the vehicle’s
linear velocity in the inertial frame O. The differential equation
of the state can be expressed as the following

Ẋ = f (X ,U), (2)

where U = (Ω,a) and

f (X ,U) := (Rs(Ω−b),0,v,Ra+g), (3)

where s is the skew symmetric operator mentioned in Section
II-A, g ∈R3 is the known gravitational acceleration expressed
in the frame O, a ∈ R3 is the proper acceleration that can be
measured by the accelerometer and Ω ∈ R3 is the gyroscope
reading.



In this paper, we focus on estimating the state (R,b, p,v) by
fusing the information from IMU, pressure sensor, image of
the cylinder and the prior knowledge of the geometry of the
cylinder.

III. THE PROPOSED OBSERVER

In this section, we state the proposed observer under the
condition when the vehicle’s orientation and position is avail-
able (Section IV). In this case, the output of the system (Eq.
2) is

Y = h(X) = (R, p). (4)

Let X̂ = (R̂, b̂, p̂, v̂) be the estimated state. Making use of
the geometric structure of the special orthogonal group, our
proposed observer is designed as

d
dt

X̂ = F(X̂ ,U,Y ), (5)

where

F(X̂ ,U,Y ) =


R̂s(k1

(R̂T R−RT R̂)g√
1/2+tr(R̂T R)/2

+Ω− b̂)

−k2∆θ
(R̂T R−RT R̂)g

‖(R̂T R−RT R̂)g‖
v̂+2k3(p− p̂)

Ra+g+ k3(p− p̂)


T

, (6)

ki (i = 1,2,3) are constant gains, ∆θ ∈ [0,π] is the rotation
angle of the rotation matrix R̂RT . We can obtain ∆θ by the
following equation:

∆θ = arccos(
tr(R̂RT )−1

2
). (7)

In [9], the orientation observers employ the geometric structure
of the group SO(3) but they are not globally stable because
the error of the estimated orientation and the actual orientation
is defined as 1− cos∆θ . Our proposed method also employ
the geometric structure of the group SO(3), but takes the
orientation error as ∆θ for global stability. The theoretical
analysis of the observer will be given in Section V.

IV. LOCALIZATION

Although the proposed observer has been given, how to
obtain the observations (R, p) remains an issue. In this section,
we will show how to obtain the raw signal of (R,P) by using
the information from the sensors and the prior knowledge of
the cylinder geometry.

A. Calculate the vehicle’s position p if R is known
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Fig. 2: The projection of the boundary lines of the cylindrical
structure on the image plane
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Fig. 3: Projection of the cylinder in the camera/body frame
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Fig. 4: The top view

In this subsection, it is assumed the vehicle’s orientation
R is known (how to obtain R will be given in Section
IV-B). Because pz can be easily obtained via the measurement
from the pressure sensor, we will only show how to get xy
coordinates of the vehicle’s position, i.e., (px, py).

We consider the condition that the outline of the cylinder
can always be seen by the camera. Under this condition, the
projection of the cylinder on the image plane is two line
segments as shown in Fig. 2. We denote one line segment
in the image plane as c1c2 and the other one as d1d2 such that
c1c2d2d1 forms a quardrangle. In addition, note that the origin
of the camera/body frame B is Bo. Considering the symmetric
shape of the cylinder, we have that the line segments c1c2 and
d1d2 must correspond to two straight lines on the surface of
the cylinder, which implies that the plane Boc1c2 and the plane
Bod1d2 share a common vector that is the direction of the axis
of the cylinder. Fig. 3 shows the correspondence. The intrinsic
parameters of a well-calibrated monocular camera are known
and hence ci|B,di|B ∈ R3 (i = 1,2) be obtained.

We define the vector vo as the vector from the origin Bo of
the frame B to the axis of the cylinder (see Fig. 4 and Fig. 5).
Let λ be the direction vector of the axis of the cylinder and

λ

Bo

v1

v2 vo

c1
d1

Fig. 5: The vector vo



λ |O = [0,0,1]T be the coordinates of λ in the frame O. Note
that the plane containing the point Bo, the vector vo parallels
to the xy plane and λ is perpendicular to the xy plane, thus
we have

vo|B = RT [−px,−py,0]T , (8)

where vo|B is the expression of the vector vo in the body frame
B. If we have vo|B, then (px, py) would be obtained from Eq.
8 because R is assumed to be known. In the following we will
show how to calculate vo|B.

Firstly, we calculate the length ‖vo‖ of vo|B. We can obtain
the intersection angle θ between the plane Boc1c2 and the
plane Bod1d2:

θ = arccos
(c1|B× c2|B)T (d1|B×d2|B)
‖c1|B× c2|B‖‖d1|B×d2|B‖

. (9)

Considering that the plane Boc1c2 and the plane Bod1d2 must
be tangent to the cylinder and the known radius of the cylinder
is r, from Fig. 4 we have

‖vo‖=
r

sin(θ/2)
. (10)

Secondly, we show how to calculate the direction vector of
vo|B. Note that the plane Boc1c2 contains the vector λ , hence
λ |B as the coordinates of λ in the frame B can be expressed as
k1c1|B+k2c2|B where k1 and k2 are undetermined coefficients.
Note that the plane Bod1d2 also contains the vector λ and
hence λ is perpendicular to the normal vector of the plane
Bod1d2. Therefore, we have

(d1|B×d2|B)T (k1c1|B + k2c2|B) = 0. (11)

On the other hand, λ is a unit vector and hence we have

‖(k1c1|B + k2c2|B)‖= 1. (12)

Eq. 11 and Eq. 12 have two solutions with respect to (k1,k2).
Actually, there exists an unit vector m ∈ R3 such that

k1c1|B + k2c2|B =±m. (13)

With the equation RT λ |O = λ |B = k1c1|B + k2c2|B, we have

RT
λ |O =±m. (14)

Now we have obtained the expression of λ |B, i.e., m or −m.
Note that vo is the bisector of angle between the plane Boc1c2
and the plane Bod1d2. Hence vo is also the bisector of angle of
the vector v1 and the vector v2, where v1 = c1|B− (mT c1|B)m
contained in the plane Boc1c2 is perpendicular to m and
v2 = d1|B − (mT d1|B)m contained in the plane Bod1d2 is
perpendicular to m as well (Fig. 5). Therefore, we can obtain
the direction vector vo|B

‖vo‖ of vo|B as

vo|B
‖vo‖

= N(N(v1)+N(v2)), (15)

where N is the normalization function such that N(x) = x
‖x‖

for x ∈ R3.
With Eq. 10 and Eq. 15, we have

vo =
r

sin(θ/2)
N(N(v1)+N(v2)). (16)

Now we can easily obtain (px, py) according to Eq. 8.

B. The vehicle’s orientation R

The calculation of the vehicle’s position p requires the vehi-
cle’s orientation R. Denote s0

1 ∈R3 as the magnetic field in the
inertial frame O (a prior knowledge), s0

2 ∈R3 as the direction
vector of the gravitational vector expressed in the inertia frame
O (a prior knowledge), and s1 ∈ R3 as the direction vector
of the measurement from the magnetometer and s2 ∈ R3 as
the negative direction vector of the measurement from the
accelerometer. Similar to the method in [9], the vehicle’s
orientation R can be roughly estimated by

R = argmin
Ry∈SO(3)

Σ
2
i=1‖Rysi− s0

i ‖2 +‖Rym− sgn(mT s2)λ |O‖2.

(17)
Unlike most nonlinear optimization problems, the nonlinear
optimization problem Eq. 17 has an efficient and unique
solution [19].

So far, we have explained how to get the vehicle’s pose
(R, p) by using the sensors and the prior knowledge.

V. THE ANALYSIS OF THE PROPOSED OBSERVER

In this section, we prove that the proposed observer is
globally stable.

For simplifying the stability analysis, we define two Lya-
punov functions V1 and V2 as the following:

V1 =
1
2

∆θ
2 +

1
2k2
‖b̂−b‖2, (18)

V2 =

(
p− p̂
v− v̂

)T

P
(

p− p̂
v− v̂

)T

, (19)

where P =

(
k3+1
2k3

I3 I3

I3
5k3+1

2 I3

)
is a positive definite matrix

for k3 > 0. Note that we have the following equation about
the rotation angle ∆θ

2sin∆θ = ‖(R̂T R−RT R̂)g‖. (20)

With Eq. 3 (the first two terms), Eq. 6 (the first two terms), Eq.
7, Eq. 18 and Eq. 20, after some tedious but simple calculation,
we have

V̇1 =
d
dt
(

1
2

∆θ
2 +

1
2k2
‖b− b̂‖2)

= ∆θ∆θ̇ +
1
k2
(b̂−b)T ˙̂b

= ∆θ(− 2k1 sin∆θ√
1+ cos∆θ

−W T
r (b̂−b))

− (b̂−b)T ∆θ(R̂T R−RT R̂)g

‖(R̂T R−RT R̂)g‖

=−2k1∆θ sin∆θ√
1+ cos∆θ

−∆θW T
r (b̂−b)+(b̂−b)T

∆θWr

=−2k1∆θ sin∆θ√
1+ cos∆θ

≤−2
√

2
π

k1∆θ
2

(21)

for ∆θ ∈ [0,π], where Wr =
−(R̂T R−RT R̂)g

‖(R̂T R−RT R̂)g‖ ∈R3 is the rotation
axis of RT R̂. Hence it is followed that ∆θ → 0, i.e., R̂→ R.



Then we can prove b̂→ b. Note that R̂→ R implies ˙̂R→ Ṙ.
With Eq. 3 (the first term) and Eq. 6 (the first term), R̂→ R
and ˙̂R→ Ṙ imply b̂→ b.

On the other hand, with Eq. 2 (the last two terms), Eq. 6
(the last two terms) and Eq. 19, we have

V̇2 =
d
dt

(
p− p̂
v− v̂

)T

P
(

p− p̂
v− v̂

)
=

(
p− p̂
v− v̂

)
(AcP+PAT

c )

(
p− p̂
v− v̂

)
=−2k3(‖p− p̂‖2 +‖v− v̂‖2)≤ 0

, (22)

where

Ac =

(
−2k3I3 I3
−k3I3 03×3

)
. (23)

Eq. 22 results in p̂→ p and v̂→ v. In all, X̂ → X , i.e., the
estimated state converges to the actual state.

VI. EXPERIMENT AND SIMULATION RESULTS

Now we present some results using the proposed methods.
In Section VI-A, preliminary results of experiment about
localization are presented, which verifies the method in Section
IV to some extent. In Section VI-B, numerical simulations
have been performed in order to show the effectiveness and
robustness of the proposed observer in Section III.

A. The Preliminary Results of Experiment about Localization

The underwater vehicle in our lab requires a bit more
instrumentation before we can perform the full testing. In order
to test the proposed localization method, some underwater
images from different locations were taken by the camera
Genius KYE F100 with waterproof enclosure in our water
tank where there is a vertical cylinder with 0.3m radius. The
resolution of the images is 1280× 720. One example image
is shown in Fig. 1. For every shot, we manually measured
the roll and pitch of the camera and the distance between the
camera and the cylinder.

For each image, we extracted line segments c1c2 and d1d2
and calculated ‖vo‖ ∈ R+ (Eq. 10) and m ∈ R3 (Eq.13). Note
that ‖vo‖ refers to the distance from the camera to the axis of
the cylinder, m is the vertical upward vector expressed in the
camera frame. Next, we calculated the roll θr and pitch θp of
the camera by using Eq. 14 and m. Then we compared ‖vo‖,
θr and θp with the corresponding measurements.

Some example results are listed in Table I in which the
superscript M denotes the measured value. It is shown in Table
I that the calculation results by the method in Section IV are
very close to the measurements with error less than 4% for
‖vo‖ and less than 7% for the angles. The experiment results
validates the proposed method for localization to some extent.

B. Simulation Results of the Proposed Observer

In this subsection, we perform the numerical simulations
to validate our proposed observer (Eq. 6) under the condition
(R, p) is available. In the following, all units of the values

‖vo‖ ‖vo‖M θr θ M
r θp θ M

p
1 3.72m 3.75m 77.8◦ ≈ 80◦ 83.0◦ ≈ 85◦
2 3.42m 3.52m 168.5◦ ≈ 175◦ 80.0◦ ≈ 85◦
3 3.93m 3.87m 153.0◦ ≈ 160◦ 81.0◦ ≈ 85◦
4 3.79m 3.82m 140.3◦ ≈ 145◦ 88.3◦ ≈ 85◦
5 3.37m 3.33m 179.2◦ ≈ 180◦ 82.5◦ ≈ 85◦

TABLE I: calculation results vs measurements

are the international units. For generating ground truth, we
simulate a virtual underwater vehicle navigating around a
cylindrical structure. The simulated trajectory is helical de-
signed as the following: R(t) = exp{s((0,0,1)T )πt/10} and
p(t) = [−5cos(πt/10),−5sin(πt/10), t/20]T (unit: m). The
actual rate gyro bias is set as [0.5,−0.5,0.3]T (unit: rad/s).
The initial state estimation value (R̂, b̂, p̂, v̂) is set as R̂(0) = I3,
b̂(0) = [0,0,0]T (unit: rad/s), p̂(0) = [−5,0,0]T (unit: m), and
v̂(0) = [0,0,0]T (unit: m/s).

For verifying the robustness of the proposed observer,
the noises are added into the observations (R, p) and
the IMU readings (Ω,a). The raw orientation is set as
exp( 5π sin(t)

180 s(q(t)))R(t), where q(t) ∈ R3 is a time-vary ran-
dom unit vector. This setting would lead to the average 3.2
degree error of orientation. The gyro readings is added with
a Gaussian white noise vector whose standard deviation is
[0.05,0.05,0.05]T (unit: rad/s). The raw position measure-
ment is added with a Gaussian white noise vector whose
standard deviation is [0.05,0.05,0.05]T (unit: m). The proper
acceleration is added with a Gaussian white noise vector
whose standard deviation is [0.05,0.05,0.05]T (unit: m/s2).
The gravitational acceleration g is set as [0,0,−9.81] (unit:
m/s2). Note that the performance of the nonlinear filter is
largely dependent on the parameters. Hence, we carefully tune
the parameters as follows: k1 = 1, k2 = 1, k3 =

√
2. In addition,

all available measurements’ frequency is set as 20 Hz.
To show the simulation results more effectively, we present

the results of the estimated orientation and position in TABLE
II where AVE refers to the average error after convergence and
OAVE refers to the average error of the observations (R, p).
The error of the estimated orientation is the rotation angle ∆θ

of RT R̂ (Eq. 7) while the error of the estimated position p̂ is
‖p− p̂‖. In TABLE II, we can see the estimated orientation
and the estimated position from the proposed observer have
better precision than the raw observations (R, p).

AVE OAVE
orientation 2.5◦ 3.32◦
x-position 0.018m 0.025m
y-position 0.017m 0.025m
z-position 0.016m 0.025m

TABLE II: The estimated orientation and position

The history of the estimated gyroscope bias b̂= (b1,b2,b3)
T

is displayed in Fig. 6. At the beginning, the initial estimated
bias is [0,0,0]T , far away from the actual value [0.5. −
0.5,0.3]T . The “actual bias” is set as much bigger than the
normal value but the proposed observer can still estimate the
bias accurately after 6 seconds.



The error ∆v = (∆v1,∆v2,∆v3)
T of the estimated velocity

refers to v̂− v, which is shown in Fig. 7. We can see that
the estimated velocity v̂ along the y axis converges to the
actual velocity very quickly (after 6 seconds) although the
initial error is set to be very large. The proposed observer
with respect to the velocity also performs well.

Fig. 6: The estimation of gyroscope bias

Fig. 7: The error of estimated velocity

VII. CONCLUSION AND FUTURE WORK

We have considered the problem of state estimation for
underwater vehicle navigation around a cylindrical structure.
Under some reasonable assumptions, we firstly present a
method to localize the vehicle via the low-cost on-board
sensors and some prior knowledge about the environment,
which makes use of the symmetric property of the cylinder.
The way to integrate the image information into the orientation
estimation is also discussed. Secondly, we propose an observer
that ensures the global stability according to two Lyapunov
functions. The preliminary results of experiment and simula-
tion are promising and validate our proposed method. For the
future work, more experiments will be performed for further
validating and improving. We may also modify the method to
accommodate various scenarios such as a rectangular-shaped
structure.
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