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[. INTRODUCTION

The relay channel is a three-node network that consists ajuace §) — destination D)
pair that is aided by a third node; the relaly).( The relay channel was first introduced to
the information theory literature by Van Der Meulen [1], amdportant capacity theorems
were established for the physically degraded and revedsdyaded discrete memoryless full-
duplex relay channel by Cover and EI-Gamal [2]. Due to thepdél advantages of relaying in
improving the transmission capacity and reliability of @@ss systems, this topic has emerged as
an important research area in the wireless communicatitthegewell [3], [4]. In this context, the
communication channel between a transmitter and a recsvammonly modeled as additive
white Gaussian noise (AWGN) channel, and the fading effettthe wireless channels can
be modeled as block-fading (i.e. quasi-static) channelssquivalently as parallel fixed-gain
Gaussian channels, where each fixed-gain channel repeadating state. Optimal resource
(such as bandwidth sub-carriers and transmission ratesj)atibn based on the channel state
information (CSI) can produce significant capacity (acai@e rates) gains when we average the
capacity over long-term usage of the fading channel. Theeefcombining the best achievable
coding strategies that are used for constant (non-fadihgnmels and adapting them using
dynamic resource allocation over the fading states of ttanwchls is the core for approaching
the ergodic capacity bounds. Consequently, this is reallyrgportant and fundamental research
area. In this paper, we are interested in this specific topicvee apply it to block-fading relay
channels. We distinguish between three channel modelsxdeeon whether the relay is half
or full duplex and whether the source and the relay shareahe andwidth or transmit using
orthogonal channels.

Achievable rates and capacity upper-bound results fordhgitex relays in fixed-gain Gaussian
channels were provided in the literature assuming nomgadhal channel access of the source

and relay [5], and also assuming orthogonal channel ac&s§7]. More recent results were
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provided in [8]. We know from these references that, simitathe full-duplex case [2], [9],
the best known upper bounds on the capacity are the max-flowcatibounds, and that there
are three different coding strategies that maximize theezable rates, which are decode-and-
forward (DF), compress-and-forward_F) and direct transmissiorD{T) from the source to the
destination. These coding strategies were also named rampe (for DF), observation (for
CF) and facilitation (forDT) [2], [4]. None of these three strategies is globally dominaver
the other two, but rather each one of them can achieve higties that the others in specific
scenarios depending on the qualities of the R, S — D and R — D channels. Furthermore,
the exact capacity of the Gaussian relay channel is not knovgeneral except for a restricted
range of the channel qualities and fixed channel allocatji6hg7].

Furthermore, there are some contributions in the liteeatinat consider fading relay channels.
For example, the quasi-static (block-fading) half-duptelay channel was studied, and it was
shown that dynamic adaptation of the transmission strasegsingDF and DT is needed in
order to maximize the expected achievable rates [10]. Hew&F was not considered and
channel allocation was fixed beforehand and not subject tion@ation therein. It is obvious
that making channel allocation dynamic and subject to aptitron would add to the degrees
of freedom in the system design and enable achieving higttes.r Optimal channel allocation
for Gaussian (non-fading) orthogonal and non-orthogoekyr channels was considered in a
number of papers, and the obtained results for the best\adiieeschemes were based DA
only [5], [6], [11].

One important observation when extending the best relasirajegies, such d3F, from the
fixed-gain channel case into the block-fading channel caskeat the relay does not necessarily
have to forward a source message that is received in a givemehblock to the destination
in the same (or in the next) channel block if there are no delaystraints and the objective
is to maximize the expected achievable rate. Having thetyald adapt the relay transmission
based on the channel conditions gives more degrees-afeneén the system design and enables
achieving higher expected rates than in the cases when a giivece message is restricted to be

completely delivered to the destination in the same chabloek. Of course, the relay (and the
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destination) should have buffering capabilities in ordeehable this dynamic relaying scheme.
This concept was not taken into consideration in the aforgimeed papers, and it was introduced
in the literature recently under the name of “buffer-aidethying”, and it was studied for the
cases when there is no direct link from the source to the rsgtin [12], [13], and also when
the direct link is available and utilized [14]. Of coursee tlatter case is more general and more
important, and we are interested in it in this work.

Having gone through many of the most important works in ttexditure that considered block-
fading relay channels, we still believe that there is stbm for improvement since they all
focus on dynamic adaption of decode-and-forward relayingtegies and they do not consider
compress-and-forward as well, although there are certanasios over whiclCF can be better
thanDF as we know from the case of fixed-gain channels. So, in thigkwee consider a buffer-
aided hybrid scheme that combin@g, CF andDT and switches among them dynamically based
on the channel conditions, and we consider optimizing tls®urce allocation for this hybrid
scheme to maximize the long-term average achievable Miedelieve that this is an important
contribution to the literature since it is more generic thha known schemes and, hence, it
can achieve higher rates when optimized properly. To thé dfesur knowledge, this was not
discussed before in the literature. The solution of our |enobinvolves the optimization of the
transmission rate and compression whén is selected. In the literature, optimizingc was
done in a different context than our work [15]. Furthermose, characterize upper bounds on
the ergodic capacity of the block-fading relay channelsl pirovide several numerical examples
to compare the best achievable scheme to the upper-bouredofOthe most favorable aspects
of our work is that we show that optimal resource allocatisrbased on simple closed-form
formulas that can be applied in practical relay-aided compation networks. Notice that in
our work we assume that the source and the relay nodes ar&anad by maximum power
(per bandwidth sub-carrier) constraints rather than ges@ower constraints. Therefore, power
is assumed to be fixed beforehand at a given value. Such ampsisn is favorable for practical
implementations. Furthermore, as known in the literattire prospected gains of adaptive power

allocation is usually minimal, e.g. [16].
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Before we end this section, we want to mention that the carafejpuffer-aided relaying” was
also considered for dual-hop broadcast channels and it a¥esi¢joint user-and-hop scheduling”
since the buffering capabilities are actually needed tdkendynamic and flexible scheduling
(i.e. channel allocation) among multiple users (destimatiodes) and the relay [16]. Also, it was
applied to other channel models that involve relaying sushha bi-directional relay channel
[17], [18], the shared relay channel [19] and overlay cageitadio networks [20]. Moreover,
the buffers can improve the performance of relay select®uliacussed in [21]-[23]. The list
of references on buffer-aided relaying provided here isexbiaustive.

The remainder of this paper is organized as follows. In $actl, we describe the three
models for the Gaussian block-fading relay channel thatarsidered in this work. After that,
we define the main optimization variables for the considdrgorid (DF, CF, DT) scheme, list
their relevant constraints, and formulate the main optatidn problem in Section Ill. Then, in
Section IV, we go through the solution steps of the main ojztition problem and list some of
the important characteristics of the optimal solution. fye¥e discuss in Section V the upper
bounds for each one of the three channel models that aredewadiin this work. After that,
we demonstrate our findings via several numerical resulisgive comments on these results

in Section VI. Finally, we summarize the main conclusionsSection VII.

II. CHANNEL MODELS AND COMMENTS ON THE MOTIVATION
A. Three Models for the Gaussian Block-Fading Relay Channel

We consider a three-node network that consists of a soGjabdt wants to send information
to a destination ) with the assistance of a relaR); We assume a Gaussian block-fading
model for the channels between the nodes. We also assumalkt@iannel blocks have the
same duration( in seconds) and bandwidtii{ in Hz) and that they are large enough to

achieve the instantaneous capaCtifyurthermore, we assume that the source and relay transmit

*As well-known from the information theory, achieving thepaaity of AWGN channels requires using very large codes with
infinite code length. Otherwise, error-free transmissiannot be guaranteed. However, with sufficiently long codédgowe
can transmit at channel capacity with very small and negjkgprobability of error.
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Fig. 1: Channel Models; (a) Half-duplex orthogonal accéiss Full-duplex non-orthogonal access, (c) Orthogonal
access.

using a constant (maximum) power per unit bandwidth (in sisec/Hz). We also assume that
all nodes are equipped with a single antenna.

We investigate three different models for the relay charthat are shown in Fig 1. We
call them; (a) half-duplex — orthogonal access, (b) fulpléx — non-orthogonal access, and (c)
orthogonal access. A half-duplex relay is a relay that catraasmit and receive simultaneously
in the same channel block, while a full-duplex channel carthdd. Orthogonal access means
that the source and relay do not transmit simultaneouslyhensame bandwidth, while non-
orthogonal access means that they do so, and hence theytsbasame bandwidth to transmit
to the destination forming a multiple-access channel. Irhanoel blockk, the input-output

relationships for channel model (a) in Fig 1 are given by
Yr[k] = ds[k|hsr (k| Xs[k] + Zr[E], Q)
YD[]{?] = 0g [k‘]hSD[k‘]XS [k‘] + 0r [k]hRD[k]XR[k‘] + Zp [/{5], (2)

where Xs[k] and Xg[k| are the transmitted (complex field) source signal and relgpas
respectively, in channel block. They have power densitys and Pg, respectively. Similarly,
Yr[k] and Yp[k] are the received signals at the relay and destination, céeely, and Zg|[k]
and Zplk] are the added Gaussian noise at these two nodes, which awalipubdependent
and have circularly symmetric, complex Gaussian distigoutvith unit variance. Furthermore,

hsplk], hsr|k] and hrp[k] are the channel complex coefficients, which stay constarihglwne
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channel blocki and change randomly afterwards, of the source-destinatmirce-relay, relay-
destination links respectively. The corresponding sigaatoise-ratio (SNR) of these channels,
in a given channel block, are given byysg[k] = |hsg[k]|*Ps, vsplk] = |hsp[k]|>Ps and
yrolk] = |hro[K]|? Pr, respectively. The probability density function (PDF) betchannel gain
(|h|?) over each one of the three links is a contintfoiumction over|0, oo). Over each link, the
receiver knows the channel complex coefficigfit] perfectly, but the corresponditansmitte?
knows only the channel gain|?.

The controllable switch in channel model (a) is presentedviny signalsds[k] and dg[k],
which can have either zero or one value, and the sum of the iymals equals one all the time,
ds[k] + or[k] = 1. The input-output relationships for channel model (b) ig Eiare given by
(1) and (2) with the exception that[k| = Jr[k] = 1. Finally, the input-output relationships for

channel model (c) in Fig 1 are given by (1), witk[k] = 1, and the following two equations

Yo, [k] = hsp k] Xs[k] + Zp, [K], (3a)

Yp,[k] = hrolk| Xr[k] + Zp, (K], (3b)

whereYp, [k] andYp,[k] are the received signals from the source and the relay, ctsply, over
orthogonal channels. BotHp, [k] and Zp,[k| are added Gaussian noise with unit variance. We

assume that the two orthogonal channels have the sameT73iZg. (

B. Instantaneous Channel Capacities

The instantaneous (i.e. in a given channel blékkchannel capacities are denoted®s k],
Csr[k] and Crp[k] for the source-destination, source-relay and relay-dastin links, respec-

tively. For channel models (a) and (c) in Fig 1, where we hatkogonal access, the channel

2The continuity of the PDF functions means that the probgbthat the channel gain of a particular link equals a certain
value is zero, i.ePr(|hz[k]| = ¢) = 0, wherex € {SD,SR,RD} andc¢ > 0 is any arbitrary constant. This assumption will be
used in the solution of the optimization problem.

3This assumption is stemmed from practical system desigsiderations. As a consequence of it, beamforming of thecgour
and relay signals towards the destination is not feasibid, aence,5 in formulas (5) and (7) in [5] equals zero under our
assumptions.
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capacities (per unit bandwidth) follow the well-known ceipy of AWGN channels:

Colk] =log (1 +,[k]),  Va € {SD,SR,RD} (4)

For channel model (b) in Fig 1, where we have non-orthogooedss, the source-relay link
will still be an AWGN channel and its instantaneous capafutiows (4). On the other hand,
the source-destination and relay-destination links formmdtiple-access channel (MAC), and
hence we have a two-dimensional capacity region, wherengtantaneous capacity of the pair

(Csp k], Crplk]) can have infinite number of possibilities that satisfy

CSD[]{?] + CRD[I{?] = 10g (1 + ’VSD[]{?] -+ ’YRDU{?]) , (58.)
Csplk] <log (1 +splk]), (5b)
Cro[k] < log (1 + rolk]) (5¢)

For notation,Cyac|k] denotes the sum capacity of the MAC channel in (5a). Furtbegm
Ysplk] and ypp[k] denote the signal-to-noise-and-interference-ratio B§INf the SD and RD
channels, respectively. Thug, [k] = exp (Csp[k]) —1 andvip (k] = exp (Crplk]) —1, where the

instantaneous capacities are measured in nats/sec/datiaightforward to show th SVDRECHH <

Ysplk] < ~vsplk] and 11@2%} < 7rpolk] < vrplk] depending on the specific operating point on

the boundary of the MAC channel.

[Il. COMMUNICATION SYSTEM DESCRIPTION ANDOPTIMIZATION

We investigate a hybrid communication scheme that comlihmeg different strategies; direct
transmission @T), decode-and-forwardDF) and compress-and-forwardK). These schemes
are adapted dynamically and optimally based on the charomittons in order to maximize

the expected achievable rate.

A. Optimization Variables for Adaptive System

We would like first to emphasize that the main objective of ithaestigated communication

scheme is to maximize the long-term average (ergodic) aahie rate of the relay channel
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assuming that the source node does always have informat®tobtransmit and that there are
no delay constraints on the communication between the samd destination. This objective is
common in the literature and has been adopted for diffeteemicels, e.g. [24]-[27]. Furthermore,
we assume that the channel gain information over the thmdes lis perfectly known and
exploited in order to maximize the long-term average a@béy rate. Consequently, the used
communication scheme is adaptive based on the instantar{eeuin a given channel block)

condition of the block-fading channels. The adaptivity loé tommunication scheme includes

e The dynamic selection of the proper coding strateQ¥,(CF or DT). This may include
orthogonal time-sharing of different coding strategieth@ same channel block. The time
sharing ratios are subject to optimization. For notatiéyy; k], fpr[k] andfcr[k] denote
the time sharing ratio in a given channel blokkfor the DT, DF and CF transmission
strategies, respectively. They refer to the source trasson phase of all of these strategies.

Therefore, in channel models (b) and (c) in Fig. 1, we have éf@ry channel block)
0ot [k‘] + QDF[/{?] + QCF[I{?] <1 (6)

e The adjustment of the transmission rate based on the chaonelition. For notation,
Rprlk], Roe[k] and Rce[k] denote the normalizéddata rate of the source codeword in
a given channel block: for the DT, DF and CF transmission strategies, respectively.
Furthermore B¢ [k] and R¢g [k denote the normalized information rates that are generated
and stored by the relay at the end of channel bloclkhich corresponds to theF andCF
transmission strategies, respectively. Moreovetp k] denotes the normalized data rate
for the relay transmission in channel blokkncluding when it forwards both decoded or
compressed messages. The specific ordering of what the feelagrds (among decoded
and compressed messages) does not affect the expectedabthiate, and hence it is not
subject to optimization in our problem formulation. Notiteat we assume that the nodes

operate at their maximum power (per channel sub-carries) r@ance power allocation is

“The data rates are normalized to the size of one channel HIdEk
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not subject to optimization.
e The orthogonal multiplexing of the source and the relay isecaf channel model (a) in
Fig. 1. In this casefrp|k] denotes the time sharing ratio for the relay transmissiad, a

the constraint in (6) should be replaced by the following,one

Opt (k] + Opelk] + Ocelk] + Orplk] <1 (7)

e The selection of the operating point on the MAC channel in ehdt) in Fig. 1. For
notation, we definev[k] as an optimization variable to select the specific operativigt

in this case. The definition ab[k] is given in Appendix A.

B. System Requirements

In addition to the availability of the channel state infotioa, another important requirement
to support the adaptivity of the system is having unlimitedfdring capability at the relay
and the destination. This is because when the source tremnanmew codeword and the relay
decodes or compresses it, it does not forward it directlyhto destination in the same or the
following channel block, but it rather stores it and it adgugs transmission rate based on the
relay-destination channel quality. This means that thayretight send the information bits that
corresponds to one codeword of the source over multiple refaolocks (if the transmission
rate over the relay-destination link is low) or combine th&rmation bits that corresponds to
more than one codeword of the source (if the transmissian aaér the relay-destination link

is high). This was explained properly in [14].

C. Transmission Strategies and Rate Constraints

When the source transmits a new codeword, it decides (dubjeptimization) if the codeword
will be used forDT, DF or CF, and it adjusts the data rate of the codeword accordingly.
1) Direct Transmissionin this case, the relay does not need to do anything. The d&deof

the source codeword should be bounded by the direct chaapelity.

Rpt[k] < Ob7[k]Csp K] (8)
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2) Decode-and-Forward:In this case, the relay fully decodes the source messagetand i
generates and stores an amount of information that woulduficient for the destination to
decode the source message reliably (given that the destinatilizes both the source and relay
signals to decode the source codeword). For example, thg oein store a bin index (in the
sense of Slepian-Wolf coding [28]) of the source messageititiicates the partition at which
the source codeword lies. The data rate of the source codawast be bounded by the capacity

of the source-relay link in order for the relay to be able toatke the source message.
Rpr k] < Opf[k]Csrl[K] 9)

Furthermore, the corresponding amount of information tgémerated and stored by the relay

(normalized to the size of one channel bIGEK/) is given by:
" +
belk] = (Ror[k] — Gor[k]CsolK]) (10)

where(z)* = max(z,0). Notice that if Rpe[k] < Ope[k]Csp[k], then the destination can decode
the source message via direct transmission and the rele/rdueneed to forward anything.

3) Compress-and-ForwardThe most important element of our work that makes it distinct
from other works in the literature is the incorporation offqmess-and-forward relaying. In
CF, the relay encodes and stores a compressed (quantize@nvefghe received signal using,
e.g. Wyner-Ziv lossy source coding [29]. The data rate ofstxgérce codeword must be bounded
by the capacity of the single-input multiple-output (SIME)annel assuming that the relay and
destination are two antennas of the same receiver. Exagéiim data rate will not be reliably

decoded by any communication scheme.
Rer[k] < Ocr[k]log (1 + vsr[K] + vsp[K]) (11)

Notice that if Rce[k] < Oce[k]Csplk], then the destination can decode the source message via

direct transmission and the relay does not need to forwaytharg. For notation;cg[k] denotes

the SNR required to decode the source’s message, whichés 9y yce|k] = exp <]§CCFF[[,€’“]]> -1,
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where the data rate is measured in nats/sec/Hz.

Theorem 1 (Rate of compressed signal at the rela@jven thatysp[k] < verlk] < vsrlk] +

v6plk], the data rate of the encoded compressed signal by the relesy satisfy

* (verlk] = eolk) (1 + 1ol + y5slk])
fcelk] = ferlkl log <1 Ol ool e Gt %D[kn) ' (12)

in order for the destination to be able to reliably decode Hueirce’s message.

The proof is provided in Appendix B. Remember thgg k| = vsp[k| for channel models (a)
and (c), and depends on the operating point of the MAC channelodel (b) (see Fig. 1).

4) Relay TransmissionWhen the relay transmits, it adjusts its rate based on thangia
condition of theRD link. However, it cannot transmit more than the total (wleeth is related
to decoded or compressed source message) available anfaafarmation bits in its buffers,

denoted byQ[k|, which is normalized by the size of one channel bldak’,

RRD[I{?] S min (QRD[/{Z]CRD[/{Z], Q[k]) (13)

Notice that in channel models (b) and (c) in Fig.0kp[k] = 1 over all channel blocks.

D. Optimization Problem Formulation

We write the main optimization problem in a generic form tisadpplied to the three channel
models in Fig. 1. We want to maximize the average achievadile of the relay channel by
using an adaptive scheme that combigs, DF and CF. Therefore, the total rate is the sum
of the rates achieved by these three transmission strateéfhe relay should transmit sufficient

amount of rate to enable the destination to decode the soonessages reliably.

max Rpt + Rpr + Rcr (14a)
Clk] VEk
subject to Rrp > Rpr + R, (14b)
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where the long-term rate expressions are given by

= lim — ZX VX e {RDT,RDF,RCFaRRDaR*DFvREF}a (15)

K—oo K

©CoO~NOUTA,WNPE

10 and (k] is the optimization vector that depends on the specific cblamodel,

13 Ca)[k] = {07 k], Rot[k], 0ok k], Roe[k], Roelk], Oce k], Rerlk], Reelk], Orolk], Rrolk]} (16a)
16 Cwylk] = {Ob1[k], RoT[k], OpF (K], Ror[k], Rpelk], Oce[k], Rer[k], Reglk], Rrolk], wlk]}  (16b)

18 Cto)[k] = {0t (K], Rot k], Oor k], Bor k], Bo(k], Oce k], Rer k], Bee k], Rrolk]} (16c)

21 Notice that the optimization problem in (14) involves allnstraints on achievable rates,
23 i.e. (8), (9), (10), (11), (12), (13), and channel acces®sai.e. (6) (for channel models (b)

25 and (c)) or (7) (for channel model (a)).

V. OPTIMAL SOLUTION
31 A. Solution Steps of The Optimization Probléd)

33 We go through the main steps to be able to obtain the solufi¢h4).

35 1) Preliminaries:

38 Lemma 1 (Adjust rate at capacity bounds)o achieve the optimal solution qfLl4), Rp[k]
40 and Rgplk| should be adjusted to be at the maximum bounds (i.e. capaaitg Ry (k] and
42 R¢e[k] should be adjusted to be on the minimum bounds. T{&)s(13), (10) and (12) should

44 be satisfied at equality.

47 The proof is straightforward and intuitive since achiev(@@y and (13) with strict inequality
49 will be a waste of the channel resources with no prospectedfite. Similarly, achieving (10)
51 and (12) with strict inequality will result in inefficient asof the relay resources by letting the
relay forward more than what is actually needed by the daistin to be able to decode the
source messages reliably. Therefofeyr[k|, Rrplk], Rielk] and REg[k] can be removed from

the set of optimization variables (for all three channel gisylin (16) since they can be allocated
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directly once the other optimization variables (such asatwess ratios) are obtained.

Lemma 2 (Use all channel resources)o achieve the optimal solution fl4), all channel
resources should be used. Thus, the sum of channel acdessaanstraint, i.e(6) (for channel

models (b) and (c)) of7) (for channel model (a)), should be satisfied at equality.

The proof is straightforward and intuitive. Let's assumatttine optimal solution involves that
the sum of channel access ratios is strictly less than oneyivem channel block;, then we can
increase the value dfpt[k| such that the constraint is achieved at equality. This witiréase
the value of Rpr[k] without changing the rates &F and CF. Thus, we increase the total rate,

and this contradicts the assumption that the optimal soius at strict inequality.

Lemma 3 (Queue at edge of non-absorptio®) necessary condition for the optimal solution of
(14)is that the the queue in the buffer of the relay is at the edg®nfabsorption. Consequently,
for K — oo, the impact of the eve}[k] < Orp[k]Crolk], k = 1,--- , K is negligible. Therefore,

the optimal solution will have

K
_ 1
Rrp = lim. e Z Oro [k]Cro[k] (17)

k=1

and the constrain{14b) will be satisfied at equality.

The proof follows the same steps that are known in the liteeate.g. [12, Theorem 1 and
Theorem 2].

2) Lagrangian Dual Problem:The Lagrangian dual problem (e.g. [30]) of (14) is given as

mAin L(N), where\ > 0, and (18a)
E()\) = C%a\i(k RDT + RDF -+ RCF - A (R*DF + Ra: — RRD) (18b)

Notice that the optimization variableg[g], Vk) are obtained by solving the Lagrangian
maximization problem (18b) for a given value af The latter should be adjusted globally

according to (18a). If we have strong duality between (14) éi8), then the optimah will
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satisfy the constraint (14b) at equality. Therefore, theno@l value of A depends on the channel
statistics of the three linkSD, SR andRD, and it is independent of the instantaneous channel

gains in a given channel blodk

©CoO~NOUTA,WNPE

10 A direct consequence of Lemma 3, in particular (17), is thatachievable rates in a given
12 channel blocki: are only dependent on their respective optimization véegfjk], and indepen-
dent of ([l], wherel # k. Therefore, (18b) can be transformed into a numiseof independent

optimization problems that are solved independently.

19 max  Rorlk] + Ror[k] + Rer[k] = A (Roe[k] + Reelk] — Rro[k]) (19)

In the next step, we make a change of variables step for theniaation vector ([£]). Notice
that Rpe[k] and Rce[k] are dependent on other optimization variables, which fgkgk] and

Oce[k], respectively. Therefore, we make the optimization vdestindependent by using

O[] = 5—[[:]] vz € {DF, CF} (20)

33 Therefore, based on Lemma 1 and the change of variables defin@R0), we can replace

35 ([k] by a different optimization vectou[k| that is given by

38 1)kl = {Opt[k], Opr k], Cor[k], Ock k], Ccr k], Oro k] } (21a)
40 vy (k] = {0p7[k], O[], Cork], Oce k], Ccelk], wlk]} (21b)

43 1) (k] = {0t [k], Oor [k], Cor k], Ocr[k], Ccr[k]} (21c)
46 For notationg)[k] denotes a subset pfk] that includes all elements excepbe[k] andCce[k].
49 (k] = plk]\{Cor k], Ccr[K]} (22)

52 Based on the new defined notations, we can show that (19) canitben as

gg max 0o [k]poT (k] + Opr [k]¢pr k] + Ock [k]¢ce[k] + Oro [k]orp[K] (23)
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where

¢ot[k] = Csplk], (24a)
¢or(k] = g;ﬁ% (Corlk] — ACpe[k]), (24Db)
Geslk] = max  (Crlk] = ACeelk). (24c)
¢rolk] = ACrolK] (24d)

Consequently, the optimization 6iy¢[k] andCcg[k] are modular problems that can be solved
independently regardless of the optimal solution/@f]. They depend on the value af which
is a global variable that is not a function of the instantarseohannel capacities in a given
channel blockk. This is valid for all three channel models under considenat

3) Decode-and-ForwardThe optimal value of’e[k] can be obtained by solving (24b) given
(9) and (10), where (10) is satisfied at equality as shown imrha 1. The solution yields three
possibilities depending on the values@ir[k], Csp[k] and \; (i) Cpr[k] = Csglk] if A <1 or
Csrlk] < Csplk], (i) Cpelk] = Csplk] if A > 1 and Csg|k] > Csp[k], (iii) the optimal solution
is not unique Cor k] € [Csplk], Csr[k]], if A =1 and Csg[k] > Csplk].

Lemma 4 (When isDF useless)In all channel blocks that havé€'sg[k] < Csp[k], using DF
is useless (for our objective of maximizing expected aabievrate), and it is optimal to make

Oprlk] = 0 in this case.
The proof is straightforward sindeT can achieve higher rates in this case.

Lemma 5 (Optimal Cpr allocation) Given that\ < 1, thenCpg[k| should be adjusted at the

capacity of the source-relay channel. This means {(Bashould be satisfied at equality.
Corlk] = Csrlk] (25)

A direct consequence of Lemma 5 is that in all channel bldckisat haveCsg[k] > Csplk],
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we will have

dorlk] = (1 — \)Csr[k] + ACsp k] (26)

4) Compress-and-ForwardThe optimal value ofCcg[k] can be obtained by solving (24c)

given (11) and (12), where (12) is satisfied at equality asvehioa Lemma 1.

Theorem 2 (Optimal Cc¢ allocation) Given thatA < 1, Ccg[k] should be adjusted according
to

Ccrlk] = max (1()% (1 —=A) +log (1 + vsplk] + vsr[k]) 7CSD[k]) (27)

A sketch of the steps to obtain (27) is shown in Appendix C.i¢¢othat, when we have
Cce[k] = Csplk] in (27), thenCF is useless and it is optimal to maKer[k] = 0 in this case.
This will always be the case when> 1, and it depends on the channel conditions when 1.
Furthermore, unlikeCpe[k] in Lemma 5, the optimal allocation af'cg[k] is a function of \.
Thus, it is dependent on both the channel statistics (whifdtta the optimal value of) and
the instantaneous channel conditions.

Based on (27), we can equivalently write

Yer[k] = max ((1 = M) (1 +5p[k] +sr[K]) — 1, 7§D[k5]> (28)

A direct consequence of Theorem 2 is that in all channel dacthat haveCcg[k] > Csplk],
where Ccg k] is obtained using (27), we will have

1+ 5p[#]

dcelk] = log (14 ysr[k] + Ysplk]) + Alog ( ek

) F M og(A) + (1— M) log(1— ) (29)

5) Operating Point on MAC Channel of Model (bXfter characterizing the optimal allocation
of Cpe[k] and Cce[k], we go back to (23) to find the optimal[%]. The solution depends on the

specific channel model. We start by considerisig|, which is specific to channel model (b).

Theorem 3 (Relay message decoded firs) channel model (b), where the source and relay

transmit non-orthogonally to the destination, it is optirnt@let the destination decode the relay’s
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message first treating the source’s message as noise, anddhg@ocess the source’s message
after removing the decoded relay’s message. Thus, it isnaptio makev[k] = 0 regardless of

the channel conditions or the value &f

The proof is provided in Appendix D.
Based on Theorem 3, we obtain that in channel model (b), wayasvhaveyi, (k] = vsp k],

k
and ygp[k] = 20

6) Selection of Transmission StrategVhe next step is to find the optimal access ratios for

each transmission strategy in a given channel block.

Theorem 4 (Selecting transmission strategyjor fading channels with continuous probability
distribution, and given that < 1, the optimal solution of(18b) has only one transmission
strategy DF, CF or DT) selected per channel bloék Additionally, in channel model (a), either
the source or the relay transmits and not both of them. Thastrassion strategy is selected
according to

¢[k] = arg max ¢ |K] (30)

wherez € {DT,DF, CF,RD} (for channel model (a)), or € {DT, DF, CF} (for channel models
(b) and (c)). Thus, we gét.[k] = 1 if {[k] =z, and 0, [k] = 0 if {[k] # x.

The proof is straightforward by solving (23). Notice that w&sume that the channel gains
are random variables with continuous probability disttidm. Therefore ) of each transmission
strategy (we can calb as the merit function of the corresponding transmissicatedyy) will also
be random, and the probability that two different strategieaximize (30) in a given channel
block is zero. Consequently, the solution of (23) is alwaggue when\ < 1.

7) Optimal \: The next step is to find the optimal by solving (18a).
Lemma 6 (Bound of \). The optimal solution 0f18) must have\ < 1.

This is because i\ > 1, both DF and CF will be useless and they cannot achieve higher

rates tharDT regardless of the channel conditions. Thus, the relay ressware not utilized at
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2
4 all in this case, which is intuitively non-optimal.
5
? Lemma 7 (Strong Duality) A strong duality exists between the primal probl€d) and the
g dual problem(18). Therefore, the optimal solution dfi8) is also the optimal solution of14),
ig and it satisfies the constrairfl4b) at equality.
12
ﬁ The proof is straightforward since the time-sharing caodi(refer to [31]) is satisfied in our
15 problem.
16
g The optimal\ can be obtained numerically using different approaches.eikample, if the
;g channel PDFs of th6D, SR andRD channels are known, the expected achievable rates can be
g; computed numerically and used in a bisection search dverfind the value that satisfies (14b)
gi at equality. We can characterize the long-term averageseahie rate using
25 [ee] [ee] [ee]
g? X(A) = / / / f+(¥sp5 Ysr: TrRD) X (A, Y55 Ysr, YrD ) dyspdysrdVRD (31)

0 0 0
28
gg where X € {Rpt, Rpor, Rcr, Rrp, Riye, Rér}, X(A) is the expected achievable rate for a given
g; value of A\, and X (A, vsp, Ysr, 7rp) IS the achievable rate given that the optimal resource allo-
gi cation (i.e. optimal [k], Vk) is applied for the given channel SNR values and-urthermore,
gg f~(7sp, sk, YrD) IS the probability density function (PDF) of the channel SN the three
2573 links of the relay channel. In general, there are no simpieesd-form analytical representations
ig of X (A, vsp, sk, 7rp) based on the optimal resource allocation given by Theoreasgecially
j; for channel model (a). Therefore, the integration in (319udth be evaluated using numerical
Z‘ri methods. With the aid of (31), we can apply a bisection seavehn )\ to find the unique value
42 that makesigrp(\) — Rip(A) — Rep(N) = 0.
4
47 8) Practical Methods to Adapk in Real-Time Implementationdn a practical deployment
48
49 scenario, the PDF of the channels may not be perfectly kn@wnye may have non-ergodic
50
51 channels. Therefore, off-line calculation afmight not be feasible in some practical scenarios.
52
53 Also, in practice, there would be a certain constraint onsike of the relay’s buffers. Therefore,
54
55 we propose for this case to adaptin real-time based on the actual queue si2ié| and a
56 _
57 targeted average queue sizg, which is related to the buffer size constraint, or the ayera
58
59
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delay requirement (if it exists). However, the larg@r the better in terms of the expected
achievable rates.

Assuming that a good initial value of is used, it can then be adapted in real-time using

A[K] = Ak —1] = 8 (Q — Q[K]) , (32)

where 5 > 0 should be adjusted based on how fast the channel statigtiessy However, in
general, the smalles, the better in order to make the variationsXrsmaller.

9) Special Case Wheh = 1: At the special case when the average SNR ofS$Relink is
very high relative the average SNR of tR® and SD links, it may happen that the optimal
solution of (18) is at\ = 1. In this particular case, the solution of (18b) will not baque since
¢otlk] = ¢prlk] for all values ofk at whichysg[k] > 7sp[k], and there are infinite possible
solutions to achieve the constraint (14b) at equality. Bangle, we can always selebf
wheneverysg[k| > vsp k], but makeCpe[k] < Csr|k] such that the constraint (14b) is satisfied
at equality. Alternatively, we can ke&fpr|k] = Csr[k] and makepr[k] = p andbpe(k] = 1—p
wheneverysg[k] > ~vsp[k]. Then, we find the value of that makes the constraint satisfied at
equality. We use the latter approach in our numerical res@ltirthermore, as demonstrated in

the numerical results, the optimal achievable rate matttteesapacity upper-bound when= 1.

B. Important Characteristics of the Optimal Solution

Corollary 1 (WhenDF is better tharDT). For all channel models in Fig 1, using the relay to

decode the source message is better than direct trasnmisgieneverysg[k] > vsp|[k].
The proof is straightforward by checking the case at whigh[k] > ¢pT[k].

Corollary 2 (Never compress if you can decodépr all channel models in Fig 1, the relay

should not compress a source message if it can decode iblglia

The proof is shown in Appendix E. As a consequence of Corpllarwe can say that it is

a necessary condition to hav&g[k] > Csg[k] in order for CF to be better thadF. However,



Page 21 of 30 IEEE Transactions on Wireless Communications

21

Yso (k] Yso[k]
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14 ol = (5) (55 )
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16 Ysr[k] o Ysx[K]
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g

Fig. 2: The regions of selectingT, DF or CF based on the channel conditions of tie andSD links.

24 this condition is not sufficient, and we can actually haveesas which¢pg[k| > ¢cg[k] despite

26 having Cce[k] > Csrlk].

29 Corollary 3 (When CF is never selected)Compress-and-forward is never selected when the

31 optimal solution of(18) is achieved at\ > 1.

34 The proof is shown in Appendix F.
36 In Fig. 2, we show the regions in the two-dimensional spacesgfk| andysp[k] in which

38 DT, DF or CF are selected based on the optimal solution of (18).

a1 V. UPPERBOUNDS

43 In channel models (b) and (c), the ergodic capacity uppentte@re based on the max-flow

45 min-cut bound. This yields for model (b):

K—oo K
50 (33)

A 1
48 Cup = min ( Jim — > log (1 + 5[] +ysrlk]) , lim — > log (1 + 7s0[k] +IrolK]) )
k k

52 and for channel model (c):

55 Cup=min ( Jim > log (1+15o[k] + 5slK]), Jim = > log (1+ 350[k)(1 +7w0lk) )

57 (34)
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Channel Model (a) Channel Model (b) Channel Model (c)

Upper Bound|
Hybrid

Fig. 3: Acheivable rates results

In channel model (a), the upper bound is obtained by assuenggnie-aided transmission in
which the relay can know what the destination receives, heitdestination cannot know what
the relay receives. In this case, the relay can always deab@erate oflog(1 + s + Ysp)-
Thus, we do not hav€F, and we solve the optimization problem assuming either thece
transmits usindF at this giene-aided rate or the relay transmits to the detsbim according to
its channel gain. The selection between these two modesis slach that the long-term average

rate is maximized.

VI. NUMERICAL RESULTS

We make our numerical results assuming that the distaneeebatthe source and the desti-
nation isdsp, and the relay is located on the straight line between theceand the destination
such that the distance between the source and the relay,iand the distance between the relay
and the destination iggp = dsp — dsg. The channels between the nodes are Rayleigh block-
faded, and the average channel qualities are givef, by ¢ <C§ls—zD>_a, wherex € {SR,RD, SD},

a = 3 is the path loss exponent, amds a constant that is related to the transmission power,
antenna gains and total distance. We use two cases in théationye = 10%° ~ 3.1623, which
givesqysp = 5 dB, ande = 1, which givesysp = 0 dB.

In Fig. 3, we plot the expected achievable rates versus thealzed distance of the relay to

the sourcefé—g. Also, we compare the optimal hybrid scheme to the uppentswand to three

sub-optimal schemes that us& andDT without CF, or useCF andDT without DF, or useDT
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Channel Model (a) Channel Model (b) Channel Model (c)

///

Fig. 4: Optimal\.

only without any role of the relay. These schemes are op#ichizsing the same approach that
is used to optimize the hybrid scheme. We obtain from theea@lile rate results that the gains
of the hybrid scheme over a sub-optimal scheme that doess&ffiare more significant in
channel models (b) and (c) that have full-duplex relayssTivalid when the relay is closer to
the destination than to the source. Furthermore, in alletlciteannel models, the best achievable
scheme matches the capacity upper bounds only when the ieeldgse to the source. Also,
we can see a considerable gain in the achievable rates inlsnfijeand (c) with respect to
(a) since the relay and source transmit together all the. tifaethermore, the gain of model (c)
with respect to (b), which is due to having twice the bandiwjids large when the relay is close
to the source, and it is negligible when the relay is closehtodestination.

In Fig. 4, we plot the optimah for the hybrid scheme versus the normalized distance of the
relay to the sourc%ﬁ—g. The results show that is a non-increasing function with respect to the
distance of the relay from the source. Furthermore; 1 when the relay is close to source. By
comparing the optimal results with the achievable rates results, we can see taatabacity is
achievable whern\ = 1. Furthermore, for channel models (b) and (c), the capasigchievable
over a wider range of the source-relay distance in compangth channel model (a).

In Fig. 5, we plot the average access (i.e. selection) ratfake the different transmission
strategies of the optimal hybrid scheme versus the norewliistance of the relay to the source

%. The results demonstrate th@E becomes more important when the relay is closer to the
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Channel Model (a) Channel Model (b) Channel Model (c)
I e X ] X =
. a1 I \

/\“““1& ‘H

Fig. 5: Average access ratios BfT, DF, CF andRD. The solid lines are for the case wheg = 5dB, and the
dotted lines are for the case whegy = 0dB.

destination. Furthermore, the use @f in channel models (b) and (c) is more significant than
in channel model (a). By comparing the results with the oplimresults, we can see th@f is

never selected when the relay is closer to the source, vv’hgr%, and this confirms Corollary 3.

VIlI. CONCLUSIONS

We have showed in this paper how to integrate compress@amafd with decode-and-forward
and direct transmission in buffer-aided relaying systears] we have applied that to three
different models of the block-fading relay channel. Formatity, only one transmission strategy
is selected in a given channel block based on the channeitmorsd The optimization of the data
rate for compress-and-forward is obtained using a simmieed-form formula. The numerical
results have demonstrated the gains of the proposed scliemikermore, the proposed hybrid
scheme can be applied in practice, even if the channel tstati;jieeded to choosk¥) are not

known beforehand, by using simple algorithms to adajt real-time.

APPENDIX A

DEFINITION OF w[k] IN CHANNEL MODEL (B)

An alternative way to write (5) is

Csplk] = w[k]Csp—sFilk]+(1—w[k])Csp—rri[k], Crplk] = w[k]Cro—sFilk]+(1—w[k]) Cro—rFilk]
(35)
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: wlk] € [0,1], where Csp_sri[k] and Crp_sri[k] are the instantaneous capacities assuming
that the destination decodes the source signal first, resndvand then decodes the relay

signal, andCsp_grrilk] and Crp_grri[k] are the instantaneous capacities assuming that the des-

©CoO~NOUTA,WNPE

10 tination decodes the relay signal first, removes it and thecodes the source signal. They

12 are given byCsp_sri[k] = log <1+ 115%[;?@)’ Cro-srilk] = log (1 +vrp(k]), Cro—rri[k] =

log <1 + 1122%) Csp—rrilk] = log (14 vsplk]). In (35), w[k] represents the time sharing

between the two possibilities of successive interfererangcellation order at the destination.

Therefore,w[k] specifies the operating point on the boundary of the MAC ckhnn

21 APPENDIX B

23 PROOF OFTHEOREM 1

25 The achievable rate by compress-and-forward over con§Ganssian channels was charac-
27 terized in the literature in terms of the “compression nbisenoted byo? [5, Proposition 3].
29 The two formulas characterizing the achievable rate, esga@ in terms of the notations that are
31 used in this paper, are

_ / VSR
33 Rcr = Ocglog (1 + Ysp + m) ) (36)

36 where

; e 1+ vp + Ysr
39 “ 7 (1 +pp)e/fer = 1) (1 +7sp)

(37)

41 where Ocr and fgp are respectively the bandwidth ratios that are allocatethéosource (to

43 send its signal) and to the relay (to send a compressed wedsithe received signal from
45 the source). The achievable rate of compress-and-frowad apnstant Gaussian channels is a
47 function of the channel conditionsdz, 75p, 7kp) @S Well as the channel allocation among the
49 source and relay channél€, 6rp). However, in our case, we have a block-fading channel and
51 the relay does not have to forward the compressed signakisdme channel block. Therefore,

53 we propose an alternative way to present the achievableofaf€ in terms of data rate of the

55 compressed signak¢, instead offrp. Knowing that B¢ = 6rp log (1 + vkp), We can write
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(37) as, wherek¢g is in nats/sec/Hz,

1 +7§D + Ysr

e — (38)
(exp (52) = 1) (1 +74p)
With simple manipulations, we can write (38) as
1 (14~ +
RéF > OCF log <1 + 0—2 (%)) (39)
w SD

By using the termycg, and given thats, < vcr < v5p+7sr, We can write (36) assp+20r =

~ce- By simple manipulations, we can write it as

/ p—
0_120 _ Ysb + VSR / “YCF (40)
YCF — Vsp

By substituting (40) in (39), we obtain (12), where the inadxhe channel block is added

since we have block-fading channels in our problem.

APPENDIX C

SOLUTION STEPS TOOBTAIN (27)

With straightforward steps, we can write (12) equivaleratty (where we have strict equality

as shown in Lemma 1)

(41a)

Cal o (L2 )

1+ ygp[k] srlk] + Ysp k] — vcr K]
= Ccrlk] — Csp[k] + log(ysr[k]) — log (ysr[k] + vsp [k] — vcr[k]) (41b)

Thus, we can write)cg k] as

bcrlk] = max (1=N)Ccr[k]+ACsp[k] — A log(vsr[k]) +Alog (ysr[F] + vsp k] — Ycr[k]) (42)

Notice thatCsp[k] and log(ysg[k]) are independent of'c¢[k]. Thus, the optimal value of

Ccr[k] is obtained by solving

max (1 — N)Ccelk] + Mog (1 + vsr[k] + vsp[k] — exp (Cer[k])) (43)
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There is a unique value at which the gradient of the optinonafunction equals zero, which

yields
A eXp(CCF [/{Z])

A T TR+ oM — exp (Cerl)

=0 (44)

©CoO~NOUTA,WNPE

11 By simple manipulations, we obtaificg[k] = log (1 — \) + log (1 + vép [k] + Ysr[k]). If the
13 value of Cce[k] at which the gradient equals zero is less tliap[k], which is the minimum

15 boundary of the domain of'c¢[%], then the optimal solution is at this boundary.

18 APPENDIX D

20 PROOF OFTHEOREM 3

22 Based on the definition ab[k] that is given in Appendix A, we can show th Z?k[f} <0

24 and 2kt~
o5 k] :
26 By substituting (24a), (26), (29) and (24d) in (23), we caiteMpr [k]¢pT[k] + Oor [k]dpE k] +

28 Ocelk]ocelk] + orplk] = Gulk] + U[k], whereG,,[k] is the sum of the terms that are functions of
30 wlk], andU[k] is the sum of the terms that are independenv@f]. They are given by7,[k] =

32 (QDTU{Z]—F@DFV{?]—F@CFV{?]))\CSD [k]"‘QDTU{?](l_)\)CSD[k]‘i“gCF[k?] log(l—i-’}/SR[k?]+’7§DU{Z])+)\CRD [/{Z],

34 andU[k] = Opr[k](1 — N)Csr[k] + Ocr (k] (—Alog(ysr[k]) + Alog(A) + (1 — A) log(1 — A)).

36 From Lemma 2, we know thdlpr[k] + Opr[k] + Ocr[k] = 1. Also, from (5a), we know that
38 Csplk] + Crop[k] = Cmaclk], which is a constant regardless of the valueuf]. Therefore, we
40 can write G, [k] = ACwmac[k] + Opr[k](1 — N) log(1 + vép[k]) + Oce[k] log(1 + vsr[E] + Yép[k))-

42 Therefore, given thah < 1, it is straightforward to show th% > 0. Consequently, we
44 prove that

47 —— (Opr[k]épT[k] + OoF (K] (K] + Ock[k]dcr (k] + drolk]) < 0 (45)
48 Owlk]

50 Thus, it is optimal to makev[k] = 0 regardless of the optimal solution éht[k|, Opr|k]

52 and Ocg[k]. Notice that ifpe[k] # 1, thenw[k] = 0 is the only optimal solution. However, if

54 for[k] = 1, then gfs“;[[’j] — 0, and all values ofs[k] € [0,1] are optimal.
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APPENDIX E

PROOF OFCOROLLARY 2

Let's assume that

qbcp[k‘] > ¢DF[/{5], and (468.)

Csplk] < Ccrlk] < Csr[K] (46b)

This assumption means th@F would be selected according to Theorem 4 although the rate
of the source message is below the capacity ofSiRéink, and hence it can be decoded reliably
by the relay. By using (42) and (26) faicg[k| and ¢pe[k], respectively, we can write (46a) as
(1 — \)Ccr[k] + ACsp[k] + Alog (1 + %) > (1 — \)Csr[k] + ACsp[k]. This inequality

can be also written agl — \)(Ccelk] — Csg[k]) + Alog <1 + %ﬁ%) > 0. However, this
inequality is invalid sinceCcr[k] < Csg[k] by assumptionA < 1 as shown in Lemma 6, and
vsplk] < 7celk] as indicated in (46b) (otherwideT will be used rather thai€F). Therefore,

the assumptions in (46) can never be valid, and this provestiditement of Corollary 2.

APPENDIX F

PROOF OFCOROLLARY 3

A necessary condition fo€F to be selected is to have eithegg[k] > ¢prlk] > ¢pr[k]| OF
ocelk] > épt[k] > ¢prlk]. Equivalently, we can say that a necessary condition(erto be

selected is to have either

ocelk] > opelk], given that ~sr[k] > vysp[k], (47a)

or ocelk] > ¢ptlk], given that ~sr[k] < ysplk] (47b)

As shown in Corollary 2, a necessary condition for (47a) todle is to haveycg[k] > vsr[k] >
vsplk]. By substituting using (28), we can writd — \)(1 + vsp[k] + Ysr[k]) > 1 + Ysr[K],
which yields \ < #ﬂmm < 1, where the right inequality is justified by the assumption

vsrlk] > 7splk]. Similarly, a necessary condition for (47b) to be valid ishave yce[k] >
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vsplk] > vsr[k]. Therefore, we can writ€l — \)(1+ vsp[k] +ysr[k]) > 14 vsp[k], which yields

A<

#@m < %, where the right inequality is justified by the assumptigp[k] > vsr|k].
1
55

Therefore, in both cases of (47), a necessary conditionhiiselection ofCF is to have) <

and this proves the statement of Corollary 3.
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