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Abstract

This paper proposes a utility-based resource allocation algorithm for the uplink OFDMA Inter-cell Interference (ICI) limited cooperative relay network. Full channel state information (CSI) is assumed to be available at the resource controller at initial stage, then the work is extended to consider more realistic assumption, i.e., only partial channel state information (PCSI) is available. The proposed algorithm aims to maximize the total system utility while simultaneously satisfying the individual user’s minimum data rate requirements. In the proposed algorithm, relay selection is initially performed based on the consideration of ICI. Then, subcarrier allocation is performed to achieve maximum utility assuming equal power allocation. Finally, based on the amount of ICI, a modified water-filling power distribution algorithm is proposed and used to optimize the per-carrier power allocation across the allocated set of subcarriers. The results show that, compared to conventional algorithms, the proposed algorithm significantly improves system performance in terms of total sum data rate, outage probability and fairness.
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1. Introduction

Cooperative communications is emerging as an important area within the field of wireless communication systems. The fundamental idea is that intermediary nodes, called relay stations (RSs), who are neither the data source nor the destination, are used to assist in communications between senders and receivers. In order to maximize their performance, networks which employ RSs require a new resource allocation and optimization technique, which takes the RSs into account as a new resource.

Several resource allocation algorithms have been proposed for the purpose of maximizing the average data rates under power constraints [3], [18], [9],[26] and [24]. The authors of [17], [21] presented resource allocation algorithms which aim to optimize the distribution of resources between users while maintaining a satisfactory degree of fairness amongst them. In fact, there exists a trade-off between fairness and capacity; the imposition of fairness constraints on the optimization problem will often degrade aggregate system capacity. Utility-based resource allocation algorithms have been developed to balance the trade-off between subscribers fairness, system capacity and other performance metrics such as latency [12] ,[22].

The authors of [5] proposed a resource allocation scheme with adaptive priority thresholds. The proposed algorithm balances the trade-off between the minimum data rate requirement satisfaction and the capacity. Yen et al proposed a different utility-based throughput maximization and complexity-reduction scheduling scheme [20], which allocates subcarriers, antenna sequence, and modulation order to multimedia users for the purpose of maximizing the total capacity under the minimum data rate requirements constraints. In both of these papers, a single cell scenario has been considered only, i.e., interference from other cells is neglected. However, it is important to consider the effects of interference caused by neighboring cells (Inter-cell Interference or ICI) in the resource optimization due to its impact on the system performance [27].

Recently, Zhang et al investigated the joint uplink subchannel and power allocation problem in cognitive small cells with the presence of cross-tier interference under the assumption of imperfect channel state information (CSI) [23]. The proposed cooperative Nash bargaining resource allocation algorithm aims to maximize the achievable sum rate without compromising the outage probability and fairness among users. The work of [23] has been extended in [25] to include cotier and cross-tier interference mitigation taking
spectrum sensing errors into account. However, in these papers cotier and/or cross-tier interference is considered as the main interference source while co-channel interference between small cells is assumed as part of the thermal noise. Additionally, these papers do not specify the relaying protocol that is used by the small cells.

Inter-cell interference have been considered in [7]. This paper assumes cooperation between neighboring base stations (BSs). However, the information exchange across different cells introduces an overhead on the backbone network.

Most of the existing literature considers the minimum data rate requirements and capacity trade-off and aims to balance this trade-off sequentially [13], [15]. This approach implies that priority will always be given to the subscriber with the highest instantaneous rate requirements. This may lead to excessive use of available resources by a single subscriber if that subscriber is in a deep fade. Thus, the aggregate capacity is degraded.

In addition to that, another limitation was observed in previous related papers which relates to the availability of channel state information (CSI). It can be seen the proposed algorithms assume that the CSI is fully and accurately available at the resource controller. However, this assumption is unrealistic due to channel estimation error and the feedback delay.

Motivated by the above review, in this paper we study the resource allocation and optimization for inter-cell interference limited OFDMA-based cooperative relay network with full and partial CSI available at the resource controller.

More specifically, this paper proposes a utility-based resource allocation, in which the current minimum data rate requirements of every user and the impact of the allocation of every subcarrier on the total capacity will be jointly considered to dynamically update the selection priority. Furthermore, the CSI is assumed to be available at the resource controller at initial stage, then the work is extended to consider more realistic assumption, i.e., only partial channel state information (PCSI) is available.

The proposed utility-based resource allocation algorithm is divided into three stages: relay selection, subcarrier allocation and then power allocation. The proposed algorithm aims to maximize the total achievable network data rate. ICI and fairness issues are taken into account during the resource allocation.

The contributions and novelties of this paper are summarized in the following.
- New utility and performance degradation functions are developed and incorporated into the proposed utility-based resource allocation algorithm in order to optimize the available resources, such that the aggregate data rate is maximized while meeting the constraints on the minimum data rate requirements and fair resources distribution.

- A modified water-filling power allocation algorithm has been developed by which the available power is allocated across subcarriers based on the amount of ICI on each subcarrier such that subcarriers with high ICI are avoided.

- The system performance has been evaluated under realistic assumptions and considerations, such as partial channel state information (PCSI), presence of inter-cell interference (ICI) and fairness requirements.

The remainder of this paper is organised as follows: Section 2 presents the system model. Section 3 defines and models the utility and performance degradation functions. Section 4 formulates the optimization problem. Section 5 presents the proposed utility-based resource allocation algorithms, while the proposed ICI-based water-filling algorithm is presented in Section 6. Section 7 presents the partial channel state information model, while in Section 8, performance of the proposed algorithms is evaluated by simulations. Finally, Section 9 concludes the paper.

2. System Model

This paper considers a multiple-cell scenario as shown in Figure 1. The subscriber stations, amplify and forward (AF) relay stations and destination are denoted as $S$, $R$, and $D$ respectively. The cell under consideration receives an ICI from the interference sources $I$ of neighboring cells. This ICI interference is received from neighboring cells with varying signal strength levels depending mainly on the distances between each one of the interference nodes and the node under consideration. The interference on the $r^{th}$ relay station from the $i^{th}$ interference node denoted as $I_{i,r}$ and can be expressed as [4]:

$$I_{i,r} = H_{i,r}L(d_{i,r})p_t$$ (1)

where, $p_t$, $L(d_{i,r})$ and $H_{i,r}$ are the transmission power at the interference node, the pathloss and the instant channel respectively. Parameter $d_{i,r}$
represents the distance between the $i^{th}$ interfering node and the $r^{th}$ node of interest which is variable parameter as different interfering nodes are located at different distances from the node of interest.

Moreover, the available bandwidth is divided into $(N)$ subcarriers and are available at the destination. Denote the set of source nodes, relay nodes, interference nodes and subcarriers as $\mathcal{S}=\{1,\ldots,s,\ldots,S\}$, $\mathcal{R}=\{1,\ldots,r,\ldots,R\}$, $\mathcal{I}=\{1,\ldots,i,\ldots,I\}$ and $\mathcal{N}=\{1,\ldots,n,\ldots,N\}$ respectively.

Furthermore, we assume that the RS of the neighboring cells transmits data with equal transmission power and using the same transmission frequency (i.e., full frequency reuse), and therefore, cause ICI on the cell under consideration. Thus, the serving BS has knowledge about the transmission power of the $i^{th}$ interference source ($P_i$) and therefore, the average power across each interfering subcarrier ($n^{th}$ subcarrier) is given by $p^n_i = \frac{P_i}{N}, i = 1, \ldots, I$

The transmission is performed in two time frames. In the first time frame $T_1$, the subscriber station $s \in \mathcal{S}$ transmits the signal over a number of subcarriers with a transmission power across each subcarrier of $p^n_s$. The total transmission power by each source $p_s$ using all subcarriers should not exceed the predetermined total transmission power $P_T$. The $r^{th}$ relay station $r \in \mathcal{R}$ receive the transmitted signal with ICI from neighboring cells. The received signal-to-interference-plus-noise ratio (SINR) at the $r^{th}$ relay station is given by:

$$SINR^n_r = \frac{|H^n_{s,r}|^2 p^n_s}{\sigma^2_r + \sum_{i=1}^{T} |H^n_{i,r}|^2 L(d_{i,r})p^n_i}$$  \hspace{1cm} (2)

where $H^n_{s,r}$ denotes the instant channel between the $s^{th}$ subscriber station and $r^{th}$ relay station over the $n^{th}$ subcarrier, $H^n_{i,r}$ denotes the instant channel between the $i^{th}$ interfering cell and $r^{th}$ relay station over the $n^{th}$ subcarrier and $\sigma^2_r$ denotes the variance of the additive white Gaussian noise (AWGN) at the $r^{th}$ relay station.

Similarly, the received SINR at the destination from the direct link is given by:

$$SINR^n_{s,d} = \frac{|H^n_{s,d}|^2 p^n_s}{\sigma^2_d + \sum_{i=1}^{T} |H^n_{i,d}|^2 L(d_{i,d})p^n_i}$$  \hspace{1cm} (3)

where $H^n_{s,d}$ denotes the instant channel between the $s^{th}$ subscriber station and the destination $d$ over the $n^{th}$ subcarrier, $H^n_{i,d}$ denotes the instant...
channel between the $i^{th}$ interfering cell and the destination $d$ over the $n^{th}$ subcarrier, $d_{i,d}$ represents the distance between the $i^{th}$ interfering node and the destination $d$ and $\sigma_d^2$ denotes the variance of the AWGN at the destination $d$.

In the second time frame $T_2$, the RSs amplify the received signal by a factor $g_r$ such that the transmission power from the $r^{th}$ relay using the $n^{th}$ subcarrier equals to $p_n^r$. Similarly, The total transmission power by each relay $p_r$ using all subcarriers should not exceed the predetermined total transmission power $P_T$. The RSs then forward the received signal to the destination, the SINR at the destination is given by:

$$ SIR_{n_r,d}^n = \frac{|H_{r,d}^n|^2 g_r^2 |H_{s,r}^n|^2 p_s^n}{\sum_{i=1}^I |H_{i,r}^n|^2 L(d_{i,r}) |H_{r,d}^n|^2 g_r^2 p_i^n + |H_{r,d}^n|^2 g_r^2 \sigma_r^2 + \sigma_d^2} \quad (4) $$

Where, $g_r$ is the RS amplification factor given by [10]:

$$ g_r = \sqrt{\frac{p_s^n |H_{s,r}^n|^2}{p_s^n |H_{s,r}^n|^2 + \sum_{i=1}^I |H_{i,r}^n|^2 L(d_{i,r}) p_i^n + \sigma_r^2}} \quad (5) $$

Let, $\gamma_{s,r} = |H_{s,r}^n|^2 p_s^n / \sigma_s^2$, $\gamma_{r,d} = |H_{r,d}^n|^2 p_r^n / \sigma_r^2$, $I_{r,s} = \sum_{i=1}^I |H_{i,r}^n|^2 L(d_{i,r}) p_i^n / \sigma_s^2$ and $\sigma_r^2 = \sigma_d^2 = \sigma_s^2$, then by substituting (5) in (4), the SINR in (4) is written as:

$$ SIR_{r,d}^n = \frac{\gamma_{s,r} \gamma_{r,d}}{I_{r,s} (\gamma_{r,d} + 1) + \gamma_{s,r} + \gamma_{r,d} + 1} \quad (6) $$

From (6) the combined SINR at the destination $d$ from all participating relay stations is written as:

$$ SIR_{d}^n = \sum_{j=1}^J SIR_{j,d}^n = \frac{\gamma_{s,j} \gamma_{j,d}}{I_{l,j} (\gamma_{j,d} + 1) + \gamma_{s,j} + \gamma_{j,d} + 1} \quad (7) $$

where $J$ is a variable which represents the number of relay stations that participate in forwarding the original signal to its destination ($1 \leq J \leq R$). This variable is determined based on the outcome of the relay selection and subcarrier allocation algorithms. Users will be allocated with subcarriers and each of those subcarriers is attached to one relay station. Thus, the number of participating relay stations will depend on the outcome of which
subcarriers one user will get allocated. These algorithms will be discussed in more details in the following sections.

3. Utility Function Modelling and Definition

This section models the utility function based on the system model described in Section 2 and define the objectives of this utility-based resource allocation.

The term *Utility* here indicates the degree of user satisfaction in terms of data rates and fairness. In fact, this paper focuses on two main objectives: guaranteeing the minimum data rate requirements and maximizing the total achievable data rate. This is achieved through relay selection, subcarrier allocation and power allocation algorithms.

Figure 2(a,b) depicts the utility function of the minimum rate satisfaction and total rate maximization objectives [11]. In the case of minimum rate satisfaction ($U_{R_{\text{min}}}$), the utility is represented by a unit step function, in which a certain subscriber (the $s^{\text{th}}$ user) is considered to be satisfied when
its minimum required data rate is achieved (i.e., \( R_s \geq R_{s_{\text{min}}} \)) using certain number of subcarriers \( (n_s) \) out of the available \( N \) subcarriers. This is referred to as a hard threshold.

However, the total rate maximization utility \( (U_{RT}) \) has no hard threshold to reach. Instead, the objective is to maximize the total sum rate. The minimum total sum data rate is the sum of the minimum rate requirements by all subscribers \( (\sum_{s=1}^{S} U_{R_{\text{min}}(s)}) \), as shown in Figure 2(b). Note that this is only valid when the system has a sufficient number of resource channels to satisfy all the subscribers’ minimum rate requirements. Otherwise, the total sum data rate \( (U_{RT}) \) will be less than the sum of minimum rate requirements due to the rate un-satisfaction for some or all of the subscribers.

By contrast, inter-cell interference significantly degrades the overall system performance due to the increase in interference caused by neighboring cells. The performance degradation caused by ICI effects over the \( r^{th} \) relay station is denoted by \( D(r) \). In this case, the objective is to minimize this performance degradation over the relay stations through ICI-based relay selection. As shown in figure 2(c), the \( r^{th} \) relay station will receive the maximum ICI when it uses the maximum number of subcarriers (i.e., \( N \)). This is due to the fact that every subcarrier will carry a fraction of the total ICI. However, since a total number of \( N \) subcarriers needs to be utilised by \( R \) relay stations, then every relay station will only be able to use some of the available subcarriers. Thus, the minimization of \( D(r) \) here refers to carefully selecting the subcarriers to be used by each relay station, such that \( D(r) \) is minimized.

In the following section, the optimization problem will be formulated based on the objective functions as defined in this section (i.e., the utility and performance degradation functions).

4. Problem formulation

In this section, the optimization problem is formulated for the purpose of maximizing the utility function associated with the total sum data rate (Figure 2(b)), subject to fairness and maximum power constraints. The fairness constraint is imposed to guarantee the minimum rate utility function (Figure 2(a)) to be satisfied for as many subscribers as the available resources can accommodate.

From (7), the instantaneous sum data rate utility of the \( s^{th} \) subscriber on the subcarrier \( n \) is given by
Taking into account all possible allocated subcarriers \((N)\), then using (8), the total sum data rate utility of all subscribers \((S)\) with the help of all relay stations \((R)\) can be written as:

\[
U_{RT} = \sum_{r=1}^{R} \sum_{s=1}^{S} \sum_{n=1}^{N} \rho^n_{s,r} U^n_{Rs}
\]  

where \(\rho^n_{s,r}\) denotes the subcarrier allocation index, defined as [2]

\[
\rho^n_{s,r} = \begin{cases} 
1 & \text{\(n^{th}\) subcarrier assigned to subscriber } s \text{ and relay } r; \\
0 & \text{otherwise}
\end{cases}
\]

The utility-based resource allocation optimization problem can be formulated as:

\[
max (U_{RT})
\]

subject to:
The constraints (11a) and (11b) indicate that each subcarrier is only allocated to a single subscriber-relay pair. Constraints (11c) guarantee the satisfaction of the minimum rate utility for all subscribers. Constraints (11d) and (11e) ensure that the transmitted power by subscribers and relay stations should not exceed the total power constraint $P_T$. Finally, constraints (11f) and (11g) limit the subscribers and relay stations minimum transmitted power.

The optimization problem in (10) contains both discrete and continuous variables and classified as non-convex NP-hard problem. This makes the problem intractable and computationally complex.

Conversely, the second optimization problem is to minimize the ICI effects on each relay station in order to enhance the received SINR, hence increase the data rate. This optimization problem may be formulated as:

$$\min \ (D(r))$$

subject to:
\[ \rho_r^n \in \{0, 1\}, \forall n, r \quad (13a) \]
\[ \sum_{r=1}^{R} \rho_r^n = 1, \forall n \quad (13b) \]
\[ \sum_{r=1}^{R} \sum_{n=1}^{N} \rho_r^n = N, \quad (13c) \]

where constraints (13a) and (13b) are similar to those in (11a) and (11b) respectively, and constraint (13c) indicates that the available subcarriers need to be distributed among the available relay stations. In fact, this constraint will force the relay stations to accept the use of subcarriers carrying some amount of ICI.

In the following section, a heuristic utility-based resource allocation algorithm is proposed in which the objective functions in (10) and (12) with their constraints are taken into account.

5. Proposed Resource allocation algorithms

Taking the above optimization problems into account, the following sections present the proposed resource allocation algorithms.

5.1. ICI Mitigation through Relay Selection

This section presents the proposed algorithm in which relay stations will be selected to be the serving RS for certain subcarriers.

Different RSs experience different ICI levels on each subcarrier. Thus, for each subcarrier, it is optimal to select the relay with minimum ICI effects to be the serving RS for that particular subcarrier. By doing so for all subcarriers, the total number of subcarriers \( N \) will be divided between the \( R \) relay stations. Thus, every RS has a subset of the total number of subcarriers \( N \) allocated to it.

Figure 3 illustrates the outcome of the proposed ICI-based relay selection (ICI-RS) compared to random relay selection (R-RS). It can be seen in Figure 3(a) that the proposed relay selection algorithm significantly reduces the average ICI per relay station over the random selection algorithm. In fact, for random selection, the average ICI per RS is reduced due to the random
division of the total available ICI between the available relay stations. However, in the proposed algorithm the new relay selection scheme contributes in further minimizing the average ICI per RS by carefully selecting RS with less ICI effects on them.

A relay station \( r^* \) will be selected to serve a given subcarrier \( n \) that satisfies the following condition [15]:

\[
(r^*) = \arg \min_r \left( \sum_i (H^n_{i,r} L(d_{i,r})p_i) \right), \quad r \in \{R\}, \quad i \in \{I\}
\]  

(14)

Applying this condition on all available subcarriers produces a subset of subcarriers to be used by each relay station. These subcarriers will be allocated to subscribers as described in the following section.

5.2. Subcarrier Allocation

At this point, it is assumed that the total power is equally distributed over \( N \) subcarriers, to simplify the subcarrier allocation process; that is, \( p^n_s = p^r_i = P_T/N, \forall s, r \). Thus, constraints (11d), (11f) and (11g) can be removed and the optimization problem in (10) is simplified to:

\[
\max (U_{R_T})
\]  

(15)
subject to:

\[ \rho_{s,r}^n \in \{0, 1\}, \forall n, s, r \quad (16a) \]

\[ \sum_{s=1}^{S} \sum_{r=1}^{R} \rho_{s,r}^n = 1, \forall n \quad (16b) \]

\[ \sum_{n=1}^{N} U_{R_2} \geq U_{R_{min}(s)}, \forall s \quad (16c) \]

A subcarrier allocation algorithm which optimizes the objective function in (15) subject to its constraints (16a)-(16c) is depicted in Algorithm 1.

The \textit{urgency}, \( \mathcal{G}_s \), is defined as the necessity of a certain subscriber to be allocated with a subcarrier to meet its minimum rate requirements and is calculated as the difference between the current achieved data rate \( (R_s) \) and the minimum data rate requirements \( (R_{s_{min}}) \) by each subscriber as follows:

\[ \mathcal{G}_s = \{R_s - R_{s_{min}}\} \quad (17) \]

The subscriber which minimizes (17) has the highest priority with respect to subcarrier allocation; that is, this subscriber will be allocated the best subcarrier. However, this will allow a certain subscriber who is subject to deep fading over all subcarriers to excessively use most of the available subcarriers, degrading the total achieved rate and disadvantaging the other subscribers. To avoid this problem, the urgency factor is jointly used with the impact of each subcarrier on each subscriber in terms of achievable data rate. This means that the subcarrier will be assigned to subscriber who most urgently needs resources and whose data rate will be significantly increased with the use of this particular subcarrier compared to other subscribers.

This is performed by identifying the subscriber with highest priority \( (s^*) \) according to (17). This subscriber will then be able to select the relay-subcarrier set \( r^*, n^* \) by which its instantaneous rate is maximized:

\[ (r^*, n^*) = \arg \max_{r,n} (R_{s^*,r}^n), \quad r \in \{\mathcal{R}\}, \quad n \in \{\mathcal{N}^{r^*}\} \quad (18) \]

Next, the selected relay/subcarrier pair will be used to check the achievable data rate of this pair over the other subscribers, i.e. calculate \( R_{s^*,r^*}^n, \forall s \in \mathcal{S} \).

Finally, the negative of the urgency factor \( \mathcal{G}_s \) in (17) is multiplied by the
instantaneous rate $R_{n,r}^*$ to obtain the utility that each subscriber can achieve through the selected relay ($r^*$) and subcarrier ($n^*$):

$$U_{n,r}^{s,r^*} = -G_s R_{n,r}^{s,r^*}$$  \hspace{1cm} (19)

Therefore, the constraint (16c) is now incorporated in the utility function (19), which means that this constraint can be removed and the objective function in (15) modified to:

$$\max (U_s)$$  \hspace{1cm} (20)

The other constraints ((16a) and (16b)) remain the same.

This procedure will continue until the rate requirements of all users are achieved; at this point the remaining subcarriers will be allocated to maximize the total sum data rate, and the objective function is similar to (15), but in this case constraint (16c) is omitted. The entire procedure is described in Algorithm 1.

6. ICI-based water-filling algorithm

In the previous section, equal distribution of power across subcarriers is considered. However, further performance enhancements may be achieved by distributing the available power resource in a more efficient manner. This section proposes a power allocation algorithm based on the water-filling (WF) approach [19, 16].

In OFDMA networks, it is very common to use the WF power allocation algorithm based on the CSI (i.e., subcarriers with superior channel conditions will be allocated more power compared to those with poor channel conditions). However, if the cooperative relays are taken into account, this procedure must be extended to include the CSI between the subscriber and relay stations as well as between the relays and the destination (i.e., two hops), which will increase the algorithm complexity. In spite of the increased complexity, the algorithm is still worth considering due to the potential performance improvement.

Applying the adopted system model, it can be seen that system performance is dominated by the ICI effects on the relay stations. Thus, the level of ICI may be used as an input to the WF algorithm.

In fact, the proposed ICI-based WF algorithm allocates the total power across subcarriers based on the amount of ICI affecting each subcarrier.
Algorithm 1 Utility-based subcarrier allocation algorithm

1) Initialisation
   a) Initialise the sets of $S$, $R$, $N$ and $I$ as $S, R, N$ and $I$
   b) $p_{s}^{n} = p_{r}^{n} = P_{T}/N, \forall s, r, R_{s} = 0, \forall s \in S$,
   c) $N^{r} = \phi, \forall r \in R$

2) Minimum Data Rate Satisfaction Utility
   $G_{s} = \{R_{s} - R_{s_{\text{min}}^s}\}$
   while $\min (G_{s}) < 0$ do
     $(s^*) = \arg \min \ (G_{s})$
     $(r^*, n^*) = \arg \max \ (R_{s_{r}^{n}^*}^{n}^{r}), r \in \{R\}, n \in \{N^{r*}\}$
     $U_{s_{r}^{n}^*}^{n} = G_{s} R_{s_{r}^{n}^*}^{n}^{r}, s \in \{S\}$,
     $(s^{**}) = \arg \max \ (U_{s_{r}^{n}^*}^{n}^{r})$
     $N^{r^*} \leftarrow N^{r^*} - \{n^*\}$
     update $R_{S}$
   end while

3) Data Rate Maximization Utility
   a) Allocate the remaining subcarriers based on (15) without the constraint (16c).
Therefore, the proposed power allocation scheme only needs to consider the channel between the interfering sources and relay stations (one hop). This assumption is made because the relay stations are located close to the cell edge (i.e., closer to interfering sources of other cells) which means that the amount of the received ICI at relay stations is very high compared to the amount of received ICI at the base station. Hence, the power allocation process is simplified to a level similar to a simple OFDMA network.

As shown in Figure 4, more power is allocated to subcarriers with minimal ICI interference on them (such as; subcarrier number 4), while the ones with relatively high interference are allocated with minimum amount of power (such as subcarrier number 3) or no power at all if the amount of interference exceeds the predetermined water level (such as subcarriers 2 has no power due to high ICI level). With this scheme, the good subcarriers with low ICI are able to get more power and hence utilised efficiently, at the same time, the system avoids using the highly impacted subcarriers by allocating zero power to them (i.e., not using them).

Again, let $I_{i,r} = \sum_{i=1}^{I} |h_{i,r}^n|^2 L(d_{i,r})p_i^n / \sigma^2$, represents the aggregated inter-cell interference at certain $r^{th}$ relay station, then the power allocation across subcarriers utilised by that relay station is given by [6]:

$$p_r^n = \max \left( \left( \frac{1}{\lambda} - I_{i,r} \right), 0 \right)$$  \hspace{1cm} (21)

Where, $\left( \frac{1}{\lambda} \right)$ is chosen such that the power constrain (water level) is satisfied.
The total available power is derived from (21) and given by:

\[ P_T = \sum_{n=1}^{n} \left( \frac{1}{\lambda} - I_{I,r} \right)^+ \]  

(22)

Where, \((x)^+ = \max(x, 0)\).

As previously discussed, equal power allocation across subcarriers was initially assumed in order to optimize the subcarriers allocation (see algorithm 1). However, once the subcarrier allocation algorithm allocates the subcarriers, the algorithm will proceed to the next step, in which the power across subcarriers is allocated based on the proposed ICI based water-filling power allocation algorithm (21).

7. Partial Channel state Information Model

So far, in previous section, it was assumed that the channel state information (CSI) is perfectly known at the resource controller. In reality, perfect knowledge about the CSI requires a huge amount of feedback and cannot be quarantined due to feedback estimation error. However, some statistical information about the CSI could be easily available at the resource controller, this is called partial CSI. In this section, we investigate the proposed allocation performance assuming only partial CSI is available. Equations (2), (3) and (4) describe the SINR rations at the relay station from the direct link and at the destination from the direct and forwarded links respectively. Note here in equations 1-5, the channel gain is assumed to be imperfect due to estimation error, thus the channel gain can be written in terms of estimated value and estimation error as the following:

\[ h_{a,b} = \hat{h}_{a,b} + \epsilon_{a,b} \]  

(23)

where, \(h_{a,b}\) is the actual channel gain between nodes \(a\) and \(b\), \(\hat{h}_{a,b}\) is the estimated channel gain between nodes \(a\) and \(b\) and \(\epsilon_{a,b}\) is the estimation error between nodes \(a\) and \(b\) over the \(n^{th}\) subcarrier. In (23) the actual gain (i.e., \(h_{a,b}\)) is modeled as \(CN(\hat{h}_{a,b}, \sigma_{a,b}^2)\) and its square (i.e., \(|h_{a,b}|^2\)) follow the noncentral Chi-square distribution with a pdf given as:
\[ f_{|h_{a,b}^n|^2}(\mathcal{V}) = \frac{1}{(\sigma_{a,b}^n)^2} e^{-\left(\frac{|h_{a,b}^n|^2}{(\sigma_{a,b}^n)^2}\right)} I_0 \left(2 \sqrt{\frac{|h_{a,b}^n|^2}{(\sigma_{a,b}^n)^2} \mathcal{V}}\right) \tag{24} \]

Where, \( I_0 \) is the zeroth-order modified Bessel function of the first kind.

Assuming that the AWGN effect is small enough to be ignored in (3), then the signal to interference ratio (SIR) at the destination from the direct link is the ratio of two Chi-square distributions given as:

\[
g(\alpha) = e^{-\left[\frac{\mu_1^2}{2\sigma_1^2} + \frac{\mu_2^2}{2\sigma_2^2}\right]} \left(\frac{1}{4\sigma_1^2\sigma_2^2}\right)^{\alpha/2} \sum_{j=0}^{\infty} \left(\frac{\sigma_2^2}{\sigma_1^2}\right)^j \Gamma(2 + j) \frac{\Gamma(\alpha + j)}{\Gamma(j + 1)} (\frac{\sigma_2}{\sigma_1})^j \sum_{i=0}^{\infty} \left(\frac{B_1\sigma^2_2}{B_2\sigma^2_1}\right)^{2i} \frac{\alpha^i}{i!(j-i)!} \Gamma(i + 1) \Gamma(j - i + 1) \tag{25} \]

Under the same assumptions of zero AWGN, the SIR at the destination from the relay link in (4) can be written as:

\[
SIR_{r,d}^n = \frac{p_n^r g_r \mathcal{X}}{p_n^i g_i \mathcal{Y} + g_r \mathcal{Z}} \tag{26}
\]

where, \( \mathcal{X} \) and \( \mathcal{Y} \) are i.i.d random variables follow the pdf given by:

\[
g(\beta) = 2e^{-\left[\frac{\mu_1^2}{2\sigma_1^2} + \frac{\mu_2^2}{2\sigma_2^2}\right]} \times \left(\frac{1}{4\sigma_1^2\sigma_2^2}\right)^{\beta/2} \sum_{j=0}^{\infty} \left(\frac{\sigma_2^2}{\sigma_1^2}\right)^j \frac{\Gamma(\beta + j)}{\Gamma(j + 1)} \left(\frac{B_1\sigma_2^2}{B_2\sigma_1^2}\right)^{2i} \frac{\alpha^i}{i!(j-i)!} \Gamma(i + 1) \Gamma(j - i + 1) \tag{27} \]

where \( B_1 \) and \( B_2 \) represents \(|h_{r,d}^n|^2\) and \(|h_{s,r}^n|^2\) for the random variable \( \mathcal{X} \) and \(|h_{r,d}^n|^2\) and \(\sum_{i=1}^{l} |\hat{h}_{i,r}^n|^2 L(d_{i,r})\) for the random variable \( \mathcal{Y} \). \( K_n(x) \) is the \( n \)th order modified Bessel function of the second kind [1]. The random variable \( \mathcal{Z} \) follows the chi-square distribution given in (24) with a non-centrality pa-
rameter of $|h_{r,d}^n|^2$. Thus, the received SIR at the output of the MRC receiver under the assumption of partial CSI is written as

$$SIR_{MRC,r}^n = \sum_{j=1}^{J} SIR_{j,d}^n = \frac{p^n_g_r X}{p^n_i g_r Y + g_r Z} + \mathcal{M}$$

(28)

where $\mathcal{M}$ represents the pdf of the direct SIR which follow the distribution in (25).

8. Numerical Results

This section evaluates the system performance of the proposed utility-based resource allocation algorithms. The achievable aggregate data rate, outage probability and fairness are considered as the main performance metric evaluation. The results were compared to the greedy resource allocation algorithm (in which the subcarriers are selfishly allocated to users with best channel conditions regardless of their data rate requirements [14]) and with the algorithm proposed in [15], which is referred to as the grouping algorithm here.

Matlab software was used to conduct simulations with various parameters. Multiple cells scenario is considered with a single base station located at the center of each cell and four relay stations located around the main base station to serve 20 users who are distributed randomly within the cell. Furthermore, It is assumed that each relay station receives ICI caused by four interfering nodes from neighboring cells. The estimation error ($\epsilon$) is assumed to be 0.0 for the full CSI case, while in case of partial CSI, $\epsilon = 0.01$ or 0.1. Finally, the SNR ranges from 0 to 30 dB, and the received ICI is calculated as a function of interfering node’s transmit power and it’s distance to the receiving node.

Figure 5 shows the total achieved sum data rate of the proposed resource allocation algorithm compared to the greedy and grouping algorithms. As expected, the total sum rate increases with SNR in all cases. However, the greedy algorithm outperforms the proposed and grouping algorithms in terms of total sum rate. This is expected because the greedy algorithm is ‘selfish’ and therefore results in optimal performance with respect to total sum rate. However, the proposed utility-based algorithm provides a significant improvement over the grouping algorithm and achieves a total sum data rate which approaches that of the greedy algorithm. This is because in the proposed
algorithm, the current minimum data rate requirements of every user and the impact of the allocation of every subcarrier on the total capacity are jointly considered to dynamically update the selection priority, while in the grouping algorithm the priority is always given based on users urgency only.

On the other hand, Figure 6 shows the performance of the same three algorithms in terms of outage probability. Since the greedy algorithm is selfish, it does not take the data rate requirements into account; therefore, it has the worst performance in terms of outage probability. The proposed algorithm significantly outperforms the grouping and greedy algorithms in terms of outage probability. The low performance of the grouping algorithm compared to the proposed algorithm is caused by the excessively use of available subcarriers by subscribers who are subject to deep fading over all subcarriers. Thus, other users are disadvantaged and are unable to meet their minimum rate requirements.

The three algorithms were also evaluated in terms of total sum data rate versus the number of ICI sources as shown in Figure 7. The figure shows that the proposed algorithm significantly outperforms the grouping algorithm for all levels of ICI, although it has slightly lower performance compared to the greedy algorithm.

Jain’s fairness index (FI) [8] has been widely adopted to test the fairness capabilities of resource allocation algorithms. Based on this index, an algorithm that allocates similar average data rates to all users is considered to be fair. However, in a situation when there are different data rate requirements for subscribers, this definition of fairness becomes inappropriate. Therefore,
Figure 6: Outage probability as a function of SNR; $N = 256$, $I = 4$, $R = 4$ and $S = 20$

Figure 7: Total sum data rate as a function of number of ICI sources; $N = 256$, $R = 6$ and $S = 10$
in this paper we have modified Jain’s FI by incorporating the minimum data rate requirements ($R_{s_{\text{min}}}$) into the formula as follows: $FI = \left(\frac{\sum_{s=1}^{S} \alpha_s}{S \sum_{s=1}^{S} \alpha_s^2}\right)^2$, where, $\alpha_s = \frac{R_s}{R_{s_{\text{min}}}}$, $R_s$ is the $s^{\text{th}}$ subscriber’s average achieved data rate. $FI$ takes a value between '0' and '1', and the higher $FI$ value indicates that the system is fairer.

Figure 8 depicts the fairness performance of the aforementioned three algorithms. It can be seen that the proposed utility-based algorithm achieves the highest performance in terms of fairness compared to the other two with various number of subscribers. This indicates that the proposed algorithm results in a fair balance between the achieved data rates and outage taking the individual’s minimum data rate requirements into account. As the number of subscribers increases, it becomes harder to maintain the same level of fairness in all algorithms.

From Figures 5, 7 and 8, it can be seen that the proposed algorithm lies between the other two algorithms (greedy and grouping), by which the resource channels are efficiently allocated (when compared to grouping algorithm) without compromising the fairness between users (like the greedy algorithm).

The preceding results assume that power allocation is equal across all subcarriers. By contrast, the performance of the proposed interference-based water filling power allocation algorithm is evaluated in terms of total sum data rate versus SNR in Figure 9. The proposed utility-based subcarrier allocation was utilised with both equal-power and ICI-based power allocation
algorithms. It can be seen that the proposed ICI-based water filling approach improves the total sum data rate compared to the equal power allocation algorithm.

Figure 10 depicts the system performance in terms of total sum data rates considering full availability of CSI as well as partial channel state information (PCSI).

In this figure, the system performance was predicted assuming that the estimation error ($\epsilon$) is zero, hence the available CSI are full and accurate. Then, the actual achieved system performance was obtained assuming that the estimation error is larger than zero (i.e., $\epsilon = 0.01$ and 0.1) hence the available CSI are partial.

It can be seen from the figure that the system performance when considering full CSI is in fact inaccurate. This is expected because the estimation error was not taken into account during the resource allocation process, therefore the allocation outcome is not efficient for this network. The figure also shows that the actual performance is less than the predicted performance when taking PCSI into account with some estimation error. In spite of the performance reduction based on PCSI compared to the predicted performance based on full CSI, the fact that the system performance based on PCSI reflects the actual achieved performance cannot be ignored. Therefore, it is worth considering a PCSI in order to obtain accurate results, hence more efficient resource allocation can be designed.

Furthermore, it can be seen that the performance is reduced as the estimation error value increases. This is because the resource allocation depends
Figure 10: Total achieved sum rate of the proposed algorithm with Full and partial CSI, S=20, N=256, R=4 and $\epsilon = 0, 0.01$ and 0.1

highly on the available channel information; therefore, the algorithm becomes less efficient when the channel information is estimated with high estimation error.

9. Conclusion

This paper proposes a utility-based resource allocation algorithm which takes the ICI in a multiple cell environment into account. The results show that the proposed utility-based algorithm outperforms the grouping algorithm in terms of total achievable data rate, outage probability and fairness. On the other hand, the proposed algorithm achieves an aggregate data rate which is slightly lower than that of the greedy algorithm. However, the proposed algorithm significantly reduces the outage probability and enhances the fairness compared to the greedy algorithm. Furthermore, the proposed ICI-based WF algorithm further enhances the total sum data rate of the proposed algorithm. In addition to that, partial channel state information (PCSI) model was introduced and considered in this paper, the result with respect to PCSI shows that an accurate prediction of the achievable data rate can be obtained when partial CSI is considered.


