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Abstract 

Multi-dimensional Data Visualisation (MDV) is the technique to generate visual 

presentations of datasets with more than three features (or attributes). These 

graphic representations of data and associated data features can facilitate 

human comprehension, extraction of implicit patterns and discovery of the 

relationships among numerous data items for visual data analysis. 

 Although many optimisation methods have been proposed in the past to 

improve the visual data processing, not many have been applied to MDV. In 

particular, little research work has been done in the field of display space 

optimisation. This thesis focuses on the optimisation of two popular 

Multi-dimensional visualisation methods: 1) scatterplot matrix and 2) parallel 

coordinate plots, visualisation by using unique approaches to achieve display 

space optimisation and interaction. 

 The first contribution of the thesis is proposing a new visualisation approach 

named the Spaced Optimised Scatterplot Matrices that achieves the 

maximization of the display space uti lisation through position transferring. 

Breaking through the limitation of discovering the pairwise variable relationships, 

the new method is able to explore the influences of a single variable towards 

others. In addition, our algorithms improve the efficiency of interactive 

Multi-dimensional data visualisation significantly, through the reduction of the 

computational cost. 

The second contribution of the thesis is to improve the parallel coordinate 

plots and apply it to the computer forensic investigation. As we are living in a big 

data era, it is much harder for the researchers to provide accurate evidence for 

victims within a certain time frame. Our research shows that visualisation 

techniques can improve the working efficiency of investigations in certain cases. 
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To conclude, we propose a concept of a space optimised Scatterplot 

Matrix(SPM) visualisation technique considering the shortcomings of the exsited 

SPM and parallel coordinates in Multi-dimensional visualisation research area. 

In the meantime, to demonstrate the necessity of our research methodologies, 

we apply them into computer forensics, which is an area needed analyzing 

abilities with higher accuracies and efficiencies. By the tests on using Parallel 

Coordinates and DOITrees, the forensic specialists can easily discover the 

necesary information in different cases. In the future,  we plan to improve our 

space optimised scatterplot matrix technique from technological optimisation 

and the broaden application aspects. For example, dealing with the visualisation 

coolusion problem, non-trivial computation time issue, etc; We will also do the 

investigations to enlarge the development and availability of Multi-dimensional 

visualisation techniques.  
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Chapter 1 Introduction 

THIS CHAPTER AIMS to show that one of the biggest challenges in 

Multi-dimensional data visualisation is to find proper representations of 

multivariate data that can display the complex structure clearly and effectively 

(Theus 2008). Various graphics such as the scatterplot matrix, parallel 

coordinate plots and star plots have been developed during the last two 

decades. Some of these techniques will be introduced in the following sections. 

We will especially concentrate on their strengths, weaknesses, and the domains 

which they are working in. Figure 1-1 is a general scope of Multi-dimensional 

visualisation.  

 

 
Figure 1-1 the classification of Multi-dimensional Visualisation  

 

Following the main purpose of Chapter 1, Section 1.1 opens the research 

domain and directs the users’ attention to Multi-dimensional data visualisation. 

Following this, Section 1.2 describes the domains that have benefited from 

visualisation techniques. Section 1.3 moves to a summary of the methodologies 
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that can be used for improving visualisation techniques; Section 1.4 addresses 

the research challenges of this thesis research. To meet the challenges, Section 

1.5 briefly presents the research objectives, followed by an overview of our 

contributions in section 1.6. Finally, the thesis organization is given in Section 

1.7. 
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1.1 Multi-dimensional Data Visualisation (MDV) 

 

Data Visualisation is a specific domain to visually represent the information 

contained only numbers and letters, and the main goal is to improve the 

communication between user and data.The definition of data visualisation is: 

 

“The use of computer-supported, interactive, visual representations of data to 

amplify cognition (Card, Mackinlay & Shneiderman 2009)” 

 

Data Visualisation is slightly different from other visualisation related domains, 

and it is necessary to differentiate them as this might provide clearer guidance 

for researchers in each domain. Take information visualisation and science 

visualisation as an example. The term information visualisation (Keim et al. 

2010) is generally applied to the visual representation of large-scale collections 

of non-numerical information, such as the files and lines of code in software 

systems, library and bibliographic databases, networks of relations on the 

internet, and so forth. While scientific visualisation is primarily concerned with 

the visualisation of 3-D phenomena (architectural, meteorological, medical, 

biological, etc.), where the emphasis is on realistic renderings of volumes, 

surfaces, illumination sources, and so forth, perhaps with a dynamic (time) 

component.  

 

As we mentioned above, data visualisation (Yi et al. 2008) is the way to gain 

insight and clear results in a graphic format from massive and complex datasets. 

It extracts the essential information that can produce effective actions in 

real-time situations. It has been successfully applied in a variety of fields 
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including: social media, biochemistry, network security, environmental science 

(Figures1-2, 1-3, 1-4, 1-5), and many other disciplines. 

 

 

Figure 1-2  Data Visualisation in Social Media - Visualizing online Conversations; Left: 
a group with a single dominant member. Right: a group with many members at different 
levels of participation (Donath 2002). 

 

 

 

Figure 1-3 Data Visualisation in Biochemistry: Visualisation of structural dynamics of 
the ribosome by different approaches;  a ) Present cryo-EM map coloured according to 
local resolution as determined by Resmap 2; b) Present cryo-EM map coloured 
according to the B factors obtained from the pseudo-crystallographic atomic model 
refinement (Fischer et al. 2015). 
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Figure 1-4 Data Visualisation in Network Security: eight vertical axes represents a 2.5 
Class B IP range(Shiravi, Shiravi & Ghorbani 2012). 

 

 

Figure 1-5 Data Visualisation in Scientific Project Trident: it transforms raw data from 
sensors into visualisations and data products.(Barga et al. 2008). 

 

Specifically, the visualisation of high dimensional data has become an important 

branch in data visualization. One main reason is the data amounts getting larger 

and larger today, and it is much easier for human to use their natural  

well-developed ability to explore and detect information in visual patterns. 

 

During the past two decades, many techniques have been developed for 
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Multi-dimensional data display. This section will outline and provide samples of 

some of the proposed approaches. We will introduce them from the simplest 

method such as multiple views to the geometric-based methods, for example, 

the scatterplot matrix, parallel coordinate plots and so forth. 

 

To create proper visual representations for different datasets, it is necessary to 

get to know the data beforehand in Section 1.1.1 . Understanding how the 

original data are transformed into graphics is also essential, as described in 

Section 1.1.2; then the most popular Multi-dimensional data visualisation 

techniques will be introduced in Section 1.1.3, Section 1.1.4 and Section 1.1.5 

respectively. 
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1.1.1 Basis of Data Properties 

 

Real world data is typically complicated, noisy, and is always large in volume. 

This section is about being familiar with the data. We will introduce the following 

properties of data: the features (types) of data; the structures of data; and the 

variables of data. 

1.1.1.1 Features of Data 

 

A feature is representing a characteristic of a data object. The type of a feature 

is according to the possible values in terms of three categories: Nominal data 

which has no inherent order and contains the symbols or name of things such as 

{ Sydney, Perth, Melbourne…} { Diabetes, Lung Cancer, Leukemia, Heart 

Disease…} etc.. Ordinal data has some rankings among them but no 

measurable intervals. For example, { first, second, third,…} { Small, Medium, 

Large} { Jan, Feb, Mar, Apr,…} etc.. Numerical data refers to the data that can 

be measured and usually contains Interval data. Such as { Latitude/Longitude, 

Time (event), etc.}, and Ratio data, { Length, Count, Time (duration), etc.}. 

 

Here are various displays for different types of data. Figure 1-6 is an example of 

the visualisation of nominal data. The map shows newspaper endorsements in 

the US Presidential Election. Data used in this map is from the Editor & 

Publisher’s list. The divided areas with light blue and red colours represent 

states in the US; circles with light purple are newspapers that endorse Obama 

and John Kerry;  While the light red ones show McCain/Bush endorsements; 

and the circle size is the newspaper’s circulation.  
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Figure 1-6 Display the newspaper endorsements in the US Presidential Election in 
2004. Source from: 
https://flowingdata.com/2008/10/29/map-shows-newspaper-endorsements-in-us-presidential-

election/ 

 

 

Figure 1-7 Ordinal Data Visualisation: A graph description of the users’ preference. 
Source from: 

http://www.snapsurveys.com/blog/wp-content/uploads/2011/08/chart-of-ordinal-data.bmp 
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Figure 1-8 Quantitative Data Visualisation: a) Visually monthly health data by means of 
Pencil icons on a map (Tominski, Schulze-Wollgast & Schumann 2005); b) an animated 
flow visualisation created from streamline images (Van Wijk 2002). 

 

Figure 1-7 is an expression of the ordinal data where the colour represents the 

users’ preference toward the evaluation standard. Figures 1-8 (a) (b) describe 

the visualisation on the numerical data. Particulally, Figure 1-8 a) is 

representing cases of six diseases by Pencil icons, and the face of the pencil will 

be changed if its position is moved; Figure 1-8 b) is generated by a user 

interface flow modeling and visualisation system. The user can interactively add 

and remove flow elements and change their properties.  

 

1.1.1.2 Structures of data 

 

We divide the structure of data into three categories in the aspect of 

visualisation: Linear structure; Tree structure and Network structure. 

 

 

(b) 
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Figure 1-9 A Visualisation sample for Linear Structure: it show s global average 
temperature from five datasets since the start of the satellite temperature data era in 
1979 through 2009. Source from: http://appinsys.com/globalwarming/LinearTrends.htm 

 

As for data with a linear structure , the data elements have a linear relationship 

followed by one other, refer to Figure 1-9. Tree structure is a dataset with 

hierarchical relationship among objects, and the relationship is usually 

described by lines. Figure 1-10 is a simple illustration of hierarchical structure. 

The last category is network data structure. Rather than having a linear 

relationship in the objects, non-linear correlations can be discovered through the 

entire dataset. Finally, we give two examples of the visualization results with 

different data structures, see Figure 1-11 and Figure 1-12. Figure 1-11 is a data 

representation sample, named SO-Tree (Nguyen & Huang 2003a) . This Tree 

Visualization was designed especially for visualizing and manipulating very 

large hierarchies. While Figure 1-12 explains an clear network structure 

visualization in computer forensic. By this result, the forensic investigators can 

deeply discover complicated relationships within criminal organizations.  
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Figure 1-10  Data tree structure. 

 

Figure 1-11 An example of a space optimised tree visualisation, the dataset contains of  

approximately 22000 nodes, and the running time of the method is 5 minutes 10 seconds 
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Figure 1-12  An example for Network Structure.  Detecting criminal organizations 
through visualisation (Robertson, Mackinlay & Card 1991). 

1.1.1.3 Encoding of Data 

 

Each data consists of one or more quantitative variables for each individual. In 

data visualization, considering the number of variables, a dataset can be divided 

into four categories: Univariate data, bivariate data, trivariate data  and 

hypervariate (Multi-dimensional) data.  

 

Univariate dataset can be a single number or a collection of numbers. 

Bivariate data represents the data with two variables such as scatterplot 

visualisation. Data with three variables is called trivariate data. For example,  

the 3D scatterplot. The hypervariate data, also named Multi-dimensional 

data, always contains more than three variables. Significantly, dealing with the 
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Multi-dimensionality of data has been challenging for researchers for many 

years owing to the difficulty in comprehending more dimensions as well as the 

computational overhead. 
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1.1.2 Multiple Views 
 

Multiple Views is the simplest method to display multivariate datasets. It requires 

one single view for each variable, and the number of the final views is equal to 

the number of variables per dataset. Take Table 1-1 as an example, it is a six 

dimension dataset , which can be simply represented by Figure 1-13. However, 

this approach is not satisfied when the number of variables is increased to a 

certain domain. One reason is that the information might be blurred, another 

reason is the relationships among each variable cannot be identified through 

this method as well.  

 

Table 1-1 A 6D sample dataset 

fixed 
acidity 

volatile 
acidity 

citric 
acid 

residual 
sugar 

chlorides Sulfur 

Dioxide  

7 0.27 0.36 20.7 0.045 45 

6.3 0.3 0.34 1.6 0.049 14 

8.1 0.28 0.4 6.9 0.05 30 

7.2 0.23 0.32 8.5 0.058 47 

7.2 0.23 0.32 8.5 0.058 47 

8.1 0.28 0.4 6.9 0.05 30 

6.2 0.32 0.16 7 0.045 30 

7 0.27 0.36 20.7 0.045 45 

6.3 0.3 0.34 1.6 0.049 14 
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Figure 1-13 Multiple views of the 6D sample dataset shown in Table 1 
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1.1.3 Scatterplot matrix 
 

Scatterplot matrix (Carr et al. 1987; Oja, Sirkiä & Eriksson 2006; Pham et al. 

2014) is a frequently applied Multi-dimensional visualisation method to explore 

the visual presentations of multivariate data. It can roughly display the linear 

correlations between multiple variables. Specifically, the scatterplot matrix can 

be helpful in pinpointing specific variables in a large dataset that might have 

similar correlations to the dataset. 

 

The basic concept of the scatterplot matrix is described below. Give a set of n  

variables 1 2 1, , , n nX X X X1 n1X X1 , the scatterplot matrix contains all the pairwise 

scatterplots of the variables on a single panel in a matrix format. That is, if there 

are n variables, the scatterplot matrix will have n  rows and n  columns . The 

thi row and the thj Column of this matrix is a plot of i jX X . This technique has 

been increasingly common in graphical tools. Figure 1-14 is a display of the 

scatterplot matrix. 

 

 
Figure 1-14 A Scatterplot matrix Visualisation Sample 
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As this technique has been in use many years ago (Andrews 1972; Cleveland & 

McGill 1985), several variations on the representation of scatterplots have been 

proposed. In the frist variation, researchers have reused these plots to display 

more information and then enriched the matrix for viewers; all related varieties 

are shown in Figure 1-15. 

 

  

 
Figure 1-15 Scatterplot matrix Varieties – information enrichment: the upper-left is 
using histogram to replace the plots in the diagonal; the upright is using data trend to 
replace the plots in the diagonal, and uses different visual marks to explain the whole 
dataset; the down-left is a visualisation method called hyperslice (Van Wijk & Van Liere 
1993), which is a matrix of plots where “slices” of multivariate function are displayed at 
a certain focal point of interest; the down-right uses variable name to replace the 
diagonal plots, and uses colour to display the dataset’s category. 
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Secondly, the variation is considering the limitation on plots’ scalability. The 

technique is called brushing (Becker & Cleveland 1987) , which is a dynamic 

graphical method to interact with each scatterplot in real time by a screen input 

device, see Figure1-16. In detail, when the mouse is brushing over a certain 

scatterplot, the related data appears simultaneously on all the other scatterplots.  

 

 
Figure 1-16 Brushed Scatterplots 

 

The third variety is proposed to solve the problem of overlapping, which directly 

affects the value display. This method is called generalized scatterplots (Im, 

McGuffin & Leung 2013), it allows an overlap-free representation of large 

datasets to fit entirely into the display, See Figure 1-17. This representation 

provides the user with many different views for revealing patterns and 

relationships within the data. 
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Figure 1-17 Generalized Scatterplot matrix 

 

Polygon Scatterplots (Cleveland 1988) is another variety of the scatterplot 

matrix, refer to Figure 1-1. The idea is to transfer the different scatterplots to 

separating views with polygon. This dimensional transformation can extend the 

ability of visualisation. For example, if the dataset is four dimensions, it is to take 

a scheme for three dimensions and apply it to every choice of three out of four 

coordinates. 

 

Figure 1-18 Polygon Scatterplots 
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The clutter problem in multivariate data visualisation is another challenge for 

researchers. A dimension reordering method (Albuquerque et al. 2009) was 

proposed in the scatterplot matrix to deal with the crowded and disordered 

visual entities that obscure the structure in visual displays.  The dimension 

reordering method is the concept of calculating the similarity between 

dimensions, discussing several similarity measures and proposing a method to 

arrange dimensions. An example is given in Figure 1-19. 

 

 

Figure 1-19 Dimension Reordering Scatterplot matrix 

 

The fifth variety was motivated by the navigation method. Harald Sanftmann et 

al. (2012) extended the approaches to 3D axes by swapping one or two axes 

during transitions. Figure 1-20 displays the 8D oil dataset in 3D scatterplot 

views, where the third dimension of the data is mapped to the y - axis and all 

2D projections of the 3D scatterplot matrix that preserve the y - axis mapping 

are projected to the back face perpendicular to the  
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y - axis of the cube. 

Figure 1-20 3D scatterplot matrix showing the 8D “olive oil” dataset. (Sanftmann & 
Weiskopf 2012) 

Other main varieties of the scatterplot matrix are briefly described here. N-vision 

(Feiner & Beshers 1990) , a method which is similar with hyperslice, the matrix 

panel accommodates interactive exploration of a multivariate function. 

Prosection Matrix (Spence et al. 1995) is a method to support similar tasks 

where a set of parameter values must be chosen to lead to acceptable artifact 

performance, which is more suitable for data mining. Hyperbox (Alpern & Carter 

1991) uses a parallelogram for every pair of dimensions, it displays 

simultaneously all pairwise relationships of Multi-dimensional datasets. 

 

In summary, either the traditional scatterplot matrix or its varieties are all widely 

served in different domains. They have some common advantages: 
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 they can be easily combined with other visualisation and interaction 

mechanisms, like linking & brushing ( Becker & Cleveland 1987). 

 they are simple to evaluate, e.g., w.r.t. bivariate correlations, 

classifications, clusters, or trends. 

 the experienced user is able to form hypotheses about multivariate 

relations between different dimensions of the underlying dataset. 

 they are simple to implement, intuitively interpretable and also 

appropriate for inexperienced users. 

 

The limitations of the scatterplot matrix cannot be ignored. One of the main 

limitations is the scalability. Although it can explain all of the pairwise correlated 

information, the display space restricts the number of dataset to at most 20 

dimensions or less than 1000 records (testing by my own experiments), 

otherwise the display gets blurred and problems of navigation will also be 

experienced. For example, when we scroll up and down on the graphs, 

difficulties always appear in grasping target items.  
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1.1.4 Parallel Coordinate Plots 
 

Parallel coordinate plots, is one of the most popular Multi-dimensional data 

visualisation techniques. As a geometrical-based approach, it represents the 

dimensions of datasets in terms of different axes. 

 

In Section 1.1.4.1, we will introduce the fundamental theory of parallel 

coordinate plots,  and then some improvements with samples will be given in 

Section 1.1.4.2.  

 

1.1.4.1 Geometry Theory 

 

Points on the plane are represented by lines and two points can determine a line. 

Take a point in two dimensional as an example: There are four points 

1 2 3 4 1 2 3 4{ , , , , , , , }a a a a b b b b  on 1X and 2X respectively. These lines can be mapped 

onto a line with different points. In this case, the point p is not just a segment , 

but a whole line: pl . Therefore, the transforming processes can be 

described as below in Figure 1-21. 

 

Figure 1-21 Geometry Theory of Parallel Coordinate in 2D 
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Generally, a N - dimensional line l can be described by the 1N linear 

Equations:  

 

1,2 2 2 1 2

2,3 3 3 2 3

3,4 4 4 3 4

1, 1

1, 1

:
:
:

:

:
:

i i i i i i

N N N N N N

l x a x b
l x a x b
l x a x b

l

l x a x b
l x a x b

 

In the 1i iX X  plane, the relation labelled 1, , 2, ,i il i N, N, can be represented as 

a sets of points 1,2 2,3 3,4 1, 1,, , , , ,i i N NP P P P P1,1,1P P11111 , where 1 2,P P satisfies the relation 1,2l , 

and successivel 2 3 3 4 1, , ,i iP P P P P Pi1,1P P1 i1,1  satisfies the relations 

2,3 3,4 1,, , , i il l l 1,i1,l respectively. So a line Nl R , as represented by 1N points iP . 

Specifically, iP can be computed by the following formula: 

 

2 2
1,2 2

2 2

3 3
2,3 3

3 3

4 4
3,4 4

4 4

1,

1,

1 0 (1 ): ,
1 1

1 1 (1 ): ,
1 1

1 2 (1 ): ,
1 1:

1 ( 2) (1 ): ,
1 1

1 ( 2) (1 ): ,
1 1

i i
i i i

i i

N N
N N N

N N

a bp x
a a

a bp x
a a

a bp x
a al

i a bp x
a a

N a bp x
a a  

 

Therefore, to visualize, a parallel coordinate plots is displayed by N  parallel  

axes, typically vertical and equally spaced. A point is represented as a polyline 
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with vertices on the parallel axes, and the position of the vertices on the the thi  

axis corresponds to the thi  coordinate of the point. Figure 1-22 is a 

representation of car datasets by parallel coordinate plots. 

 

 

Figure 1-22  Parallel Coordinates plot for the Car Datasets. 

 

1.1.4.2 Improvements and Examples   

 

Since parallel coordinate plots was firstly introduced and suggested as a tool for 

high dimensional data analysis approximately 30 years ago, many 

improvements have been made to the algorithm itself. Such as arc-based 

parallel coordinates, which better preserves the geometric structures of data 

and can visualise many more data items in the same screen space (Huang, Lu 

& Zhang 2015). Another method is axes re-ordering. In parallel coordinate, it 

addresses the problems of visual clutter and computational complexity (Lu, 

Huang & Huang 2012). There is also a vertices optimisation in parallel 

coordinate plots , which deals with the representation of uncertainties in 

datasets (Lu et al. 2010).  Samples are shown in Figures 1-23, 1-24 and 1-25 

respectively. 
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Figure 1-23 Car Dataset visualised by Arc-based parallel coordinates geometry (Huang, Lu 

& Zhang 2015) 

 

Weight Year Acceleration MPG Cylinders Origin Horsepower  

Figure 1-24 Cars dataset visualisation in parallel coordinates with a new axes 
re-ordering method (Lu, Huang & Huang 2012) 
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Figure 1-25 Forbes 94, a dataset with 5 variables visualised in parallel coordinate 
visualisation: after clutter reduction (Lu et al. 2010).  
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1.1.5 Other Visualisation Techniques 

1.1.5.1 General Logic Diagrams 

 

General Logic Diagrams (Ward, Grinstein & Keim 2010) also named 

dimensional stacking is a technique proposed by LeBalnc et al (1990). This 

technique provides a method for transforming and displaying Multi-dimensional 

data into two or three dimensions in order to provide a simple and clear 

visualisation. Specifically, if there is an N  dimensional dataset, the dataset 

may be partitioned into two dimensional subspaces which are embedded into 

each other. The steps are shown below and will be repeated until all the 

attributes have been assigned. 

 

 Calculate the stack cardinalities of each dimension with the same 

orientation.  

 Divide the X  coordinate by the number of stack cardinality. 

 Continue dividing the remainders according to their stack cardinalities 

and until the last dimension is reached.  

 Repeat the process. 

 

One of the main advantages of the dimensional stacking visualisations is that it 

makes the high dimensional data relatively easy to read. For example in Figure 

1-26, we can overview the pattern of the whole dataset from the image. 
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Figure 1-26 Example of Graphical Logical Diagrams(Taylor et al. 2006) 

 

1.1.5.2 Pixel-oriented Visualization 

 

The basic idea of pixel-oriented techniques (Keim 2000) is to map each data 

value to a coloured pixel. While the number of the dimensions is the number of 

sub-windows on the screen. For example, if a dataset has N  dimensions, the 

pixel-oriented visualisation will create N  windows, and one window for one 

dimension. Therefore a data record is mapped to N pixels at the corresponding 

positions , the values are represented by the different colours of the pixels.  

 

We Take one of the pixel-oriented visualisation techniques – the circle segment 

technique” as an example. See Figure1-27, which explains the fundamental 

idea of this technique. This Figure displays all the data dimensions as segments 
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of a circle. In this sample, the testing dataset has 8 dimensions. In detail, the 

drawing starts from the center of the circle and it draws dimension by dimension. 

During the drawing, whenever the ‘draw_line’ encounters border lines, the 

‘draw_line’ is moved along the orthodox line and it changes the direction at the 

same time. This process is repeated until the remaining dimensions are drawn. 

Figure 1-28 is a sample of pixel–oriented visualisation, which provides a good 

overview of very large amounts of high-dimensional datasets. 

 

 

Figure 1-27 The Theory of the Pixel-Oriented Visualisation Technique(Keim 2000) 

 

 

Figure 1-28 A visualisation sample of Circle Segments Technique (Ankerst 2001). 
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1.1.5.3 Glyphs Visualization 

 

Chernoff faces (Chernoff 1973; Keim 2000) is one of the visualisation 

techniques in Glyphs, which uses faces to graphically represent points in a high 

dimensional space. This technique displays all the data in the shape of a human 

face. The data value decides the size, shape or placement of different parts of 

the face, such as the eye, nose, mouth, etc. Figure 1-29 shows Chernoff faces 

for lawyers’ ratings of twelve judges. 

 

 
 

Figure 1-29 Chernoff faces Visualisation for lawyers’ ratings of twelve judges.  

Source from : https://en.wik ipedia.org/wik i/Chernoff_face 
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1.2 Visualisation Applications of MDV  

 

Multi-dimensional (Multivariate) Visualisation normally refers to the visualisation 

of datasets that have more than three variables. Although the challenges of high 

dimensionality in visualisation have not been solved yet, many research 

domains have benefited from visualisation techniques since the time when the 

data visualisation was first proposed. This section highlights the recent 

developments of classic applications in Multi-dimensional data visualisation. 

Throughout the section, various applications of Multi-dimensional data 

visualisation are presented, including their use in social science, geography, 

aerospace and medicine. Generally, this section reveals the possibilities and 

advantages of the visual analysis.  
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1.2.1 Multi-dimensional Visualisation in Social Science 
 

An application of Multi-dimensional social data visualisation is presented here. 

The example simply interprets how visualisation works in the domain of 

economics . Figure 1-30 is an investigation of economies of countries around. In 

this application, Zinovyev et al (2010) used the idea of scatterplots to visualise 

simultaneously the values of GDP, population growth rates, employment rate by 

three indicators, colour, shape size, and text size. By this tool, it is much easier 

and clearer for viewers to observe the differences and similarities of the 

changes in each element. For example, the GDP growth in Asian countries such 

as China, India, and Indonesia are similar. They all grow around $2.8k per 

capital. While in the western countries, like Germany and Spain, their GDP 

growth is higher, being between $30k and $40k per capital. 

 

 

Figure 1-30 A visualisation application in social science (Gorban & Zinovyev 2010) 
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1.2.2 Multi-dimensional Visualisation in Geography 
 

This Section introduces how visualisation techniques help users to understand 

the increasing volume of geospatial data. Particulally, it is more convenient to 

explore the oceanographic ecosystems. Take ViNeu (Kreuseler 2000) as an 

example, which is a system for visual analysis of complicated environmental 

phenomena. In Figure 1-31, ViNeu displays a 3D terrain profile with measuring 

points. In detail, each depth plot above the terrain represents one point data in 

time at their location. It uses colour to distinguish between elements, and after 

the data has been measured, the temperature, salinity, and relative oxygen 

concentration can all be visualised. Accordingly, the difference among different 

elements is also easy to obtain.  

 

Figure 1-31 An example of Multi-dimensional visualisation in Geography – 3D terrain profile  

where measuring points and coordinate grid measuring points a re numbered and can be  

selected (Kreuseler, Lopez & Schumann 2000) 
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1.2.3 Multi-dimensional Visualisation in Aerospace 
 

Multi-dimensional Visualisation also plays an important role in the Air Traffic 

Control field. As the air traffic stakeholders always need up to the minute air 

traffic information in order to avoid flight clashes and to make sure of the 

security of every trajectory,  so the visualisation technique is a good tool to 

furnish this required information. Figure 1-32 is one-day’s record of traffic over 

France by Tool – FromDaty (Hurter, Tissoires & Conversy 2009). It represents a 

trajectory visualisation technique to deal with the problems of multiple trails. 

Specifically, the basic idea of FromDaty is from Scatterplots, interaction, and 

rapid visual design. The colour from green to blue represents the different 

altitude of each aircraft;  the green colour represents the lowest altitude, while 

the blue colour shows the highest altitude. This tool helps the aircraft 

stakeholder to query iteratively by simple views and extract large amounts of 

trajectory data visually.  

 

Figure 1-32 An example of Multi-dimensional data visualisation in aerospace (Hurter, 
Tissoires & Conversy 2010).
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1.2.4 Multi-dimensional Visualisation in Medicine 
 

High dimensional data visualisation of Gene onthology data (Baehrecke et al. 

2004; Khatri & Drăghici 2005) has many modern applications. In this 

investigation, Voronoi Treemaps (Balzer, Deussen & Lewerentz 2005; Horn, 

Tobiasz & Shen 2009) are chosen to visualise the objects under consideration of  

these being the mRNA of a Bacillus subtilis 168 glucose starvation (Figure 

1-33(b)). As the Voronoi Treemap is a hierarchical structure visualisation 

technique, it allows for creating within areas of arbitrary shapes, such as 

triangles and circles. It also offers low aspect ratios, better interpretability of 

hierarchical structures, and flexible adaptability regarding the enclosing shape. 

Therefore, in gene analysis, the various shapes can provide improved visual 

perception of the hierarchical classification of bacteria, See Figures1-33(a) (b). 

 

 
(a) 
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(b) 

Figure 1-33 The examples of Multi-dimensional data visualisation in gene analysis 
(Paver); (a) level representation and (b) analysis of the Global mRNA of a Bacillus 
subtilis 168 glucose starvation experimentanalyse (Otto et al): Source From: 
http://www.decodon.com/paver-benefits.html 
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1.3 Visualisation Optimisation Methodologies in 

Visualisation 

 

Optimisation in visualisation employs mathematical methodologies and graphic 

design approaches to help provide useful visual representations and deeper 

insight knowledge. Usability and utility are the parameters to consider in terms 

of the optimisation of visualisation techniques. In this section, we divide different 

optimisation methods into different groups, and in the following sections, we 

introduce them. Firstly, in Section 1.3.1 modelling optimisation will be explained, 

followed by geometrical optimisation in Section 1.3.2; then Section 1.3.3 

introduces aesthetic optimisation; finally, functional optimisation and applicability 

optimisation will be described in Sections 1.3.4 and 1.3.5 respectively. 
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1.3.1 Modelling Optimisation 
 

Visualisation Model also called visualisation workflow normally contains 

statistical analysis, visualisation, human-computer interaction, human–human 

communication (Chung et al. 2015). A proper model could improve the 

cost-benefit ratio of a visualisation technique, such as results accuracy, 

analysing speed, saving human resources, reducing computing consumption, 

and so forth. Therefore, discovering a productive model has become more and 

more popular and essential for managing today’s big data.  

 

Traditionally, it is important to optimise a visualisation model from an 

information-theoretical perspective; it is also desirable to improve the workflow 

mathematically. In either process, three main components, analysis, 

visualisation and interaction, are considered. Some researchers break down the 

different components into steps ( data transformation or data mapping etc. ) to 

improve the visualisation working efficiencies. For example, Upson et al. 

proposed one of the earliest abstractions of a workflow, which mentioned 

collecting data, data filtering, data mapping and rendering, and result output. 

Later, interaction and cognition were bought into vthe visualisation pipeline by 

van Wijk et al ( 2008); While other researchers tend to implement the 

optimisation by designing methods. For example,  Abram et al (1995) pointed 

out the problem of data flow execution in the data visualisation. They proposed 

an extended new model to enhance the implementation of the execution model 

in the data explorer in response to user requirements for data analysis and 

visualisation. Later in 2000, Munzner et al (2009) proposed a visualisation 

model for a taxonomy of visualisation techniques, comprising data, visualisation, 
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and visual mapping transformation. This has greatly helped implementers to 

understand the space of design and how information visualisation techniques 

can be applied. Compared with the above approaches, developing theories of 

visualisation needs more effort. For example, the application of  

information-theoretic for visualisation (Chen & Jaenicke 2010) , which explains 

some phenomena and events in visualisation, such as visual mapping, context + 

detail, etc.; Chen et al ( 2010) also gave another mathematical explanation as to 

be optimised in successful visualisation processes. 

 

In summary, the optimisation technqiues on visualisation are increasingly more 

important in the domain of Multi-dimensional data analysis. And the current 

practices in different representations or visualisations with various optimisation 

models have bought benefits in terms of working efficiency and processing 

ability from the point of view of a visualisation perspective.   
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1.3.2 Geometrical Optimisation 
 

The visualisation optimisation can also be considered from geometrical property 

perspective. In this section, we use parallel coordinate plot as a sample to 

display how this idea works in the domain of visualisation. 

 

Although parallel coordinate plot is a popular used visualisation technique, the 

visual clutter problem is always a difficult issue. Liang fu Lv etc. (2015) proposed 

an arc-based parallel coordinates visualisation method, termed arc coordinate 

plots (ACP), which reduces the clutter problem. The approach he mentions is 

based on geometry computation on axes drawing. It is easy to find that the axes 

in the traditional plot (PCP) are constructed by vertical straight lines, and if we 

suppose there are two points which are start and end points, it is longer to draw 

an arc between them rather than drawing a line. So more items could be 

displayed on parallel arranged arcs compared to the parallel lines. This benifit 

brings better geometric structure to some circular datasets. Figure 1-34 provides 

the proof of this theory. Based on the theory, we find the following equation:  

1 1 0
2| | | ' | | |

2
O M O M x

 

While 

| ' | 2 1MM T . 

Hence, 1 'O MM  is a right angled isosceles triangle. The length of arc 'MM  

equals to one quarter of the perimeter of a circle exactly, i.e. 

0 2
2 4
x

.Therefore, the proof of extension rate is
2
4

. Two figures in Figures 

1-35 (up) (down)  explain the geometrically optimised parallel coordinates 
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compared to the original parallel coordinates. 

 
Figure 1-34 The rationale of the arc coordinates plane. 
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Figure 1-35  (Up) Original Plot (Hauck et al.); (Down) after clutter reduction. Data results 
used with kind permission of the author Liang Fu Lv. 
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1.3.3 Aesthetic Optimisation 
 

In this section, we discuss the optimisation of aesthetic criteria for visualisation. 

It is necessary for a representation to be nicely perceivable. Normally, the 

criteria can be affected by the position of the nodes or edges, the colour of the 

nodes or edges, the shape of the nodes or edges, the aspect ratio aesthetics 

rule, the number of edge crossings and the path length between nodes or the 

angle between edges. Therefore, researchers who are interest in the 

optimisation of representation from the aesthetic point of view basically obtain 

their idea from the above aspects.  

 

Take Circular Treemaps (Al-Awami et al. 2016) , Figure 1-36, as an example. It 

is presented to give the visualisation an unusual, creative look. Although using 

nested circles as a mode of display has some shortcomings such as space 

wasting and slower drawing speed, the visually attractive layout is still engaging 

for many applications.  

 

Figure 1-36 Circular Treemaps example, the red circles represent newer files while soft 
yellow circles represent older files. Source from: http://lip.sourceforge.net/ctreemap.html  
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Another good sample of aesthetic optimisation of visualisation techniques is 

Tangram Treemap (Liang.J 2015) . This approach considered the maximization 

of space utilisation of the entire computer screen that is commonly shared by 

multiple sessions. It uses alternative Treemaps to partition the hierarchical data 

structures in a variety of shapes to achieve the layout variability in enclosure 

data visualisation, see Figure 1-37. 

 

 

Figure 1-37 An example of computer screen that achieves the maximization (100%) of space 
utilisation and the minimization (0%) of the overlap among two session displays by 
using the new Tangram Treemaps (Liang.J 2015) . 
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1.3.4 Functional Optimisation 
 

Enhancing the functionality of visualisation techniques is also an ideal way to 

implement optimisation. During the past years, many data mining methodologies 

have been introduced into visualisation. For example, suppose a large volume 

of dataset needs to be analysed, and the configurations of computing machines 

(normally use computer) have limitations. Using data reduction methodologies, 

such as Principal Components Analysis (PCA), Attribute Subset Selection 

(ASS),  this problem can be solved. The resulting visualisation will also be clear 

with a higher accuracy. Other functions, for example, outlier detection, 

classification, density detection, are all popularly used in visualisation 

optimisation to propose a better result. Figure 1-38 is a sample of using data 

clustering to improve multi-dimensional data visualisation techniques (Huang, 

Huang & Zhang 2016).  

 

 
 

 Figure 1-38 Data Clustering in Parallel Coordinate. Case study with Wages dataset 
obtained from http://www.nber.org/cps/.
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1.3.5 Applicability Optimisation 
 

The last visualisation optimisation method is applicability extension. It means to 

apply the visual techniques into a new domain that can solve the practicable 

problems. For example, Figure 1-39 interprets Chernoff Faces (Chernoff 1973) 

which is used in the detection of the life in Los Angeles. 

 

 

Figure 1-39 Chernoff faces display life in Los Angeles. Source from:  

https://cartastrophe.wordpress.com/2010/06/16/on-the-abuse-of-chernoff-faces/ 
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1.4 Research Challenges 

In today’s data era, our daily lives can not be seperated with digital divices, such 

as working by computers and communicating through phones, etc.. As a result, 

large volumes of data is generated each day. Therefore, a good way to improve 

our daily livings and society developments is discoving useful information from 

the generated data.  

 

MDV methodology is one of the important ways to analyze data. Although many 

MDV algorithms have been proposed during the past years, research 

challenges are still exsited. In our thesis, we focus on the improvement of 

optimisation methodologies on MDV. 

 

Solving multi-dimensional data visualisation problems by optimisation 

techniques involves more than one perspective. Through the approaches 

described above,a visualisation technique can be improved from different views. 

Rather than propose or design a novel technique, in our work, we focus on the 

technical improvements of the scatterplot matrix and the application extension of 

qarallel coordinate plots in forensics. 

 

We conclude the research challenges below.  

 

 Research Challenge 1 

While most of scatterplot matrix varieties have achieved the 

representation of an ordered collection of bivariate graphs, they do not 

consider the maximization of space utilisation of the entire computer 

screen. Specifically, some plots are duplicated, so the space of these 
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plots on the screen is wasted. Therefore,  recalculating the plots’ 

positions where  a balance between information ordered clarity and 

maximum space utilisation should be considered.   

 

 Research Challenge 2 

Scatterplot matrix is one of the major multi-dimensional visualisation 

techniques. It is a great way to roughly determine whether a linear 

correlation exists between multiple variables. However, it is a 

theoretically impossible problem to enable direct interactions with scatter 

points. 

 

 Research Challenge 3 

Forensic investigation is the application of science to criminal and civil 

laws. The computer related forensic investigators collect, preserve and 

analyse the data to obtain useful evidence in the real court for protecting 

human rights. However, the special requirements of time and accuracy 

on forensic evidence are always challenges for investigators.   
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1.5 Research Objectives 

The overall objective of this research is to optimise the multi-dimensional 

visualisation techniques which address all of the challenges in Section 1.4. More 

specifically the research objectives are described below:  

 

 Research Objective 1  

To investigate space optimised visualisation techniques that can 

maximize the overall utilisation of computer screens without losing the 

clarity of displaying variable relationships in order.  

 

 Research Objective 2 

To conduct experimental and user-centered evaluation of techniques 

produced in research objectives 1. 

 

 Research Objective 3 

To conduct an experimental evaluation and usability study of techniques 

in regard to a scatterplot matrix with decision trend analysis and 

interactive data exploration. 

 

 Research Objective 4 

To investigate suitable visualisation optimisation methodologies that can 

be applied to the investigation of computer forensics to improve the 

working efficiency of forensic investigators or researchers. 
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1.6 Contributions 

 

To date, most of the existing scatterplot matrix varieties only concern the 

content of data information that can be displayed in each plot. They use data 

mining approaches (clustering or density detection) to obtain more information 

from the original dataset; They aslo add interactive techniques to achieve the 

human-computer interaction and make it user friendly. However, there is a 

space utilising problem in the ordered visualisation techniques that The 

duplicated plots are reduced the original order needs to be remained. 

Specifically,  while the number of plots are increased, the lower the space 

utilisation rate of the computer screen.  

 

Therefore, in regard to scatterplot matrix of our thesis , the major significance is 

that it is the first time to address the issue of optimizing the display space 

utilisation. The major contribution to this challenge is also providing an 

appropriate solution to this issue for the first time. In addtion, this proposed 

space optimised scatterplot matrix has been evaluated with scientific 

experiments and user studies and tested in case studies.  

 

Furthermore, considering the existing interactive functions in a scatterplot matrix, 

for example, brushing. No research has discussed interactively displaying data 

points and their classifications, which is a theoretically impossible problem. So 

in our thesis, another contribution to scatterplot matrix is conducting the 

experimental evaluation and usability study to evaluate an enabled data trend 

analysis with interactive scatterplot matrix.  
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Lastly, our thesis also discusses the visualisation optimisation from the 

application perspective. We found that the visualisation techniques could bring 

many benefits to forensic investigations, either for modelling investigation 

process, or visualising the digital evidence. Particularly, we use 

multi-dimensional data visualisation techniques to dealing with the time zone 

problems in the display the hard disk drives.  
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1.7 Thesis Organisation 

 

In this thesis, we discussed the methodoloties of optimising multi-dimensional 

visualisation techniques. Firstly, we propose a space optimised scatterplot 

matrix and evaluate an interactive scatterplot matrix by pilot studies, in which the 

main idea is to compare with parallel coordinates by answering questions. Then 

calculating the mean value of answer accuracy.  What’s more, we consider the 

optimisation method of technique application in multi-dimensional visualisation. 

We focus on a new research domain, computer forensics. Through our 

experiments,  it is also clear that visualisation can greatly help forensic 

investigations. Figure 1-40 is a description of the thesis structure.  

 

 
Figure 1-40 Thesis structure description 

 

Specifically, the thesis is organised as below: Following the introduction and 
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background introduced in Chapter 1. Chapter 2 explains the pipelines of 

visualisation process. Chapter 3 introduces our new space optimised scatterplot 

matrix visualisation technique. In detail, Section 3.1 shows the framework. 

Section 3.2 describes the techniques and algorithms required in the 

implementation. In Section 3.3, we display the interaction mechanism which 

enhanced the usability of this application. Followed by Section 3.4 to evaluate 

this technique from a technical perspective and also the usability studies, and 

the last Section 3.5, a brief conclusion will be given.  

 

Chapter 4 explains an interactive exploration in scatterplot matrix visualisation. 

We mainly work on the evaluation of the interactive exploratory scatterplot 

matrix by comparing with parallel coordinates.  

 

Chapter 5 examines how important the visualisation technique is in computer 

forensics. We use different cases to certify the effectiveness of parallel 

coordinates in forensic investigations. Particularly, we propose visualisation 

involved models for investigators to get the results effectively and efficiently.  

we also use parallel coordinates on the presentation of hard disk drives, and 

then explore criminal relationships through multi-dimensional visualisation 

approaches. 

 

Finally, the work is concluded in Chapter 6. We recaps the research strength 

and connects our findings with research challenges and original contributions in 

Section 6.1 and 6.2.  Section 6.3 discusses the limitations of the research, 

which opens up opportunities for future work. The areas for further development 

and research include: technical improvements, alignment with Industry, 

scatterplot matrix Design Guidelines and Systematic Application Evaluation 
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principles. In the meanwhile, a summary of the significance of the research in 

the field of data visualisation will be given. 
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Chapter 2  Visualisation Pipelines 

 

THIS CHAPTER AIMS to understand the basics of visualisation from different 

expectations. 

 

In this chapter, firstly, we define our terminology to help users have a clear 

understanding of the words which are overused in the visualisation literature.  

 

Secondly, we introduce the pipeline of visualisation to help users have a general 

view of how visualisation can be implemented. 

 

Thirdly, we specify the main principles of a good visualisation. 
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2.1 Defining Terminology 

 

It is essential to differentiate the words such as “  Raw Data ” “ Variables 

( attributes )” “ Multi-dimensional ( high-dimensional ) ” and “ Multivariate Data” 

which are frequently discussed in the visualisation literature.  

 

The term raw data can be applied to idiosyncratic formats. It has many forms, 

such as spread sheets, or texts. Usually it is unstructured, so normally this data 

needs to be transformed into a data table where data is more structured and 

thus easier to map to visual forms. Then the term attribute also named as 

variable represents a feature of a data object.  An object of data is composed 

by attributes, and if a data object contains more than one attribute it is then 

called a multivariate data object.  

 

There are slight differences among multivariate datasets, multi-dimensional 

datasets, and multivariable datasets. As for a multivariate dataset, it is 

composed of dependent variables, which might be correlated to each other to 

varying degrees. Multi-dimensional dataset is a dataset that has many 

independent variables clearly identified, and one or more dependent variables 

related to them. Multivariable dataset can be either multivariate or 

multi-dimensional, it is also named as high-dimensional dataset when the 

dataset contains more than three attributes, either dependent or independent.  

In this thesis, we are concerned with the visualisation optimisation of 

multivariable dataset (high-dimensional dataset). 

 

Some other terms are described below: 
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A Visualisation Method ( mV ):  could be a modeling scheme, a layout 

algorithm, or a viewing technique, etc. 

 

A set of Properties: is a set of technical features of mV , these technical 

features could be high interactive speed, high efficiency of space utilisation, low 

computational complexity, different physical references and so on. 

 

Data Space ( D ): the original dataset. 

 

A Graph (V,E)G : is defined as a pair (V,E) consisting of a finite set V of 

vertices and a finite set E  of edges, where E {(u,v) | u,v V}  

 

A Drawing (G )iD  : is a geometric drawing of graph Gi . It consists of a position 

for each vertex iv V . 

 

Time Consumption ( TC ): is the running time spent in drawing in a graph from 

its initiate state to the end state.  

 

Visual Metaphor: is a visual representation of a dataset by means of visual 

attributes, which is well-known to users, for example, colour, size, shape, etc. 

 

Vertex Position Variance ( VPV ): indicates the position change of a vertex from 

its starting position to its end position in the drawing. 
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A Shape ( SP ): is defined by an x- and y-coordinate, and is defined by a group of 

vertices.
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2.2 Data Visualisation Pipelines 

 

The visualisation is the process of mapping data to a visual form which can be 

easily perceived by humans. We summarise a list of four different steps for 

visualisation processing, See Figure 2-1. Generally, It contains data formatting, 

data mining, data visual mapping and human perception. In the following 

sections, we will explain these activities briefly. 

 

 

Figure 2-1 Visualisation Process 
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2.2.1 Data Formatting  
 

Real data comes in many forms, from spreadsheets to the texts. In visualisation, 

data requires structure and a data model. The usual strategy is to transform the 

real data into a set of relations that are more structured, and a Data Table will be 

generated. Table 2-1 is a canonical data model about white wine quality. The 

first row is the attribute of the dataset, also named dimension, variable, field. 

Attributes can either be dependent on or independent from each other. The rest 

of rows are data values, and the types of these values have been mentioned in 

Section 1.1.1.1- numerical, ordinal and nominal. 

 

In addition, some simple manipulations of the data table are necessary to 

understand in the working flow of data visualisation, which contains data 

selection, data projection, data aggression, join table rows/columns, transpose 

table rows and columns and sorting. 

 

Table 2-1 Canonical data model - white wine quality dataset 

fixed 
acidity 

volatile 
acidity 

citric 
acid 

residual 
sugar 

chlorides free 
sulfur 
dioxide 

total 
sulfur 
dioxide 

Density pH 

7 0.27 0.36 20.7 0.045 45 170 1.001 3 

6.3 0.3 0.34 1.6 0.049 14 132 0.994 3.3 

8.1 0.28 0.4 6.9 0.05 30 97 0.9951 3.26 

7.2 0.23 0.32 8.5 0.058 47 186 0.9956 3.19 

7.2 0.23 0.32 8.5 0.058 47 186 0.9956 3.19 

8.1 0.28 0.4 6.9 0.05 30 97 0.9951 3.26 

6.2 0.32 0.16 7 0.045 30 136 0.9949 3.18 

7 0.27 0.36 20.7 0.045 45 170 1.001 3 

6.3 0.3 0.34 1.6 0.049 14 132 0.994 3.3 
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8.1 0.22 0.43 1.5 0.044 28 129 0.9938 3.22 
8.1 0.27 0.41 1.45 0.033 11 63 0.9908 2.99 
8.6 0.23 0.4 4.2 0.035 17 109 0.9947 3.14 
7.9 0.18 0.37 1.2 0.04 16 75 0.992 3.18 
6.6 0.16 0.4 1.5 0.044 48 143 0.9912 3.54 
8.3 0.42 0.62 19.25 0.04 41 172 1.0002 2.98 
6.6 0.17 0.38 1.5 0.032 28 112 0.9914 3.25 
6.3 0.48 0.04 1.1 0.046 30 99 0.9928 3.24 
6.2 0.66 0.48 1.2 0.029 29 75 0.9892 3.33 
7.4 0.34 0.42 1.1 0.033 17 171 0.9917 3.12 
6.5 0.31 0.14 7.5 0.044 34 133 0.9955 3.22 
6.2 0.66 0.48 1.2 0.029 29 75 0.9892 3.33 
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2.2.2 Data Preprocessing  
 

Up to now, the data volume is one of the main challenges in data visualisation. 

When the amount of data is getting numerous, it is more difficult to discover the 

essential information among them, and the time cost is always out of 

expectation. Here some data mining methodologies could provide approaches 

to simplify the complicated dataset. For example, dada reduction, data 

clustering or dimensionality reduction.  

 

In data reduction, people can choose a sampling approach or filtering approach. 

The former method cannot show every element, only the selected subset, but it 

is efficient for large datasets. While the latter one defines criteria to remove data 

from original datasets. Figure 2-2 is a CroseeFilter visualisation tool 

implemented first by the filtering method.  

 

 

Figure 2-2 CrossFilter visualisation tool displays the airline on-time performance. 
Source from: http://square.github.io/crossfilter/ 

 

Clustering is to classify similar items into groups. The methodologies are based 

on similarity measures , such as Euclidean distance 2

1
(p,q) ((q )

n

i i
i

d p , Pearson 
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correlation ,
cov(X,Y)

X Y
X Y

, etc.. By these methods to calculate the distance 

between two items and then divide them by partition algorithms. For example, 

k - means, Affinity propagation, Bi-clustering and Fuzzy clustering, etc.. 

Specifically, in data visualisation, the clustering method helps to order data, 

brush data, and also to aggregate data. Figure 2-3 is an example of using 

clustering in visualisation to get a data aggregation. 

 

 
 

Figure 2-3 An example of a clustering heat map. The rows are the hierarchically 
clustered genes, while the columns are the tissues with dendrograms. The red in the 
heat map presents upregulation while blue presents downregulation. Cited from: 
http://altanalyse.blogspot.com.au/2012/06/hierarchical-clustering-heatmaps-in.html.  
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Many techniques in reducing high dimensional to lower dimensional space have 

been proposed during the past decades. Take principal components analysis 

(PCA) as an example, this statistical procedure uses an orthogonal 

transformation to convert a set of observations of possibly correlated variables 

into a set of values of linearly uncorrelated variables called principal 

components. Supposing that the data vectors to be processed have N  

dimensions, PCA aims to find k  vectors that are the best to be used to 

describe the N  dimensional data, where n k . PCA computes k  vectors as 

the principal components, and these components will be sorted in order to be 

used as the new axes. The original data can be displayed on the new axes, and 

this should be a good approximation of the original data because the weaker 

components of data have been eliminated, see Figure 2-4. 

 

 
 

Figure 2-4 PCA of a multivariate Gaussian distribution centered at (1,3) with a standard 
deviation of 3 in roughly the (0.878, 0.478) direction and of 1 in the orthogonal direction. 
The vectors shown are the eigenvectors of the covariance matrix scaled by the square 
root of the corresponding eigenvalue, and shifted so their tails are at the mean, source 
from: https://en.wikipedia.org/wiki/Principal_component_analysis
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2.2.3 Visual Mapping 
 

Data mapping represents how to transfer data into visual form, which means to 

visualise the mathematical relations based on graphical properties. Normally, 

there are two steps to map data. The first step is  to map data items as visual 

marks: points, lines, areas, volume glyphs, see Table 2-2. Followed by the 

second step of mapping data attributes as visual properties of marks, see Table 

2-3. 

 

Table 2-2 Visual Marks 

Name Graphs 

Points  

Lines  

Areas  

Volumes  

Glyphs  
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Table 2-3 Visual Properties of Marks 

Name Representations 

Position 

         
Length, Area, Volume 

 
Orientation, angle , slope 

Colour , Texture 

  

 

Shape  

 

Animation, Blink, Motion

 
 

From a Geometric perspective, understanding data mapping processes are 

essential in implementing the visual marks and their properties. Suppose a 

dataset contains n  data objects, and they are with m varieties, then the data 

relations can be explained as a set of tuples,  

 

11 12 1 21 22 2 1 2 1 2{ , , , , , , , , , , , , }m m j j jm n n nmD D D D D D D D D D D D, , , , , , , , , , }1 , ,21 22 2 1 2 1 222 2 1 2 121 22 2 1 2 1 , ,1 21 22 2 1 2 1 21 21 22 2 1 2 121 22 2 1 2 , ,21 22 2 1 2 1 222 2 1 2 121 22 2 1 2 121 22 2 1 2 121 22 2 1 2  

 

Where:  

Dij - represents a Data space;  
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After data mapping, the tuples can be displayed by a new form: 

 

11 12 1 21 22 2 1 2 1 2{ , , , , , , , , , , , , }k k i i ik t t tkV V V V V V V V V V V V, , , , , , , , , , }1 , ,21 22 2 1 2 1 211 , ,21 22 2 1 2 1 222 2 1 2 121 22 2 1 2 121 22 2 1 2 11 , , , , , , , , ,, , , , , , , , ,, , , , , , , , ,21 22 2 1 2 1 222 2 1 2 121 22 2 1 2 121 22 2 1 2 121 22 2 1 2 ,  

 

Where: 

V - is the visual space, 

t  - represent the number of components in V , and it determines the 

number of graphical properties of the visual mark (refer to Table 2-4), 

k  - is the number of spatial coordinates used to locate a visual mark, such 

as in 2D or 3D environment to visualise visual marks. Specifically, in a 2D 

environment, if the aim is to visualise a high dimensional dataset, we can also 

display data with a Z  coordinate, and we need to further transfer the above 

visual form into 1 2, , , ,i kA A A A, i k,A A, i kk, , which means to take a whole row or column 

of data as one object, and then display them in a graphic form.  

 

To conclude, a good mapping always produces a visual representation with 

higher accuracy. This contributes to describing information if there is an 

accurate relationship between data objects and visual objects.



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 69 

 

2.2.4 Human Perception 

 

Visualisation technology always occurs with assistance by humans. Term as  

cognitive support (Tory & Möller 2004), which means Human perception and 

cognition is an important factor in visualisation.  

 

Generally, the visualisation interface is able to quickly recognise and easily 

interpret visualisation. All the variables should be visible so that a viewer can 

perceive information accurately, including: the overview of data objects, the 

relationship among data objects ( either explicit or implicit ), and the metaphors 

which are present to help the user understand how to explore through display.  
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2.3 Visualisation Principles 

It is also essential to evaluate visualisation techniques to verify the effectiveness 

of techniques in different tasks. The early work in data visualisation was 

concerned with defining the quality of graphical displays and developing 

theories of design of graphical displays (Bertin,1981). Later, Tufte (1983) 

proposed the principles of excellence and integrity of data graphics.  According 

to these principles, good displays should have the following factors: 

 

 Display the whole data without losing information 

 Lead the viewer to think about the substance of the data, rather than 

about the technical approaches or graphical design methodologies 

 The distortion of data explanation 

 Present Big Data (large volume, variety, velocity) 

 Discovery relationships among datasets 

 Avoid unreasonable purpose: representation, decoration 

 

In summary, a good graphic is not only about displaying the whole data,  but 

considering many aspects, such as data relationships or data scalability, ect.. 

and these elements makes giving good displays much harder.   

 

2.4 Summary 

 

Data Visualisation has been proposed many years ago, with the data is 

gradually complicated, the visualisation techniques had more challenges than 

before. Therefore, to impove the visual methodologies and grasp more 
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understanding on data visual results, it is important to know how data 

visualisation work and what is the standards of the visualisation.  

 

This chapter gives a clear description of the above questions, and these would 

greatly help us to do the further study on multi-dimensional data visualisation.  
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Chapter 3  Optimisation of Scatterplot 
Matrix 

 

THIS CHAPTER AIMS to present a space optimised scatterplot matrix with a 

clear display of pairwise variable relationships. 

The basic concept of the scatterplot matrix is simple. Give a set of n  

variables 1 2 1, , ,n nX X X X,11,1X X1,1 , scatterplot matrix contains all the pairwise 

scatterplots of the variables on a single panel in a matrix format. That is, if there 

are n variables, the scatterplot matrix will have n  rows and n columns and 

the thj row and the thi Column of this matrix is a plot of i jX X . It has been 

increasingly commonly used amongst other graphical tools. 

 

Although a scatterplot matrix can explain all of the pairwise correlated 

information, its limitations are also clear, that is the issue of space utilisation. A 

scatterplot matrix will take up much more space while the number of data 

attributes is increased. The problem of navigation will also appear: While the 

volume of a dataset is getting larger, it is hard to  display the information when 

the users scroll up and down. 

 

In reponse to the above problems in a traditional scatterplot matrix, we present a 

space optimised scatterplot matrix with a clear display of pairwise variable 

relationship.  
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3.1 Framework  

 

In this section we describe the proposed space optimised scatterplot matrix in 

an overall view, including the evolution of ideas and working processes. 
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3.1.1 Idea Evolution 
 

Prior work in scatterplot matrix visualisation hasn’t addressed the concerns of 

the adaptability to the space utilisation in the design of display containers based 

on the size of the display screen. This limitation might affect the clarity of 

information to be visualised on the screen at a time, especially with a large 

volume of dataset. The methodology proposed here provides better supporting 

multivariate data to be visualised in a scatterplot matrix with a 100% space 

utilisation of the various size of the display screen.   

 

In scatterplot matrix design, all the plots could be simulated by multiple pointed 

rectangles with finite width and height. Hence, in order to be employed in an 

unstable size of display container, we aim to invent a new plot (rectangle) 

drawing method.  

 

In the context of the graph drawing approach, the new approach should utilise 

the Processing draws directed graphs. This approach is able to arrange plots in 

the following ways: The number of the containments per row; the number of the 

containments per column; the width of the containments; the height of the 

containments. Generally, our new method offers flexibility and clarity in the 

above four ways to represent multi-dimensional data. With modification of the 

algorithms, the new approach should be capable of producing space optimised 

layouts for various high dimensional dataset as well.  

 

The evolution of the research approach is abstracted in the following stages. In 

the first stage, we relax the size of the display screen constraint completely and 

add freedom for rectangular drawing. The new process creates visualisation 

mainly with rectangular fixing vertically. In order to increase visibility, we add a 
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design metaphor - colour to differentiate the plots. The layout of scatterplot 

matrix is improved with the arrangement and metaphor combined resolution.  

 

In the second stage, we maintain the number of the original plots, by a 

mathematics ranking algorithm. This stage creates the traditional layout of a 

scatterplot matrix.  

 

In the third stage, we reduce the duplicated plots, and relocate the positions of 

the left plots in the condition of minimally affecting the relationship between the 

variables which are originally in the same row or co lumn, and this step is to keep 

our technique being balanced between the space uti lisation and information 

clarity.   

 

In order to fit into user tasks and scenarios’, we employ these approaches in two 

environments mentioned below: Containment control (the size of the display 

screen); Container control (the number or size of the rectangular in each row 

and column). So that application designers can utilise it with other visualisation 

methods for diverse domain purpose and users can effectively and clearly 

discover the information over this new scatterplot matrix visualisation layout. 
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3.1.2 Space Optimisation Process 

 

The principle of a scatterplot matrix is to roughly determine if the views have a 

liner correlation between multiple variables in two-dimensional space. The 

efficiency of the proposed method is based on the balance of a suitable view 

with clear variable correlation with the scatterplot matrix paradigm. Particularly, it 

inherits the rectangular drawing principals from processing approach to ensure 

the maximum uti lisation of geometrical space for displaying plots, while they can 

also discover the relationships with each other by highlighting  correlations with 

different colours. The series of procedures for constructing such visualisation is 

described as below:  

 

Step 1 - Number Calculation (Row & Column): This step calculates the 

number of plots per row and per column. Particularly, the number of rectangles 

in a row or a column depends on both the size of the display screen and the 

number of the data variables (dimensions). 

 

Step 2 - Space Partitioning: In a constrained space, (the maximum is the size 

of the display screen, the minimum is size 0), Step 2 needs to repartition the 

entire display space into a set of rectangular called plots when the size of the 

screen is resettled. After partitioning, each rectangle is then drawn in an orderly 

manner.  

 

Step 3 - Vertex Calculation: This step calculates the position values for every 

rectangle in the scatterplot matrix. The position of a plot is defined as four vertex 

value pairs 1 1 1 2 2 2 3 3 3 4 4 4, ; , ; , ; , ,P V V P V V P V V P V V see Figure3-1, associated 

with the location of a plot.   
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Figure 3-1 Plot Drawing-position of each vertex. 

 

row and first column, Step4 computes the vertex of all plots and their widths and 

heights. Each plot is bounded by the flexible size of the display screen.  Figure 

3-2 contains examples to explain the flexibility of the technique representation 

on various screen size.  

 

  

Figure 3-2 Wine dataset with four attributes is shown in different size of display screen 
(up-left) is the full screen display; (up-right) is the 50% screen display;(down-left)is the 
25% screen display; (down-right) is the 12.5% screen display.  
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Step 4 – Point Positioning: Step 4 assigns the graphical layout, followed by \ 

positioning the data into their plots accordingly. In this step, we use visual cues 

(colour, shape and size) to differentiate alternative value types. To interact with 

visual representation, Step 4 employs the interaction scheme along with 

animation at this stage as well.
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3.2 Algorithms 

This section explains the methodology. Specifically, Section 3.2.1 illustrates the 

technical specifications, while Section 3.2.2 discusses the space optimised 

scatterplot matrix in detail.  
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3.2.1 Technical Specification 

 

To streamline the graphics notation and convention in technical sections, all the 

symbols and notation are defined in this section.  

 

In the geometry space, nR  represents an n - dimensional plane in Euclidean 

geometry, therefore, 2R is a two-dimensional plane. 

 

Generally, in the graphics with a two-dimensional geometry space, N  indicates 

a node. A subset of nodes are represented by 1 2, , , mN n n n, mn, , where m  

indicates the number of data points. 

 

Specifically, in graphics design of scatterplot matrix, the data presented in each 

plot are different. In this thesis, for example, each plot can be seen as a small 

space. The data in a matrix is described as: 

 

1 1 2 2 3 4, , , , , , , ,x x ix x x jx m px tx kxN n P P P n P P P n P P Px jx m px tx kx2 3 42 3 , , , ,, , ,2 3 42 32 3P n P P P n P P Pix x x jx m px tx ki j t2 3 42 3 , , , ,, , ,,2 3 42 32 32 3  

 

OR  

 

1 1 2 2 3 4, , , , , , , ,y y iy y y jy m py ty kyN n P P P n P P P n P P Py jy m py ty ky2 3 4 , , , ,, ,2 3 4P n P P P n P P Piy y y jy m py ty ki j t2 3 42 3 , , , ,, ,2 3 42 3  

 

Where:  

ixP / iyP - is the x-axis / y-axis in the thi  plot;  

m  - is the number of notes.  
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Given a dataset with k variables (dimensions), the traditional scatterplot matrix 

is a k k  plot matrix, with k  rows and k  columns. Figure 3-3 is the traditional 

layout of the scatterplot matrix, where the viewer can discover the relationship 

among the neighbour variables.  

 

Figure 3-3  Traditional scatterplot matrix layout. 

 

From Figure 3-3, it is obvious that the layout of a traditional scatterplot matrix is 

space wasting. In addition, two types of plots in the matrix reduces the space 

utilisation rate: One is the plots in which their X  axis and Y  axis represents 

the same variables, e.g. 1 1 2 2, , , ,i i m mn n n n n n n nm m,n nmm , ; the other category of 

plots is symmetric plots, which are the array pairs in the following format: 

1 2 2 1 3 4 4 3, , , ; , , ; ; , ,i j j in n n n n n n n n n n n;; i j,,,,; ,, . In this case, only half of the 

plots need to be remained, so the plot either 1 2 3 4, , , ,i jn n n n n ni j,n ni ,  OR 

2 1 4 3, , , ,j in n n n n nj i,n nj ,  normally can be deleted, and the layout of matrix with 

plots reduction is in Figure 3-4. 



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 82 

 

 

Figure 3-4 the layout of a matrix with plots reduction 

 

In the graphics, a plot is also a rectangular.  A rectangular is composed by four 

vertices and four edges, presented in a set of 

 

11 12 13 14 21 22 23 24 1 2 3 4 1 2 3 4, , , , , , , , , , , ,i i i i t t t tV V V V V V V V V V V V V V V V 41 2 3 4 1 2 31 4 31 2 3 4 1 2 32 3 4 1 2 31 2 3 4 1 2V V V V V V V V1 2 3 4 1 2 31 2 3 4 1 31 2 3 4 1 2 31 2 3 4 12 3 4 1 31 2 3 4 1 2 32 3 4 1 2 31 2 3 4 1 22 3 4 1 2  

 

 And  

 

11 12 13 14 21 22 23 24 1 2 3 4 1 2 3 4, , , , , , , , , , , ,i i i i t t t tE E E E E E E E E E E E E E E E1 2 3 4 1 2 31 4 31 2 3 4 1 2 32 3 4 1 2 31 2 3 4 1 2E E E E E E E E1 2 3 4 1 2 31 2 3 4 1 2 31 2 3 4 1 2 31 2 32 3 4 1 2 31 2 3 4 1 2 32 3 4 1 2 31 2 3 4 1 22 3 4 1 2  

 

Where:  

 

t  - represents the number of plots.  

 

After the introduction of the technical convention, we now review the 

mathematical theory in our technique. 
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Suppose the dataset contains n  variables, we might have a n n  matrix and after  

reducing the duplicated plots, the total number of the plots N  in the matrix would be 

in Equation 1. 

 

 

1
2

n nN  

Equation 1  The number of plots 

 

Considering the balance between space utilisation and data relationship clarity, 

we position the plots as follows. 

 

The number of row in a matrix is defined as NR , see Equation 2: 

 

NR Roundup N  

Equation 2  The number of plots per row 

 

The number of column in a matrix is defined as NC , see Equation3: 

 

NRNC ceiling N  

Equation 3  The number of plots per column 

 

Then, we start to draw the matrix by the principal of processing.org. See Figure 

3-5. The whole display screen is an axis. The start point is the upper left corner 

point 0,0 , and other points can be described as ,i ip x y . A line is composed 
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by two points, and it is defined as , , ,i i j jline x y x y , while ,i ix y  is the start 

point of the line, ,j jx y is the end point. A rectangular is defined as 

, , ,rect x y width height , where the value of x  and y  is the value of the upper 

left vertex of the rectangular, the width  is the width of the rectangular and it can 

be calculated by the x  axis value of the upper-left (bottom-left) vertex and 

upper-right (bottom -right) vertex, which equals to  

 

upper right upper leftx xwidth P P  OR 
bottom right bottom leftx xwidth P P  ; 

 

The height of the rectangle is height  , and it can be calculated by  

 

upper right bottom righty yheight P P  OR  
upper left bottom lefty yheight P P . 

 

 

Figure 3-5 A Example of a draw 
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Particularly, it is important to understand how the shape is moving and rotating 

in the preceding diagram, see Figures 3-6 (a) (b) and Figures 3-7 (a) (b). In 

order to move a draw, the coordinate system should be moved to a new position, 

and then redraw the square on the same point. Similarly, it takes two steps to 

rotate a draw, the first step (S1) is to transfer the start point (upper left point) of 

the axis to a new position, where the draw is to be placed; Step2 (S2) is to rotate 

the axis 45 degrees, then draw the square based on the original coordinates. 

 

Generally, an essential principal of drawing is to change the coordinate system 

through translation or rotation, and then draw with the original. Never change 

the position of the draw.  

 

(a) 
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(b) 

Figure 3-6  a) The Example of moving a draw; b) the processes of moving a draw 

 
(a) 
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(b) 

Figure 3-7 a) The sample of rotating a draw (b) the processes of rotating π/4 of a draw 
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3.2.2 Implementation Algorithms 

 

The space optimised scatterplot matrix is based on the layout arrangement of 

the plots reduction matrix described in Section 3.2.1. The principle of 

repositioning the plots is to retain the visual ability of neighbour variables and to 

fully utilise the display space as well. To achieve optimisation goal, we use fill – 

in method and colour mapping approach. In the first stage, we calculate the 

number of plots per row and per column that ensure the plots expressed the 

same variables as being continuous, see Figure3-8; in the second stage, we 

map the data into the relative plots; in the third stage, we use a colour metaphor 

to visualise one more data dimension and by this approach, the viewer can 

distinguish the variables both hierarchically and horizontally. 

 

 

Figure 3-8 The reposition method for scatterplot matrix 
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Where,  

K  - the number of variables,  

N  - the total number of scatterplots  

NR  – the number of plots per row. 

NC  – the number of plots per column 

 

The algorithm for rearranging the plots is outlined in Figure 3-9:  

 

Figure 3-9 The algorithm of Layout Optimisation Approach 

It is obvious that after the rearrangement of the position for each plot, the plots  
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could not be in a linear order. The main reason is that some of the plots had 

been moved up in order to keep a higher rate of space utilisation. Therefore, to 

retain the benefits of traditional scatterplot matrix, having a linear correlation 

between multiple variables, we introduce a third parameter, colour, to remedy 

the disadvantages in our proposed space optimised scatterplot matrix (Also an 

interaction mechanism). 

 

The main idea is give each plot a colour to distinguish them based on their name 

of x -axis or y -axis. The approach summarises the existing capability of a 

matrix to discover the variable relationships easily is described in Figure 3-10.  

 

 
Figure 3-10 The algorithm highlighting the approach to reflecting the variable relationships. 
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(a) 

 

(b) 

Figure 3-11 (a)(b): The sample of using colour properties to discover pairwise variable 
relationships. Dataset Description: this dataset obtained from UC Irvine Machine 
Learning repository, it contains 12 variables, including fixed acidity, volatile acidity, 
citric acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density,  
pH, sulphates, alcohol, quality; Websites:  

(https://archive.ics.uci.edu/ml/datasets/Wine+Quality) 
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Figures 3-11 (a) and (b) are samples of the comparison between remedying the 

disadvantages of the space utilisation by colour property and the traditional 

scatterplot matrix. Specifically, we use wine dataset 

(https://archive.ics.uci.edu/ml/datasets/Wine+Quality) to do the experiment. 

Firstly, choose 8 variables from the dataset accordingly, the scatterplot matrix 

can be divided into 8 classifications. Including: fixed acidity, volatile acidity, citric 

acid, residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, 

PH, sulphates). Based on our classification principal, each category belongs to 

one type of colour. So we can find that the fixed acidity (the first variable in dark 

yellow) has a similar influence on all the other attributes , while the PH (the 

variable in pink) has a lesser influence on the density sulphates, but has a 

stronger influence on the rest of the variables.  
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3.3 Interaction Mechanism  

 

A navigation mechanism can enable users to interactively adjust views to reach 

the clearer view of a complicated graph, and having this scheme that let users 

discover information. Capabilities of visualisation tools can maximize human 

capabilities to perceive and understand complex and dynamic data.   

 

Up to now, there have been many interaction methods that use focus + context 

views (Stasko & Zhang 2000), overall + details views (Plaisant, Carr & 

Shneiderman 1995), fish eye views (Schaffer et al. 1996) and so forth that have 

been proposed in information visualisation. 

 

The scatterplot matrix, a widely used Multi-dimensional data visualisation 

technique, is particularly helpful in pinpointing specific variables that might have 

similar correlations to the genomic or proteomic data.  

 

Interactivity is the key to making the scatterplot matrix method more useful. An 

important step involved in the interactive process is user navigated visualisation. 

One of the most important issues involved in navigation is that the users are 

always able to choose their preference information. This allows users to 

maintain the perception of what they would like to discover from the large 

information spaces. This also assists users in making further decisions about 

their discovery, while interactively navigating through the large amounts of 

information. 
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3.3.1 Introduction 

 

Although the optimised layout in a scatterplot matrix is efficient in terms of space 

utilisation and information relationship representation, the issues of “view-ability” 

to produce user-friendly interactive interfaces and the ability to explore 

information efficiently are critical. Especially visualise a multi-dimensional 

dataset. The reason is that in large data visualisation techniques, it is hard to 

discern between data when thousands of items in a dataset are displayed 

concurrently. Therefore, an efficient and effective interaction scheme, combined 

with a visualisation which provides users with important knowledge, is essential 

when learning from a large dataset.  

 

The interaction mechanism should enable users to interactively discover how to 

adjust views to reach their destination (or goal), allowing them to obtain deeper 

understanding of relationships among data and variables (or different 

dimensions). With a navigation scheme that lets users pick their preference 

methods based on their accordingly needs. Capabilities of visualisation 

techniques can maximize human abilities to understand high dimensional data , 

and promote their working efficiencies in terms of saving time and computing 

resources.  

 

In interaction control for space-optimised scatterplot matrix, the interaction is 

applied in a visualisation process that allows users to change their preferred 

views on the same dataset to explore information more deeply. 



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 95 

 

3.3.2 Interaction Method 

 

Up to now, there are many interaction techniques in Multi-dimensional 

visualisation, such as “focus + context” (Stasko & Zhang 2000), Zooming in and 

out (Baker & Erik, 1995), dynamic queries (B.Shneiderman,1994), etc., which 

have been proposed in data visualisation, and only very few techniques have 

already been applied to scatterplot matrix technique.  

 

“Dynamic Quaries” (Shneiderman 1996), is one of the most popular interactive 

techniques used in information visualisation. It is a natural method for 

requesting data when the output is going to have a visual form, and could 

continuously update search results as users select buttons to gain the answers 

to simple questions. In our thesis, we use this method to implement the 

interaction function. Specifically, we use two properties, colour and shape, to 

differentiate views from the same dataset so that users can gain more 

information from different perspectives. 

 

Differentiation in colour attracts the attention of users, as it is one of the most 

effective ways to enhance and clarify a presentation (Stone 2006). Figure 3-12 

explains a simple user query interactive method in our scatterplot matrix.The 

user can choose their preference and get a further view. Figure 3-13 and Figure 

3-14 are the updating results by clicking “votalie acidity” by colour property and 

shape property respectively.  Figures 3-15 (a) (b) (c) are the extentions of 

shape property working on the layout of each plots, they help users to have a 

different view of the overall dataset.  
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Figure 3-12 The interaction method – user query 

 

Figure 3-13  The user query result with Colour property 
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Figure 3-14 The user query result with Shape property 

 

 
(a) 
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(b) 

 

(c) 

Figure 3-15 (a) (b) (c): Examples of Shape property working on the layout of the 
datasets: a) represents the data points connected into different shapes, and this helps 
to distinguish the overall distribution for each plots; b) the green line is the diagonal 
line of each plot, and from the gap between the other lines and diagonal line, it provides 
another overview of the dataset distribution without any points displayed; c) we use 
this view to detect the density of data points distribution. It is more convenient to find 
the centre point in a circle shape compared with drawing in a plot (rectangular), but an 
important factor is that the circle should be tangential with edges of each rectangular 
(plots).  
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3.4 Evaluation 

 

This section evaluates this space optimised scatterplot matrix according to a set 

of design guidelines. The first objective of this research is to design a layout 

which meets the traditional scatterplot matrix design advantages, and also can 

fully uti lise the display spaces. Therefore, from the technical point, we will 

investigate our new scatterplot matrix in two areas, space uti lisation ratio of 

display screens, and the degree of difficulty in discovering pairwise variable 

relationships, in comparison with traditional scatterplot matrix techniques. In 

addition, to further investigate how well space optimised scatterplot matrix work 

in the scenario based tasks in Multi-dimensional data visual analysis process, 

we have conducted a user study to compare with the traditional scatterplot 

matrix.  
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3.4.1 Performance Evaluation 
 

Our performance evaluation metric is space saving and improving the utlilisation 

rate.  

 

The experimental environment is described below. Firstly, Java 2.0 with Eclipse 

Platform was used to develop the prototype (the Java program) that implements 

our space optimised scatterplot matrix. The Java program was executed on a 

Personal Computer with the CPU: Intel Core i5-5200U, 2.7 GHz, and 8GB of 

ROM. Secondly, the space utilisation rate is how much the display screen has 

been utilised to view the results. We ran our application in the above 

environment with datasets which contain different number of variables  

(dimensions). The details of the datasets are described in Section 3.4.3 

supplementary views.  

  

Figures 3-16 (a) and (b) are the comparison figures of space utilisation. 

Obviously, the number of scatterplots is proportional to the number of the 

variables, which means that if the number of data attributes is increased in one 

dataset, the space of each spot is getting smaller and the number of the plots to 

be reduced is increased. Refer to Equation 4: 

 

1 2, , ,
, 1,2, ,

N

i

S S S S
Na i NS

, , NS, ,
, ,N, ,  

Equation 4 the relationship between the number of scatterplots and the number of variables 

Where: 

S - Size of the display screen 
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N - Number of the scatterplots 

iS  - Size of the thi scatterplot 

Suppose a dataset has four dimensions, the plots can decrease from 16 to 6, 

which saves 61% of the spaces. Accordingly, if the dataset contains 8 or 12 

variables, their plots will reduce from 64 or 144 to 28 or 66. Their space saving 

rates are 56.25% and 54.2% respectively. In Figure 3-16(b), we found that 

although the space-utilisation rate is decreased while the dimension is 

increased, the rate is always above 50%. 

 
(a) 

 
(b) 

Figure 3-16 (a) The saving number of scatterplots b): The saving space rate of our new 
scatterplot matrix
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3.4.2 User Studies
 

We conducted a usability study with users who are mostly unfamiliar with 

scatterplot matrix. The goal was to test whether the approach toward the design 

improved the user satisfaction on some challenges of normal visualisation 

techniques, including: Space Utilisation, Visual Clarity, and Information 

Navigation. 

 

We involved 10 participants (Male and Female), who are P hD students and 

graduate students in different research areas and majors, including Science, 

Information Technology and Engineering. Four questions are designed for the 

evaluation, and all the participants needed to do a comparison between our 

space-optimised scatterplot matrix with the original scatterplot matrix by 

answering the questions. Additionally, they need to tell how they regard these 

two applications on the three aspects: space utilisation, visual clarity, and 

information navigation. Lastly, the participants also needed to give their overall 

preference for using the space-optimised scatterplot matrix and the original 

scatterplot matrix. 

 

Figure 3-17 The results of user preference 
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From the evaluation result, the space-optimised scatterplot matrix is generally 

better than the original scatterplot matrix in respect to the space utilisation, 

visual clarity and also information navigation. The subjects showed high 

preference for using the space-optimised scatterplot matrix with their own 

dataset. Refer to Figure 3-17. 
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3.4.3 Supplementary Views 
 

This section provides more view results  (Figure 3-18, Figure3-19, and Figure 

3-20) from our space –optimised scatterplot matrix, which help users to 

understand more about its visualisation performance.  

     

Figure 3-18 An overview comparison of plot arrangements in the new layout and the 
original layout  
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Figure 3-19 Differentiation in Colour; Experiment with abolone Dataset 

 

 

Figure 3-20 Differentiation in Colour and Shape; Experiment with abolone Dataset
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3.5 Summary 

 

A scatterplot matrix is a table of all the pairwise scatterplots of variables on a 

single view. In this new scatterplot matrix visualisation, we solve the space - 

utilisation cost problem, and also improve the clarity of navigation when scrolling 

up and down. This scatterplot matrix is especially designed to enhance the  

understanding of multi-dimensional dataset. 

 

Space-optimised scatterplot matrix is an effective and efficient technique for 

visualizing Multi-dimensional dataset (Herman, Melançon & Marshould 2000). 

This technique optimises the space-uti lisation by reducing scatterplots and 

rearranging the display layout that allows the space to be fully utilised, and all 

the relationships among each variable can be displayed with a higher clarity. 

What’s more, we apply a colour property to differentiate the variables, and the 

advantage of traditional scatterplot matrix, displaying pairwise variables 

relationships in order, is also implemented.  

 

In our technique, an interactive mechanism - user queries is also applied to 

make our tool user-friendly by colour and shape properties, which brings more 

benefits on our new scatterplot matrix visualisation. 
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Chapter 4  Interactions with Scatterplot 
Matrix Visualisation 

 

THIS CHAPTER AIMS to introduce the interactive scatterplot matrix 

visualisation in Sections 4.1 and 4.2; then a detailed introduction is given to the 

evaluation methods applied to this technique in Section 4.3. Particularly, this 

chapter will conduct an evaluation for the interactive exploration approach from 

two perspectives: User Studies (Section 4.3.1) and Case Studies (Section 

4.3.2). 

 

Multi-dimensional data exploration presents a great challenge to information 

visualisation. Because features of data are inherently sparse in high 

dimensional data and the over-plotting of visual display makes it even more 

difficult to observe any useful patterns. However, visualisation methods for large 

dimensional data are not usually effective due to the density of high dimensions 

and the limitations of screen display. Therefore, although the interaction is still 

limited some of the contextual information could be lost during the navigation 

,interactive zooming is still an aid for exploring and reducing the number of 

dimensions, such as the zooming function provided by Diesburg et al (2010). 

 

The efficiency of knowledge discovery tends to decline while the processing 

cost of information interpretation tends to increase. Because some are noisy 

data and it is not necessary that all the dimensions need to be analysed. This 

phenomenon is also known as the curse of dimensionality which was first 

apparently coined by Bellman et al ( 2005) , who mensioned that data samples 
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would grow exponentially according to the changes of the number of dimensions 

because of the necessity of fitting a multivariate function for a given degree of 

accuracy.  

 

Therefore, dimensionality reduction is important to be a preprocess method 

dealing with the large volume of dataset. Particulally, dimensionality reduction is 

important in many application domains for being facilitated with classification, 

visualisation dealing with the complexity of multi-dimensional data. It reduces 

the intrinsic dimensionality of the data in order to cut down the cost of time and 

space complexities required for subsequent computation and analytic tasks. The 

terms variable, feature and attribute are commonly quoted in various research 

fields hence we use them interchangeably. 

 

Dimensionality reduction can be divided into feature selection and feature 

extraction. Feature selection is mainly to select a subset of the original variables 

according to selection principals. In supervised methods, the general criteria  

requires users to guide the selection process through choosing weighted quality 

metrics, therefore the selection rule would prefer the attributes weighted above 

the threshold. However in this case, user’s expertise about quantisation would 

have a great influence on the effectiveness of variable selection as quantisation 

is typically not a trivial task. More importantly, empirical studies are the 

fundamental basis of applying quantisation; hence the method may work well on 

this dataset but might completely fail on another. On the other hand, feature 

extraction is a typically unsupervised technique with minimal consideration 

about user factors. The absence of user guidance raises the challenge of 

information interpretation if the result is unintuitive or not expected by the user 

and this is often criticised as information loss. Most techniques developed in the 
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past are projection based, implying that the phenomena of interest higher than 

second order could not be discovered. Strictly speaking, projection is 

orthogonal. The oversimplified pattern is not adequate to support interactive 

data exploration that requires iterative interaction through visualisation for the 

adjustment of input vectors to increase the accuracy of analytical results for 

decision trend analysis.  

 

Multi-dimensional data exploration via dimensionality reduction is really a user 

centric task in information visualisation. Most dimensional reduction methods do 

not provide multiple results and make no assumption about the consideration of 

the user’s concern. Ideally, an effective method should only require the user to 

guide the procedures of dimensionality reduction, in terms of specifying a  

centrally concerned attribute and adjusting the values of input vectors 

subjectively.  

 

In the previous works, Tze-Haw Huang integrated Rough Set Theory (Ankerst) 

with parallel coordinates (Inselberg & Dimsdale 1991) and scatterplots (Tusher, 

Tibshirani & Chu 2001) for interactive feature selection. RST (Pawlak 1998) is a 

mathematical approach to data vagueness and uncertainty, which can be 

considered as discovering facts from complicated data through dimension 

reduction with a given dimension known as a decision specified by the user. 

Later in 2014, Tze-Haw Huang et al ( 2011) further extended his prior work with 

additional contributions summarised as follows: 

 

 A feature ranking method on the results to guide the user in 

Multi-dimensional data analysis. 

 Interactive data exploration support in scatterplot matrix for class data. 
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 Enhanced scatterplot matrix for decision trend analysis. 

 

Based on his recent works, we provide more case studies to illustrate the 

interactive scatterplot matrix visualisation technique on different datasets, and 

do comparisons between parallel coordinates with Rough Set Theory and 

scatterplot matrix with Rough Set Theory. In addition, we carry out a pilot 

usability study on the visualisations.  
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4.1 Dimensionality Reduction 

 

There are several techniques for visualizing multi-dimensional data, such as 

Parallel Coordinate (Inselberg 1985), Start Plots (Schein et al. 2002), Scatterplot 

matrix (Andrews 1972), Mosaic Plots (Hofmann, Siebes & Wilhelm 2000), Heat 

Map (Wilkinson & Friendly 2012), and Glyphs and Icons(Olcott 2006). Among 

them, the Parallel Coordinate and the Scatterplot matrix are considerably 

popular techniques for large scale datasets. Theoretically, they are capable of 

visualising the data with an unlimited number of dimensions nevertheless their 

visual efficiencies tend to decline when the number of dimensions grows.  

 

Some developments addressed the problem by visual transformation. Guo 

(2010) and Artero at al ( 2004) used clustering to highlight the patterns of 

homogenous data in parallel coordinates. Peng et al (2004) applied dimension 

reordering to rearrange the dimension axes based on visual neighbo uring 

similarity for clutter reduction. However, using visual transformation to enhance 

the visual structure sti ll left data in high dimensional space with sparse features. 

Nguyen et al (2013) presented Multi-dimensional data visualisation system 

based on a scatterplot with flexible axis and attribute mapping. The tool also 

provided interaction, filtering, zooming and dynamically controlled  

visualisation. Although these techniques are quite effective  in visualising small 

numbers of dimensions, dealing with high numbers of dimensions remains a 

challenge. 

 

The widely accepted dimensionality reduction methods are Principal 

Component Analysis (PCA) (Person 1901), Multi-dimensional Scaling (MDS) 
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(Kruskal 1964) and Self-Organizing Map (Yasinsac et al.) (Kohonen 1990). PCA 

is a linear transformation method that projects the original data onto a much 

smaller set without original results. The selection principles are typically 

interested in dimensions with largest eigenvalues, known as principal 

components, because they explain the majority of variability. The low 

dimensional view that represents the high dimensional dataset is formed by 

rotating the principal components along the linear directions of maximum 

variability. MDS aims to place the data points so that the pairwise distances are 

preserved as effectively as possible. SOM is an unsupervised learning algorithm 

based on neural network model, reducing the dimensions to low-dimensional ( 

typically 2D ) layer of neurons. Locally Linear Embedding (Roweis & Saul 2000) 

is another popular unsupervised learning technique that computes  the nearest 

neighbourhood of each dimension to obtain the low dimensional embedding of 

high dimensional data. One common drawback of these methods is that they 

project the dataset into extremely low dimensions that could oversimplify 

patterns. Projecting an information correlated dataset i.e. survey dataset, into 

2D space is usually meaningless for human centric knowledge discovery. 

 

Projection Pursuit (Huson et al.) (Friedman & Tukey 1974) is a type of statistical 

technique for the pursuit of the choices about possible projections in 

multi-dimensional data that can reveal the most details about the structure 

defined by a projection index. The pursuit of the possible projections globally 

involves a non-trivial computational intensive task (Friedman & Stuetzle 1981) . 

XGobi (Swayne, Buja & Hubbell 1992) is a visualisation system that integrated 

PP for viewing high dimensional data. The choices of possible relevance are the 

commonality between our work and PP. The main problem of PP is the difficulty 

to quantise the value of the projection index because it is possible to present 
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spurious interesting structures with an inappropriate projection index.  

 

Several Visual Dimensionality Reduction (VDR) methods have been proposed 

by taking advantages of information visualisation at different stages. Yang et al 

(2002) proposed the Visual Hierarchical Dimensionality Reduction (VHDR) 

method by visually grouping dimensions into a hierarchy and constructing a new 

representation through the clusters of the hierarchy. VHDR has been integrated 

into XmdvTool (Ward 1994) since version 6.0. Yang et al (2003) further extended 

VHDR to propose a hierarchical Dimension Ordering, Spacing and Filtering 

Approach (DOSFA). DOFSA is similar to VHDR with additional improvements in 

visual structure via dimension ordering and spacing. Guo et al (2003) 

contributed a method that computed the entropy matrix and hierarchical 

clustering for low dimensional feature selection. Later, Johansson et al (2009) 

applied several user-defined combinations of quality metrics such as similarity, 

outlier and clustering to measure the importance of attributes. The attributes are 

selected for these weights above the threshold defined by the user. By strict 

definition, they are feature selection techniques using some quality metrics as a 

measure to determine the feature subset selection. 
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4.1.1 Rough Set Theory 
 

RST was first introduced by Pawlak et al ( 1995; 2012) to distinguish objects into 

sets under the given conditions necessary to make decisions specified by 

decision attributes. In general, it seems to be of fundamental importance to 

many fields that require classification tasks such as feature selection, decision 

analysis, knowledge discovery and pattern recognition, etc. 

 

In RST terms, a dataset is called a decision table which contains a finite set of 

data, namely the universe, denoted as U . In the decision table, rows of a 

decision table are known as decision rules, which give conditions to make 

decisions, and let 1 2 3, , , , nA a a a a, na, n represent a superset of attributes. A  is 

further classified into two disjoint subsets (C,A {D}),C DA  where C  

and D  denote the condition and decision respectively. RST is unable to deal 

with single objects because of the impossibility of discerning some objects by 

the existing information, so the objects need to be grouped into a set of 

equivalent classes by finding their indiscernibility relation expressed as in 

Equation 5: 

, ; :a i iE P x y U P a x a y  

Equation 5: The indiscernibility relation among objects 

Where P A  and ,x y are the objects in the universe, (x)ia  is the value of an 

attribute a , for an object x . Equivalence classes are further classified into an 

approximation space where RST defines three regions of approximations 

namely lower approximation, upper approximation and boundary region. The 
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first one is where the union of all original sets are included in every set, the 

second is where the union of all original sets have nonempty intersection with 

every set, and the third is that which represents the difference between the 

upper and lower approximation. In our work, we only care about the lower 

approximation as it determines the quality of classification. Lower approximation 

and upper approximation are also called positive and negative regions 

respectively in RST terms.  
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4.1.2 Variable Precision Rough Set 
 

Classic RST was designed to deal with a consistent dataset by its assumption of 

being not possible under a certain level of error on classification. For example, 

if ab D , then cd D  is considered inconsistent. This assumption of 

failure-free-decision-making is unrealistic in most real world datasets. To deal 

with inconsistency, Ziarko et al (1993) argued that probabilistic classification 

rules should be incorporated and hence proposed Variable Precision Rough Set 

(VPRS) model as an extension to RST. Beynon et al ( 2001) provided the 

detailed VPRS concept, notations and case study. The VPRS model allows the 

probability classification by introducing a given probability value  to deal with 

the restricted classification in original RST. It introduces the concept of major 

inclusion to tolerate the inconsistent dataset and the definition of majority is 

defined to lie between 0.5 and 1, which implies a less than 50% classification 

error. 

 

The  position region in VPRS model is approximated as in Equation 6: 

Pr(Y|x ) {x E(P)}PO
i iPOS U   

Equation 6:The  position region in VPRS model 

where ,Pr(Y | x ) | Y x | /i i iY U x  is a conditional probability function and 

E P denotes a set of equivalent classes partitioned using  Equation 5 . Clearly, 

a portion of objects with specified value  in the equivalent classes need to be 

classified into Y for it to be included in the  positive region. Given Equation 6, 

we could find the quality of classification that measures the percentage of 
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objects in conditional classes which C  has approximated into the position 

region in decision attributes D . It is used to extract  reduct and we will 

explain the definition of reduct later. The quality of classification in VPRS model 

is defined as in Equation 7: 

 

Pr(E(D)|x )| U {x E(P)}|
(C,D)

| U |
i ir   

Equation 7: The quality of classification in VPRS model 

 

A subset of attributes that meets the classification requirement is called a reduct 

which is sufficient to describe the original attributes without loss of classification. 

In the VPRS model, reduct is called  reduct or approximate reducts denoted 

as (C,D)RED  and according to Ziarko that a subset P C  is a reduct of C  

with respect to D  if and only if the following two criteria are satisfied: 

 

1. , r , ,r C D RED C D D  and  

2. No attributes can be eliminated from ,RED C D  without affecting the requirement (1). 

 

In the first requirement, Ziarko has defined the strict satisfaction of  reduct as 

being that some attributes can only be removed if and only if its qualification of 

classification r  for subset P C  must not be affected by the r for the 

whole set of conditional attributes C . 

 

Our task of dimensionality reduction is relatively computationally expensive by 

exhaustive approaches. Basically, we generate all the possible candidates from 
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the conditional attributes and test them for satisfaction of reduct criteria. 

Given n  conditional attributes, we start from 2k  unti l k n  so there are 

!
! 1 !

k
n

n
k n  combinations in the search space. There is a more efficient 

algorithm called QuickReduct, but its discussion is outside the scope here. 

 

Algorithm 1 describes the feature selection procedures where G  is a function 

used to satisfy the second requirement defined by Ziarko. 

 

Algorithm 1 Dimensionality reduction 

algorithm based on VPRS model. 
 

Input: A dataset  with conditional , decision 

and precision . 

 
Output: A set of reducts with respect to . 

1. 
 

2. 
for  do 

3. 
   if  then 

4 
       if  then 

5. 
            

6.        end if 

7.    end if 

8. end for 

9. 
return  
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4.1.3 Feature Ranking 
 

Typically we expect to find many reducts from the procedures described earlier 

and they have no discrepancy from RST perspective because they are all 

sufficient to represent the whole set of attributes without loss of classification 

quality. Unfortunately, it might be a legitimate concern from the user perspective 

as to which attribute is the most useful to start with if more than one exists. 

Feature ranking is commonly used in this situation that measures the correlation 

between classes based on ranking criteria. The correlation here refers to the 

linear relationship between two variables. 

 

We applied the Spearman et al (1904) proposed rank correlation coefficient 

which is a non-parametric measure of statistical dependence between variables 

which ranks the order of data items instead of calculating the mean value. Thus, 

it is less susceptible to outlier or boundary items over other algorithms. Given a 

reduct, we first compute the ranking coefficient for each conditional attribute 

against the decision attribute, see Equation 8. 

 

2 2
01 6 / (n 1)N

i ir d n  

Equation 8: Calculate the ranking coefficient for each conditional attribute  

 

Where id  enotes the difference between ranks for data items and r  measures 

the degree of linear dependency. The overall ranking weight of a reduct can be 

easily calculated by N
i ir  . 
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4.1.4 K-Means for Data Discretisation 
 

Recall that RST gets the results in the form of classification derived from a set of 

objects. If the underlying numerical attributes are continuous, then there will be 

too many weak equivalent classes generated, remembering that a continuous 

data range can be theoretically unlimited.  

 

Discretisation is a process that transfers the attributes with continuous data into 

their discrete counterparts. It has received significant attention as a data 

pre-processing technique in many data mining systems i.e. ROSETTA (Øhrn & 

Komorowski 1997). Equal Interval Width is the simplest discretisation method 

but it is vulnerable in dealing with an uneven distribution of data. In our work, the 

k -means clustering (Hartigan & Wong 1979) is extended to discretisation on 

attributes with continuous data before doing classification. It computes object 

similarities through distance function which generates the minimum value of the 

average inner-cluster separation, and so the uneven distribution of values can 

be well separated. Its main disadvantage is, however, that the input parameter 

of k  clusters must be known in advance as opposed to hierarchical clustering. 

Nevertheless, specifying k  is considered easier than defining a stopping rule 

for optimal clusters in hierarchical clustering. 
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4.2 Interactive Exploration 

 

This section introduces the interaction mechanism in multi-dimensional 

visualisation. In our new visualisation technique, we use point to Region 

interaction and decision trend, which will be described in Section 4.2.1 and  

Section 4.2.2 respectively. 
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4.2.1 Point to Region Interaction 
 

Identifying class patterns and their correlations, such as linear relationships, is a 

fundamental task in Multi-dimensional data exploration. We use scatterplot 

matrix to visualise the result of dimensionality reduction. A scatterplot matrix 

shows all the pairwise scatterplots of attributes in a single view with multiple 

scatterplots in a matrix format, as shown in Figure 4-1. 

 

 

 

 

 

 

 

 

 

Figure 4-1  A illustration of scatterplot matrix visualisation 

 

The motivations behind this choice are 1) it is generally more intuitive to 

perceive data correlation in low projection view and 2) it is less susceptible to 

visual clutter created by over-plotting as opposed to parallel coordinate 

visualisation. Interaction is an important function in our visualisation which turns 

the static info-graphics into a dynamic display to uncover insights by allowing 

users to manipulate the data transformation directly through the visual interface. 

In the interaction design, we allow the user to use the “focus + context” concept 

in interacting with scatter points directly. This interaction method can achieve 
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noise reduction in class selection processes. For example, when visualisation 

detects a point that has been clicked, the entire convex hull of a corresponding 

class will be highlighted and the background of the convex hull will be greyed 

out as illustrated in Figure 4-2. In other words, the system provides the 

interaction for individual data at the class level granularity, focusing on the 

subset with the area covered by a convex hull. 

 

 
Figure 4-2: Interaction (mouse click) by using point-to-region concept: that is, a point 
click causes an entire convex hull (a class) to be highlighted. 
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4.2.2 Linear Approximation of Decision Trend 
 

Decision attribute is the most distinct conception in RST compared to  other 

methods. It explicitly asks users to choose a preferred attribute from a given 

dataset so the attributes are reduced according to it. It would be useful to the 

user if the data exploration task is designed with a more decision oriented 

approach. Since a scatterplot can only reveal a data correlation between two 

variables, we augment a parameter to approximate its relationship with a 

corresponding point in a third virtual dimension, that is, a decision attribute in 

this case. We acknowledge that a flow based scatterplot was previously 

discussed by Chan et al ( 2010) to study the sensitivity, but we further extended 

it to scatterplot matrix with interaction for class exploration by rough set model. A 

scatter point is positioned by its data value with a line which represents the 

derivative of function y specifically; the slope indicates the positive or negative 

correlation with respect to or in global linear approximation and all the points 

reveal the same trend when there is one slope. They also computed local 

neighbourhood of radius to smooth the local trend around a given point. In our 

case, the equivalent class is already a set so we compute the local trend from 

the members in the class of a given point. Figures 4-3 (a) (b) provide a visual 

comparison between the classic and flow based scatterplot representations. 

Clearly, it is simple yet powerful visual augmentation that helps the user to study 

the decision trend as opposed to the classic metaphor which does not show the 

phenomena of interest as the decision trend. 
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Figure 4-3 (a) A classic scatterplots visualisation. (b) Adding the decision flow where 
plots were augmented with respect to the decision variable.  

 

To approximate the decision trend, we apply fewer squares in the linear 

regression model (Chatterjee & Hadi 2009) to the best fit line of a given point 

with respect to the decision attribute. In the linear regression model expressed 

by Equation 9 and Equation 10, there are two important coefficients that need to 

be solved first, where the slope that measures the change with respect to X  

and 0b  is the intercept. They are defined as follows: 

(a) 

(b) 
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Equation 9: The calculation of the slope to measure the change 

 

0 1 0
0

(Y X ) b (X X )N N
i i i ib

N
 

Equation 10: The calculation of the intercept 

 

where ix E P and 0x E P , substituting 0b  and 1b into the linear Equation 

11 to interpolate the best fitting line at point 0 0,X Y : 

0 0 1 0 0( ) ( )iY X k Y b X k b   

Equation 11: Interpolate the best fitting line at point 0, 0(X Y )  

where k  is the desired length. Please note that we have added the value of 0Y  

because iY  s a local linear approximation from a given point 0 0,X Y . 

 

In the interactive design for decision trend analysis, we enable the user to switch 

the view between 0 0,X Z  and 0 0,Y Z  by simply clicking on the coordinate 

label. 
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4.2.3 Augmenting Class Coverage 
 

We mentioned earlier that the data covered by a convex hull belongs to an 

equivalent class. It essentially represents a rule expressed as iE P D  that 

has been learned from approximating a set with respect to a decision class 

using Equations 5, 6 and 7.  

 

For example, the rule ( ) , 80%high low highE P wight accel cylinder means that 

there is eighty percent confidence that cars having more cylinders should have 

higher weight and lower acceleration. In fact, approximation regions are rule 

templates, a certain rule would classify the equivalent classes into positive 

regions, while uncertain or negative rules would classify the classes or negative 

regions. We are only interested in the rules that explain the phenomenon of 

interest. The two key elements associated with a rule are accuracy and 

coverage (Tsumoto 2002). Given a rule, its accuracy is defined as: 

i
i

E P D
accuracy E P D

E P
  

Equation 12: Calculate the accuracy of a rule 

 

where ( )E P and iD denote the condition and decision class respectively. The 

accuracy measures the strength of a rule with respect to iD . A weak rule has 

accuracy of less than  and is too weak to be meaningful. Similarly, the 

coverage of a rule can be measured by: 
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cov i
i

i

E P D
erage E P D

D
 

Equation 13: calculate the coverage of a rule 

The coverage measures the generality of a rule pointing to a certain class in D . 

In general, a rule with higher accuracy does not necessarily imply a lower 

coverage rule (Yao & Zhao 2008) and vice versa. 

 

In the visualisation, we map the coverage to a hot-cold map with colours ranging 

from red to blue. For example, the background colour for the area covered by 

the convex hull will be close to red for higher coverage.  
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4.3 Evaluation 

 

Interactive scatterplot matrix visualisation explores data using a rough set rules 

and decision trend analysis approach which establish target interests for users 

to reach their requirement explicitly. 

 

For further investigation of how well this interactive exploration technique works 

in the scenario based tasks during the visual analysis process, we apply our 

concept of decision trend interactive visual analysis to real cases (Section 4.3.1); 

and we also conducted a user study to compare the rough set theory working on 

scatterplot matrix and parallel coordinates. 
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4.3.1 Case Studies 
 

We applied our technique to three popular datasets to demonstrate its 

effectiveness. The case studies are presented as below. 

 

4.3.1.1 Wine Data 

 

We used the wine dataset obtained from Machine Learning Depository which 

consisted of 12 attributes with 4898 samples for modelling wine quality based on 

physicochemical tests. The attributes cover the sufficient information to describe 

the characteristics of a wine such as fixed acidity, volatile acidity, citric acid, 

residual sugar, chlorides, free sulfur dioxide, total sulfur dioxide, density, pH, 

sulphates, alcohol and quality (see Figures 4-4 (a) (b) for the visualisation of the 

entire dataset using standard parallel coordinates and the scatterplot matrix). 

 

 

(a) 
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(b) 

Figure 4-4 Visualisation of the entire wine dataset using a) parallel coordinate and b)  

scatter plot matrix. Dataset from: https://archive.ics.uci.edu/ml/datasets/Wine+Quality 

 

Although the visualisations in Figures 4-4 (a) (b) provide contextual information 

about the entire dataset, the inclusion of many dimensions makes the 

visualisations less readable due to the density at the parallel coordinates and 

the size reduction of the scatterplot matrix.  

 

In our visualisation of the dataset after using the rough set theory, the wine 

quality is the decision attribute (or dimension) and the rest become conditional 

attributes. The attributes are partitioned into three groups (or clusters) using 

K-means. There were five ranked feature sets obtained from VPRS procedures 

and each contains two conditional attributes and one decision where we 

selected four of them as shown in Figures 4- 5 (a) (b). The points with the same 

colour indicate that they belong to the same class. Some outlier classes are 

annotated with an arrow. In the visual data exploration of the scatterplot matrix, it 

displays that both fixed acidity and volatile acidity have negative impact on the 

wine quality revealed in the trends in Figure 4-5 (a) and Figure 4-5 (b). We 

further identified an outlier class which has the worst impact on the wine quality 
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in Figure 4-5 (a). It is also interesting to note that the lower the level of free 

sulphur dioxide and residual sugar tend to have positive impact on the quality as 

displayed in Figure 4-5 (c) and Figure 4-5 (d). 

 

Figure 4-6 illustrates another example of the wine dataset where 1) the number 

of clusters was set to two, because without clustering, the rough set wi ll classify 

too many weak rules due to continuous variables, 2) fixed acidity was chosen as 

the rough set decision attribute, and 3) the acceptable classification error rate of 

quality was set to 80%, which interpreted that it is allowable to have up to 20% 

incorrectness in the final clustering. After carrying out the RST process, there 

were 6 feature sets generated for classifying data into classes, including: a) 

{fixed acidity, alcohol, quality}, b) {fixed acidity, volati le acidity, residual sugar, 

chlorides, alcohol, quality}, c) {fixed acidity, residual sugar, alcohol, quality}, d) 

{residual sugar, PH, quality}, e) {residual sugar, alcohol, quality}, f) {fixed acidity, 

volatile acidity, alcohol, quality}. The feature set (b) was used in our experiment 

after several trials in comparing the data quantity and visual quality of the 

classification results. 
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a) b)

c) d)  

Figure 4-5:  Results obtained from the case study with wine data. The upper diagonal  

matrix displays the classic scatterplots and the lower diagonal matrix has been augmented 

by the decision trend a) { citric acid, fixed acidity, quality} with . b) {volatile acid, fixed 

acidity, quality} with . c) { free sulfur dioxide, fixed acidity, quality} with . d)  

{ residual sugur, fixed acidity, quality} with . 
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Figure 4-6: Case study with wine dataset obtained from [31]. Boxes at “without -trend” area 
(area above the diagonal line) are scatterplots of each pair of attributes while boxes at 
“with-trend” area (area below the diagonal line) represent the same values and with 
changing trends.  

 

As seen at Figure 4-6, X - axis and Y - axis give the same wine properties 

including {fixed acidity, volatile acidity, residual sugar, chlorides, alcohol, 

quality}. Boxes at “with-trend” area (area above the diagonal line) are 

scatterplots of each pair of attributes while boxes at “without-trend” area (area 

below the diagonal line) represent both the points' value and their changing 

trends. For example, it is easy to discover from boxes (a) and (b) that the wine 

data have been divided into 6 clusters. In the box (a), the wine with higher 
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chlorides and lower fixed acidity has positive influences on the quality, whi le the 

highest chlorides have invisible influence on wine. The visualisation at boxes (a) 

(c) and (d) also indicated that, when the chloride is the same, fixed acidity and 

volatile acidity and residual sugar might have different impacts on the wine  

clusters. Particularly, both volatile acidity and residual sugar impacts the wine 

quality negatively, while fixed acidity impacts the wine quality positively. 

 

4.3.1.2 Car data 

 

In this case study, we used a well-known car dataset obtained from 

http://lib.stat.cmu.edu/datasets/cars.data. The dataset contains 8 attributes with 

392 samples after the removal of the missing attribute data. The dataset 

describes the car information about its origin, model, acceleration, weight, 

horsepower, cylinder, mileage per gallon (mpg) and displacement. The 

dimensionality reduction result is described in Figure 4-7. This case study is 

used only for illustrative purposes to show that a feature set with more 

dimensions has been captured from the feature selection procedures. 

 

Through the demonstration of the case study, we have shown the ease of use 

provided by the system for Multi-dimensional data exploration, visual analysis 

and decision making. 

 



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 136 

 

 

Figure 4-7: Case study with car dataset. We selected mileage per gallon (MPG) as the 
decision and the dataset has been reduced to 4 attributes namely acceleration, 
displacement, cylinders and horsepower. 

 

4.3.1.3 Wage data 

 

In the third case study, we choose a wage dataset as a test sample. The wage 

dataset collected from http://www.nber.org/cps/ contains 534 observations on 11 

variables sampled from the Current Population Survey of 1985. This dataset 

includes attributes including education, south, sex, experience, union, wage, 

age, race, occupation, sector and Marr (Marital Status).  
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In this case study, experience, wage and age are the features in one rule  using 

education as the decision attribute. The visualisation at Figure 4-8 shows seven 

categories based on the work experience.  

 

More specifically, there are fewer people with higher wages, and they are either 

at a younger age (25-29) or an older age (52-60). Although fewer young people 

earn high wages, they have a positive influence on the classification with 

respect to experience, on the contrast; people who are older with a higher wage 

tend to impact the classification negatively. 

 

  
Figure 4-8: Case study with Wages dataset. This figure shows a box at “with-trend” area for 
correlation between experiences, wage (y-axis) and age (x-axis). 
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4.3.2 Usability Study 
 

We conducted a pilot usability study with students from various backgrounds. 

The goal was to evaluate whether a scatterplot matrix is more effective than a 

Parallel Coordinate when using RST results, in terms of accuracy and user 

preference. 

4.3.2.1 Methods  

 

1) Participants: recruited to the usability study were 16 participants (5 female, 11 

male), with ages ranging from 25 – 40 who were students from different 

backgrounds, including information technologies, sciences and business. Most 

of the participants indicated that they had never used Parallel Coordinate and 

Scatterplot Matrix before. None of them knew about Rough Set Theory. All 

participants were fluent English speakers and accustomed to the methodology 

of understanding.  

 

2) Experimental design and tasks: two similar datasets were used in the study. 

Each participant performed  two experiments on the two datasets using the two 

visualisation techniques, the Parallel Coordinate and the Scatterplot matrix. The 

experiments were run on a 24 inches full HD screen. All the tasks in each trial 

took approximately 20 minutes to complete. For dataset 1, we set clusters to 2, 

and applied RST in the condition of using mpg as the decision attribute; the 

classification error rate was set to 0.8 on horsepower. For dataset 2, we set 

clusters to 3, and applied RST with the condition of using education as the 

decision attribute; the classification error rate was set to 0.8 on experience. We 
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only collected the accuracy result in our study; each correct answer was marked 

as 1 and an incorrect answer was marked as 0.  

Five questions were designed for the evaluation as follows, and listed on a 

multiple choice questionnaire. 

 

Q1. After using Rough Set Theory, how many attributes do we have on the 

visualisation? 

Q2. Which one is the decision attribute? 

Q3. Is one attribute more influential than another attribute? 

Q4. Are selected attributes more influential than the decision attribute? 

Q5. Find the number of clusters in the visualisation. 

 

At the end, the participants were requested to rank each visualisation technique 

on a 5-point Likert scale, from 1 (strongly disagree) to 5 (strongly agree). 

4.3.2.2 Results  

Our results are demonstrated by accuracy and participants’ feedback. 

1) Accuracy  

 

Figure 4-9: Accuracy of Parallel Coordinate and Scatterplot matrix Visualisations 
corresponding to five questions (with 95% confidence intervals).  

Figure 4-9 shows the accuracy for the two visualisations corresponding to the 

five questions. 
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The early analysis of the results indicate that the average accuracy was 

significantly better in question 2 and 3 for Scatterplot matrix than for Parallel 

Coordinate: Question 2 (M = 0.56, SD = 0.26 versus M = 0.44, SD = 0.26), 

Question 3 (M = 0.81, SD = 0.16 versus M = 0.69, SD = 0.23). The average 

accuracy was significantly lower in question 1 and 4 for Scatterplot matrix than 

for Parallel Coordinate:  Question 1 (M = 0.75, SD = 0.20 versus M = 0.88, SD 

= 0.12), Question 4 (M = 0.63, SD = 0.25 versus M = 0.88, SD = 0.12). 

Noticeably, all the participants could identify the number clusters in the 

Scatterplot matrix while they have difficulty identifying them in the Parallel 

Coordinate (Question 5: M = 1.00, SD = 0.00 versus M = 0.25, SD = 0.20). 

 

2) Participants’ Feedback 

 

Participants gave subjective feedback about the Parallel Coordinate and 

Scatterplot Visualisations: on the five-point Likert scale, the participants 

evaluated their overall preference using the two techniques on the RST 

datasets. The result indicated that that the participants prefer the Scatterplot 

matrix (M = 4.19, SD = 0.16) over the Parallel Coordinate (  M = 2.13, SD = 

0.65). 
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4.4 Summary 

 

Visual analysis is an important subject in Multi-dimensional visualisation, but it is 

often discussed in a standalone manner with many areas left unexplored. Thus, 

it is often considered as a viewing step in Multi-dimensional dataset. Dealing 

with high dimensional dataset is always challenging and we believe that the 

most effective way is through iterative visualisation and interaction on the data 

subset. This is because the iterative interaction process will involve human’s 

eye-brain system in the data analytics and the eye-brain system is considered to 

be the most efficient system for data analysis. 

 

We contributed the novel scatterplot matrix visualisation for Multi-dimensional 

data and decision trend analysis. Our solution is a more comprehensive 

approach with a novel interaction model that is tightly integrated with the 

dimensionality reduction based on RST. We highlight the decision rule based 

concept offered by RST because it explicitly requires the user to establish a 

target interest in the visual analytic task. We illustrated the visualisations in three 

case studies with three popular datasets including wine quality, cars and wages. 

Our pilot usability study indicates the higher accuracy of Scatterplot matrix 

visualisation over Parallel Coordinate visualisation in determining the decision 

attribute, in which attributes have more influence, and recognizing the clusters. 

The participants also preferred Scatterplot matrix to the Parallel Coordinate in 

the analysis task. 
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Chapter 5  MDV in Forensic 
Visualisation 

THIS CHAPTER AIMS to discuss how visualisation techniques improve the 

efficiency of investigating computer related crimes’ in the domain of computer 

forensics. We mainly discuss this from three perspectives: the investigation 

model; hard disk drive investigation; and criminal detection.  

 

Up to now, a great deal of time and money has been wasted by investigators 

trying to explain complicated large volumes of data that is uncorrelated or 

meaningless without high levels of patience and tolerance for mistakes. Many 

approaches have been proposed to help the investigators during the process of 

exploring evidence, such as data mining, etc. In our thesis, we discuss the 

application of the multi-dimensional visualisation technique, which is an 

approach using the computer-supported, interactive, visual representations of 

data to amplify cognition (Card, Mackinlay & Shneiderman 1999), and a way to 

discover decision making and explanation which enable human’s ability to 

visually interpret and comprehend a textual description, into forensic research. 

 

We discovered that multi-dimensional visualisation techniques greatly aid 

researchers in guiding their searching for target files, in effect supporting the 

explanation process. In detail, Section 5.1 gives a short description about 

forensic investigation, then in Section 5.2, we demonstrate the pipelines of 

visualisation techniques working in forensic investigation. Section 5.3 delivers 

examples of visualizing computer hard disk drives. Section 5.4 develops the 

method of detecting criminal relationships with the Self organizing Map. Section 
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5.5 gives a short introduction to tree visualisation techniques in forensics.  
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5.1 What is Forensic investigation? 

 

As the digital device has become a public and necessary tool in human’s daily 

life, it is more often taken advantage of committing illegal activities. The 

forensics domain is proposed to examine the digital media in a forensically 

sound manner with the aim of identifying, preserving, recovering, analysing and 

presenting facts and opinions about the information (Teerlink & Erbacher 2006). 

In detail, when problems happened, forensic investigators firstly access the 

original data from these storages, then analyse the original data to dip into the 

deeper information, either constructing the scene or predicting the behaviour of 

the criminals, to simplify the complicated situation. However, at the end, they 

need to provide documentary evidence, which is the objective, unbiased truth of 

the matter. The evidence is prepared to present in court in adversarial and 

sometimes very probing proceedings, to support the results of a computer 

forensic examination.  

 

However, with the development of digital storage resources, such as telephones, 

mobile devices, laptops, desktops, routers, firewalls, and also compact disks, 

floppy disks, magnetic tapes, high capacity flip, zip, and jazz disks, memory 

sticks, USB storage devices and so forth, there are more challenges for 

techniques which aid analysts ( forensic investigators ) in collecting and gaining 

digital results based on these hardware facilities. 

 

The following Section 5.1.1 will introduce more about digital evidence and then 

in Section 5.1.2, a description of standards and protocols will be provided.
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5.1.1 Digital Evidence  
 

Digital evidence (Noblett, Pollitt & Presley 2000) is any probative information 

stored or transmitted in digital form that a party to a court case may use at trial. It 

reveals how a crime was committed, and provides investigative leads. It is also 

used as a means of disproving or supporting witnesses. In addition, different 

crimes result in different types of digital evidence. For example, cyber stalkers 

often use e-mail to harass their victims, computer crackers sometimes 

inadvertently leave evidence of their activities in log files, and child 

pornographers sometimes have digitised images stored on their computers.  

 

Nowadays, digital data can be stored in various forms. As for a large volume of 

dataset, which is always vulnerable and sensitive, the process of analysis would 

be time-consuming. It is difficult to keep digital evidence readable and accurate 

due to its large volume. The frequency of computer fraud and other digital 

crimes are growing day by day. Unfortunately, less than two percent of the 

reported cases result in convictions. Therefore, it also needs ongoing efforts to 

develop examination standards and to provide structures for computer forensic 

examinations. 



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 146 

 

 

5.1.2 Standards and Protocols 
 

Computer forensics will be presented in court in adversarial and sometimes very 

probing proceedings. To support the results of a computer forensic examination, 

procedures are needed to ensure that the true information exists on the 

computer storage media, unaltered by the examination process.  

Basically, there are general forensic and procedural principles (Yasinsac et al. 

2003) (Garber 2001) to be applied during the investigation process: 

 

(1) Actions taken to secure and collect digital evidence should not affect the 

integrity of that evidence. 

(2) Persons conducting an examination of digital evidence should be trained 

for that purpose. 

(3) Activity relating to the seizure, examination, storage, or transfer of digital 

evidence should be documented, preserved, and available for review. 

 

Through all of this, the examiner should be cognisant of the need to conduct an 

accurate and impartial examination of the digital evidence. 
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5.2 MDV Improves Forensic Investigation Models  

Models aim to establish clear guidelines for dealing with a complex problem. A 

suitable forensic investigation pipeline could provide clear guidance for 

specialists. In Section 5.2.1 we describe the fundamental pipelines of forensic 

investigation; followed by the investigation processes with visualisation in 

Section 5.2.2. Then in Section 5.2.3, a case study on Hard Disk Drive forensic 

analysis is presented. Finally, we have a short summary on the improvement of 

working processes for forensic analysis. 
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5.2.1 Forensic Investigation Pipeline 
 

Generally, forensic investigation is composed by preparation, forensic analysis, 

forensic report and admissibility. Many models are the extensions of these four 

steps. For example, Reith et al (2004) extended the model by evidence 

identification, preparation, approach strategy, preservation, collection, 

examination, analysis, presentation, and returning evidence. Later, Carrier  et 

al (2005) carried another model to make an interaction between physical and 

digital investigation, allowing the model to be implemented in real digital crime 

scenes. In the same year, N.L.Beebe et al (2005) introduced a multi-tier, 

hierarchical framework, which is beneficial for logical analysis of investigation 

and have more applications for concerns about user community applicability; 

Followed by this, Ricci S.C.Leong et al (2010) discovered a hierarchical and 

objectives-based model to focus on the availability of real investigation scenes. 

These models provided an abstract reference framework for forensic analysts. 

They might also help develop and apply methodologies to new technologies in 

forensics domain. 

 

Although the models are extended by various ways and they all played 

important roles in forensic investigations during the past years, fewer 

researchers have considered enhancing the analysing process by visualisation 

techniques. So one contribution in our thesis is to introduce a visualisation 

technique based forensic investigation model. 
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5.2.2 Visualisation based Forensics’ Model 
 

This visualisation based forensic investigation model not only displays how 

visualisation techniques work well in the whole investigation process; it also 

considers the protection and accuracy of digital evidence by applying security 

certification before and after the analysis process, as is shown in Figure 5-1. 

 

Figure 5-1: A visualisation technique based Forensic investigation Model 

 

According to the model proposed by Baryamureeba et al (2004). We divide the 

investigating processes into five parts including: evidence preparation, data 

protection, analysis, data certification, and report. We will explain them 

accordingly as below. 
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Firstly, as the other models mentioned, evidence preparation is required. In this 

step, it needs data collection, imaging data and duplication of digital storage 

media. For example, researchers use a series of text-based commands to 

duplicate files. 

 

The second stage is mainly for protecting the integrity of evidence. Analysts  

start the work with a sure knowledge of the data security. For example, they can 

use ‘fingerprints’ to keep the security of the original information. 

 

The third stage is always considered to be the most tedious and complicated part 

as the investigators analyse the data and discover available results. Most 

researchers choose data mining approaches and apply them repetitively until 

they find the desirable conclusions. However, in our new model, we combine 

data visualisation approaches (Han, Kamber & Pei 2011) with data mining 

methodologies to deal with the original data instead of text searching or image 

searching. Specifically, this combined part can be splited into 5 parts: visualizing 

original data, correlation analysis, Data classification, multiple linear regression, 

and data filtering.  

 

In the first part, after we collected the metadata which are normally in numbers or 

texts, we visualise them by Parallel Coordinates so that the users can get an 

overview of the whole dataset. Through the visualisation of correlation analysis, 

the view is easier to discover the data relationships, and a colour scheme can 

also clearly reflect the strength of the relationship among data. We also used 

cluster methodologies to represent the data classifications of the parallel 

coordinate’s plots. 
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Then we came to our fourth step: information authentication. Because of the 

particularity of digital evidence, mentioned in Section 5.1.1, the investigators  

keep the stability and legitimacy of investigating results. Followed by this step, 

the forensic analyst will prepare a report that will be formatted to provide an 

easy-to-read document including all evidence recovered throughout the 

investigation and analysis.  

 

In summary, this model provides a view for understanding the process of 

investigations, and considers security problems of original data, processing data 

and also data results due to being placed in the law enforcement environment. 

Our model also concentrates on an important process, the data analysis. By 

using information visualisation techniques, the analysts can save time 

discovering the data relationships among other variables, and this could improve 

the investigating efficiency to a certain extent.  
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5.2.3 A Case Study 
 

Most digital forensic tools display files in graphs. They use the file as a single 

object. To be more specific, a grid represents a file if you use Tree -Map, and 

each face is a file if you choose Chernoff Faces. In this situation, if users click on 

the required files, they can check the details of files, such as: the name of the 

file, the extension of the file, the date it was created, the date it was modified, 

and the logical size of the file, etc. In our experiments, we applied our 

visualisation based forensic investigation model into a Hard disk drive 

investigation. Specifically, we adjusted our model into a new format according to 

the scene, see Figure 5-2. By this visualisation technique, the understandability 

and clarity of investigation results are improved.  

 

Figure 5-2 New Model for HDD Visualisation 
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This new model includes three parts: File Extraction, File Analysis and File 

Visualisation. We use Disk Investigator to extract all files in HDD, and use 

parallel coordinates to display all the original files then to specify the suspicious 

files based on the cluster function of Parallel Coordinate. Disk Investigator can 

display Time attributes, File Name, File Size and File Path. In our new model, 

we mainly use the following six attributes: File ID, File Size, File Attribute, File 

Path, Item Type, and Owner. All of them are stable attributes compared to the 

dynamic attribute-Time. Therefore, information analysed will be more accurate. 

Table 5-1 and Table 5-2 give more details about these six attributes. 

Table 3-1: Name and Type 

Name ×10 

File ID {1,2,3,4, 5,……,N}   

File Size {1,2,3,4, 5,……,N}   

File Attr {1,2,3,4, 5,……,N}   

Item Type {1,2,3,4, 5,……,N}   

Owner {1,2,3,4, 5,……,N}   

File Feature {1,2,3,4, 5,……,N}   

 

Table 5-2: Name and Remark 

Name Remark 

File ID Each file has a file id to connect file attributes. For example, if 

the file’s number is N, then the last file’s ID is N. 

File Size File is divided into 7 categories according to size, they are: 

Unspecified (file folder), Gigantic (>128MB), Huge 

(16-128MB), Large (1-16MB), Medium (100KB-1MB), Small  
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(10-100KB), Tiny (0-10KB) 

File Attr  File attributes are settings associated with computer files that  

grant or deny certain rights to how a user or the operating 

system can access that file. In Microsoft Windows, they are 

marked as: Null, H, DHS, HAS, R,RA, RHA,A, 

RSA,RH,SA,D,RD,HD,RSD,DAE, SA, Other (DI, RHDI, HDI,  

etc.). 

Read – Only allows a file to be read, but nothing can be written 

to the file. 

Archive – Tells Windows Backup to back up file. 

System – System file. 

Hidden – File will not be shown when doing a regular dir. from 

DOS. 

Item Type For example: Adobe Acrobat, MATLAB, JPEG image,  

Microsoft Word, PNG image, shortcut, etc.  

Owner In our test, for example, the owner contains: SYSTEM, 

Administrators, FEIT\11485570) 

File 

Feature 

In our test, We use Disk Investigator to recognise File 

Feature, including: Trivial File, Broken File, Hided file, Deleted 

file and Encrypted File, Encrypted Directory, Trivial Directory.  
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5.2.4 Summary 
 

The traditional digital forensics approach (Moore 2010) involves seizing a 

system(s)/media, transporting it to the lab, making a forensic image(s), and then 

searching the entire system for potential evidence. However, this is no longer 

appropriate in some circumstances. In cases such as child abductions or missing 

or exploited persons, time is of the essence. In these types of cases, 

investigators dealing with the suspect or crime scene need investigative leads 

quickly. In many cases, it has differences between life and death for the victim(s). 

So the need for the timely identification, analysis and interpretation of digital 

evidence is becoming more crucial. 

 

Our new visualisation involved forensics’ model improves the quality of 

investigating. (1) It attacks certain problems of data visualisation, especially 

when data are large in size, high in complexity, and also intractable. (2) It 

advances forensic developments in evidence analysis, human and computer 

interacting, and accurate representation in courts.  
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5.3 MDV Assists Visualisation Hard Disk Drives’ 

(HDDs’) Investigation 

 

Computer forensics implies a connection between computer and crime 

detection. Computer-based evidence has obviously become a critical part of 

legal systems throughout the world. In this part, our work targets at one of the 

main digital devices - Hard Disk Drive. Different Multi-dimensional visualisation 

techniques will be utilised in the analysis of hard disk drives based forensic 

cases. 

 

This section introduces how parallel geometry helps in visualizing 

high-dimensional metadata, especially in regard to the large capacity of HDD. 

Section 5.3.1 introduces hard disk drive and Section 5.3.2 describes how 

parallel coordinate visualisation techniques work on the analysis of hard disk 

drives. 
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5.3.1 Hard Disk Drive 
 

Nowadays, digital data is generated exponentially due to the quick development 

of digital techniques. The statistic shows that 2.5 Quintillion Bytes of data are 

created each day. Beyer et al ( 2011) pointed that today’s data is high volume, 

high velocity and/or high variety, and information assets that require new forms 

of processing to deal with the scalability, formatting and semantics problems, 

performance issue and the privacy issue as well.  

 

But no matter how complicated the data are, they all need medium devices to 

store. Such as laptops, desktops, USB storage devices and so forth. Therefore, 

before analysing the data, it is essential to understand how and where storage 

devices preserve data. 

 

Generally, a storage device is using for holding and processing data, and a 

storage device always contains three categories: Memory, Hard Disk Drive and 

Removable Media Drive, see Figure 5-3.  

 

Figure 5-3: Data Storage Category 
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In this thesis, we concentrate on the hard disk drive related investigation. As one 

of the semi-portable method devices, Hard Disk Drive (HDD) is more often used 

for storing and retrieving digital information by rapidly rotating. A HDD can 

contain data even when powered off. Particularly, in today’s informatics era, a 

hard disk drive has the ability to contain all the data generated all over the world 

in a day (a 2TB hard disk drive is common today). However, such large volume 

devices also bring a higher level of difficulties for forensic investigators to 

explore available digital evidence.  

 

To analyse the data collected from a hard disk drive, the simplest way is to read 

the data through disk investigation tools. In our work, Disk Investigator (Casey & 

Stanley 2004) is the collection tool used to reach data in a hard disk drive. This 

tool can extract the disk data in three formats, Hex Text and Decimal. It also 

shows the details of files and also the disk information, such as: size, logical 

sectors, cluster size, free clusters, MFT size, MFT start cluster, MFT start zone 

cluster, MFT zone size, MFT mirror start, media descriptor, root Entries, heads, 

sectors per track, reserved sectors, volume label, etc.. In addition, disk 

investigator provides a function of special cluster viewer; the cluster details will 

be shown in dec, hex and text. You can also copy all the results. However, it is 

hard for the layperson to analyse the results as all the disk information will be 

shown by numbers and letters, such as Sofs: 0000 Hex: EB 58 90 4D 53 44 4F 

53 Text: .X.H S D O S Decimal: 235 88 144 77 83 68 79 83; Cluster Selection 

F0fs: 000000000033 Hex, 51 Dec. C0fs: 0033 Hex, 51 Dec Selection Sector: 

16356000.  

 

More often, the data will be shown in a hierarchical structure with file attributes. 
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For example, in a Windows7 System, there are more than 200 attributes in each 

file. these include: File Name, File Type, Total Editing Time ( Only for .doc or 

.docx), Computer, Date Created, Date Accessed, Date Modified, Content 

Created Time, Date Last saved Time, File attributes, Path, Size, Data rate, 

Email, Description, Due Date, Date Sent, Date Taken, Date Visited, etc.  

However, as the value of the attributes might be wrong and some attributes 

have no value, as they are displayed “null”.  In a forensic investigation, not all 

of these attributes are applicable to the analysis process.  

 

Take Time Attribute as an example; it is usually considered as an important 

element in different data analysis, not to mention in the forensic investigations 

which have a time limitation for each case and need time to navigate and track 

crime on most occasions. During the past years, some computer forensic 

researchers utilised Time as the intermediate source in their investigations, such 

as, they calculated the file’s access frequency by time to detect the suspicious 

targets. In addition, most of the forensic tools have been developed with the 

function of a representation with timelines.  

 

However, some drawbacks still exists in the utilisation of time attributes in 

forensic investigation. The first is about the accuracy of data value displayed by 

systems, including the Modified Date, Data Accessed, Date Last Saved and 

Date Created, see Table 5-3. 

Table 5-3: Time Attributes 

Name Date Modified Date Accessed 

File1 13/03/2013 3:35PM 21/03/2013 2:40PM 

File2 13/03/2013 2:25PM 21/03/2013 4:40PM 
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File3 13/03/2013 3:34PM 21/03/2013 2:40PM 

Name Date Last Saved Date Created 

File4 2/05/2012 7:57 PM 4/02/2013 3:19 PM 

File5 13/03/2013 3:34PM 21/03/2013 2:40PM 

Name Content Created Date Created 

File7 19/11/2004 2:20PM 20/03/2013 3:36PM 

File8 20/03/2013 3:54PM 21/03/2013 2:40PM 

File9 13/03/2013 3:36PM 21/03/2013 2:40PM 

Name Date Last Saved Date Modified 

File10 25/03/2007 9:05PM 21/03/2013 8:47AM 

 

The second is the deviation value of a data attribute, which means that the data 

might be stored in a different Time Zone or with a different system time-setting. 

So if the analysts require time-related data, more situation should be considered. 

Such as: where the computer is, whether computer setting has been changed, 

etc. We use a small dataset (Windows 7) to illustrate the Time Problem; reading 

three the files in Table 5-3, we can get four conclusions: firstly, fi les’ Modified 

Date might be earlier than its Accessed Date; secondly, the fi les’ Last Saved 

Date might be earlier than its Created Date; thirdly, the files’ Content Date might 

be different to the Date created; finally, the files’ Last Saved Date might differ 

from its Modified Date. To conclude, time attribute is an important element, but it 

has to be read carefully as it may cause a calculation error and results with 

deviation.
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5.3.2 Parallel Coordinates’ on HDDs 
 

The aim of applying parallel coordinate plots to a hard disk drive is to transform 

the complex and incomprehensible text or number into a graph. It might be 

easily understandable by all people, irrespective of their degree of training. In 

our experiment, the testing computer is configured as follows: Processor is 

Intel(R) Core i5-2400 CPU @ 3.10GHz; Installed memory is 4G; System type is 

64-bit Operating System, Local Disk 465G. 

 

We choose Disk Investigator (mentioned in Section 5.3.1), a public disk 

extraction tool, to extract data. Through Disk Investigator, we got file details with 

parts of their attributes: file_name, dos_name, extension, attribute, size, 

modified time, created time and last accessed time. The files are displayed with 

four different colours: black represents normal files, green represents directories 

and files with size 0, rose red represents deleted files, and deep red represents 

deleted directories and the directories with size 0, as shown in Table 5-4. 

 

Although disk investigator would provide File size and Attr, it is difficult to record 

data numerically for the implementation of parallel coordinate plots. Therefore, 

we transferred the File Feature in the format of {0.1,0.2,0.3,0.4 }} . Followed by 

the data transformation,  we use system default file attributes to get other 

datasets elements, including Owner, File Feature, File Attr and Size, and they 

are stored as{0.1,0.2,0.3,0.4 }4 }. 
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Table 5-4 Disk Investigator 

 

 

 

 

 

 

 

 

 

Figure 5-4 and Figure 5-5 explain the further information obtained through 

applying parallel coordinates. By these two figures, our first conclusion is that 

the user has a clear overview of all files. Secondly, each file attribute value is 

shown as a point, and one line represents one file. When the user clicks on any 

points, they can identify other attributes which belong to the same file or the files 

which have the same attribute. Thirdly, from this graph, you can easily recognise 

files in a same classification. For example, if there are 20 points together, this 

represents that these 20 files have the same attribute, and can be recognised as 

a group. Specifically, when you click on a clustering point, you can get the 

number of values which have the same attributes and their fi les’ attribute will be 

displayed at the same time. Fourthly, this graph easily allows the user to find the 

anonymous fi les. Take Figure 5-4 as an example, there are two files clustered at 

one point, click on this point, it will show the value of this point is 0, which 

represents that the size of these two fi les is 0. Furthermore, the points have 

been connected by a line, and by checking each line, the user can get 

information about the file and then to find the suspicious ones. As shown in 
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Figure 5-5, one file is a deleted file with encrypted attributes, file  ID is 18 and 

item type is Matlab, another is a hidden file with encrypted attributes, file ID is 20 

and file extension is .doc. Through analysing the value of the attribute, File 20 

and 18 are common, temporary and secure files. So they can be excluded from 

the anonymous files queue. Forensic investigators will also be able to prioritise 

the analysis of other data. 

 

Figure 5-4:  The Visualisation of Original Metadata by Parallel Coordinate 

 
Figure 5-5  Use Parallel Coordinate to identify the suspicious file in HDD 

 

To conclude, visualisation techniques play an important role in displaying 

high-dimensional metadata. Our results show that during the investigation of the 
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large capacity HDD, Parallel Coordinates not only aids the easy visual 

identification of files, it also displays the relationship among files directly. The 

mapping of the multivariate data on 2D space greatly helps the analysis of files’ 

relationships with similar attributes. In addition, this method also has low 

representational complexity and is mathematically rigorous.
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5.4 MDV Works in Criminal Relationship Detection  

 

In forensic investigation processes, searching for the targeted criminal among 

many crime suspects is important. In this section, we discuss how visualisation 

techniques work well in the feature analysis among people and activities. In 

other words, we discovered that visualisation techniques in selecting features 

for forensic investigations not only improves the time of selection, but also 

deeply and obviously displays the slight changes of features in relation to 

criminals and also the relationships among various features and criminals. 

Which is an essential part of finding the target with significant differences to 

others. Additionally, it also predicts more active features to help investigate 

similar data resources in future. 

 

In detail, Section 5.4.1 introduces the related works in forensic investigation, 

and Section 5.4.2 describes the fundamental techniques we apply to the 

self-organizing map, then we propose our approach in analysing the criminal 

relationships in Section 5.4.3, followed by the experiment and result 

representation and a short conclusion in Section 5.4.4 and Section 5.4.5 

respectively. 
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5.4.1 Related Works 
 

Displaying criminal data and understanding relationships by visualisation 

techniques (Jewitt & Van Leeuwen 2001) is necessary due to the cognitive and 

intelligence benefits. Some approaches in the visualisation domain had already 

been applied to forensic investigations during the past years. For example: Link 

Discovery (tool), COPLINK (tool) and hyperbolic tree view. 

 

 Link Discovery (Horn, Birdwell & Leedy 1997) is developed by the 

University of Tennessee and St. Petersburg Police Department. It 

visualises associations such as relatives, criminals etc.. But it only deals 

with one target instead of different entities such as persons, addresses, 

and mobile numbers. It could not identify the relationships among items if 

they are associated with other features (e.g. if the two persons wore the 

same clothes).  

 COPLINK (Hauck et al. 2002) is another detecting tool used in crime 

analysis. This tool provides two visualisation ways to view data 

information, a hyperbolic tree view and hierarchical list view. The 

connections between items will be shown between nodes. As the degree 

of associations are computed by co-occurrence weight which predicts the 

existence of a relationship. The higher a co-occurrence weight, the more 

likely the two items involved have a relationship of influence on each 

other.  

 In the hyperbolic tree view (Pirolli, Card & Van Der Wege 2003), nodes 

are classified into centre node and other nodes, where the centre node is 
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the target item, and other nodes surrounding of centre node are the 

associated targets. So that researchers can find the global structure and 

details at the same time. In the hierarchical list view (Zhou & Feiner 

1998), the target item will be on the first level and as others are divided 

into different levels hierarchically, which is easier to understand.  

 

However, with the increase of data in volume, tools like COPLINK, are not 

efficient means for forensic investigators to find information from a large amount 

of data. Most of the data are too crowed to be displayed clearly (Mohay 2005). 
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5.4.2 Self-Organizing Map 
 

It is always difficult for humans to read Multi-dimensional data figuratively, but 

Self-Organizing Map (Yasinsac et al.) technology can help people to visually 

understand the characteristics of these complicated data.  

 

Self-Organizing Map (Yasinsac et al.) is a type of artificial neural network that is 

trained using unsupervised learning and the choice of visual clustering 

approaches to solve clustering problems. It is also regarded as an important 

way of data visualisation and data reduction because it gives a complete 

information illustration in results.  

 

Geometrically, this approach maps  high-dimensional data, producing a two 

dimensional representation of the input space of the training samples, and  

clusters data with qualitative features (Vesanto & Alhoniemi 2000). This method 

is implemented through two main steps: training and mapping. Training builds 

the map using input examples, and mapping, which automatically classifies a 

new input vector. Particularly, there are two main components called nodes or 

neurons (Hoglund, Hatonen & Sorvar 2000), and two layers (Ramadas, 

Ostermann & Tjaden 2003): input layer and output layer in the whole 

implementation process. The input layer analogs and  shows the retina the 

outside information, while the output layer simulates responses from the 

cerebral cortex. When data has been input, one data will be mapped into 

different neurons, and then the data will be trained until features are stable, see 

Figure 5-6. The principle of SOM is based on biological competition principle 

and the details  
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are shown below: 

 

Figure 5-6:  The theory of the Self Organizing Map (Vesanto & Alhoniemi 2000) 

 

Firstly, initialise the network through setting ransom value to the weights 

between the inputting and mapping layer, then normalise the vectors 

, ( 1,2, , )j jX W j m, ),  to get X  and jW  by Equations 14 and 15. 
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Equation 15 calculation of jW  

 

to generate an initial winning field 0
j

N , and also initialize the training rate . 

The next step is to input data into the input layer, followed by computing the 
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distance between neurons weight vector of mapping layer and input by 

Euclidean distance measurement or Cosine Similarity. For Euclidean distance, 

as is expressed in Equation 16: 

 

 

Equation 16 Euclidean distance calculation 

In this formula, while d  is smaller and X  and iX is closer, which represents 

that X  and iX  is more similar; if 0d , then iX X ; let tand T cons t  be 

the standard to cluster input data. For example, 1 2 3 4 5 6 7 8, , , , , , ,X X X X X X X X  

are the input data, compute their distances between each other. Suppose: 

12 24 14 38 78 67 56 35, , , , , , ,d T d T d T d T d T d T d T d T  

while 

 

 

 

then the data can be classified into two clusters: 1 2 4, ,A X X X , 

3 5 6 7 8, , , ,B X X X X X , as is shown in Figure 5-7. 
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Figure 5-7: the distance between two neurons 

 

Cosine Similarity, Equation 17 is another way to measure the distance between 

objects: 

cos
T

i

iX X
X X

 

Equation 17: measure the distance between two objects 

 

where  is the angle between two vectors;  

when  is smaller, X  and iX  is closer, which represents X  and iX is 

more similar; if 0 , then cos 1, iX X ; let 0 be the standard to 

cluster. 
 

Get the minimum among all the distances, which is called Winner Neuron, and 

its weight is *j
W , where distance d  equals to Equation 18 : 
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Equation 18: calculate the distances between every two objects 

 

Therefore 

 

j
W X is the maximum value, if the minimum distance equals to Equation 19  

 

 

 

Equation 19: calculate the minimum distance among all distances 

 

and the thj neuron is the winner neuron, and the winner neuron will be the one 

with the largest scalar product, see Equation 20: 

 

T T

j {1,2, , }
X  = max Xj

m
W W

, , }
 

Equation 20: certify that the winner neuron is the largest scalar product 

The last step is to reorganize weight, see Equation 21 
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( 1) ( ) ( ) ( )( ),

( 1) ( ),

j j j j j

j j

W t W t W W t t X W j j

W t W t j j  

Equation 21: recognise the weight 

 

Repeat the above training steps until training rate decays to zero or a positive 

decimal.  

 

The results can be shown in five different graphs: topology graph, neighbour 

weight distance, weight planes, classification hits, and neuron’s weight vectors. 

 

 Topology Graph: Describes the layout of neurons in competitive layer. 

 Neighbour Weight Distance: Each blue dot represents a neuron, and 

the red line represents a connection between neurons, the rhombus 

represents the distance between neurons, while the colour is between 

yellow and dark; when the colour is darker, the distance is larger.  

 Weight Planes: This graph consists of a set of subplots. Each ith subplot 

shows the weights from the ith input to the layer's neurons, with the most 

negative connections shown as blue, zero connections as black, and the 

strongest positive connections as red. 

 Classification Hits: It is a SOM layer, with each neuron showing the 

number of input vectors that it classifies. The relative number of vectors 

for each neuron is shown via the size of a blue patch. 

 Neuron’s Weight Vector: The input vectors are green dots, and show 

how the SOM classifies the input space through representing blue dots 

for each neuron's weight vector, and the red lines show the connections 

between neighbouring neurons. 
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5.4.3 Our Approach 
 

Considering the amount of data and the requirements of crime analysis of levels 

of simplicity and legibility (Ieong 2006), lots of effort has been put into visual 

understanding and analysing the relationships among criminal data. In our work, 

we propose a method to reduce data complexity without changing the variation 

trend, and present all results simply and legally in a graphical manner. This 

visualisation based method could also reduce the analysing time, and increase 

the probability of identifying criminal or criminal activities. In addition, our 

approach is also able to help users to query a specific item or feature to see 

statistics during the analysis. Such as: item details in all features, the 

relationship among all items, the variation trends and relationships among all 

features, and also the relationship between item and features.  

 

Our approach is based on the self-organizing map, and the detail is described 

below  

 

(1) Initialization 

 

Set ransom value to the weights between inputting and mapping layer, and 

normalize a vector (Fei et al. 2006) , 1, 2, ,jW j mm, ,  use the methods in 

Equations 14 and 15 to get X  and jW , and then initialise a winning field 

* 0
j

N .

   



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 175 

 

 

(2) Learning Process  

 

After initialising data, each training data will be submitted to SOM orderly, and 

normally it takes several incidents of iteration. The iteration includes five parts.  

 Getting Input data: Choose an input model from training sets, normalize 

it and get: , 1,2, ,pX p pp, . 

Finding Winner Neuron: calculated by the flowing equation

* *

* * *

* * *
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Where: 

 

If d  is smaller, then X and iX have more similarity. 
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If  0d  , then iX X  

 Wining : Define a wining area (Rauber, Merkl & Dittenbach 2002) 
j

N t , 

which sets j  as the centre to search the weight adjustment area at t . 

When t  is increased, 
j

N t  is decreased, and normally, 0
j

N  is the 

maximum value among all 
j

N t . 

 

 Weight Adjustment: We use the following formula to adjust the weights. 

* * * * *( 1) ( ) ( ) ( , )( )
j j j j j

W t W t W W t t N X W
 

Where: 

t - The tht iteration 

N -Topological distance between the thj neuron and winning neuron j  in the 

adjacent area. *j
W t is the weight of the thj  neuron; ,t N  is the  

association between training time t  and the topological distance N . If N is 

increasing, ,t N  is increasing, but while t  is increasing, ,t N has a 

deceased trend, the relationship is , Nt N t e . The result displays weight 

planes and classification hits. In the weight planes, the graph consists of a set of 

subplots. Each thl  subplot shows the weights from the thl  Input to the layer’s 

neurons, with the most negative connections shown as blue, zero connections 

as black, and the strongest positive connections as red. In the result of 

classification hits, there is a SOM layer, with each neuron showing the number 

of input vectors that it classifies. The relative number of vectors for each neuron 

is shown via the size of a blue patch. 
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 Graphical Classification: We suppose a dataset 

1 2{ , , , }nU U U U, },  

Where: 

n - The number of items

And another dataset stores L labels for iU , which is defined as: 

1 2, , ., mL L L L., mL., . Therefore, iU can be marked as: ,1 ,2 ,, , .,i i i i mU U U U m,U .  

Where m  represents the number of the labels, while U can be transformed as: 

 

1,1 1,2 1,

2,1 2,2 2,

,1 ,2 ,

m

m

n n n m

U U U
U U U

U U U

1 mU11,m1 m

U2,mU2U

U m,UU
 

Where: 

, , ,n N m N i N j N  

As iU U , which is related to 2 iLl , where: 1 2, , , ,m
ll l l l m n U L, ml, l m, . If 

L  is consisting of L  multi-label examples , 1, ,i iL U i L, L, , two variables 

are generated: label density and cardinality. Label density (Andresen 2006; 

Maciejewski et al. 2008) is the average number of labels of the examples in L  

divided by D , where D is much larger compared to the number of labels for 

each sample. 

The formula is shown as below.  



Space Optimisation in Multi-dimensional Data Visualisation 

©COPYRIGHT 2016 Wen Bo Wang Page 178 

 

1

1( )
| |

L
i

i

ULD L
L D ; 

whi le the Label Cardinality of L (McQuaid et al. 1999) is the average number of 

labels of the examples in L , and the formula is shown below.  

1

1( )
| |

L

i
i

LC L U
L

 

In addition, Label cardinality is used to quantify the number of alternative labels 

that characterise the examples of a multi-label training dataset, and is 

dependent of the number of labels D  in the classification. Generally, Label 

density takes into consideration the number of labels in the classification 

problem. Two datasets with the same label cardinality and with similar label 

density might exhibit the same properties and cause similar behaviour to the 

multi-label classification (Tsoumakas & Katakis 2006) (Read et al. 2011). The 

relations between Label density and Label Cardinality can be calculated by  

LC F D LD F . 

The above is the whole algorithm of our self-organizing map visualisation 

approach, and the results will be displayed in Section 5.4.4 with real dataset 

experiments.  
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5.4.4 Experiment and results 
 

In our experiment, the dataset contains 16 items with 16383 features, and we 

recognise these 16 items as the suspicious people. Our aim is to visually 

analyse the associations between these suspicious targets, and detect the more 

effective features to be used for future studies among 16383 features by 

visualisation approaches. 

 

Preliminary works:  

Suppose there are 16 suspicious people, which are defined as 

1 2 3 14 15 16{ , , , , , , }I Item Item Item Item Item Item141414 . Each character is marked as iF . 

,1 ,2 , 1 ,{ , , , , }i i i i m i mF F F I I,, 11, 11111 . The charaters contains, for example, eye pupil 

distance, nose height, lip thickness, distance between eyes and eye brows, 

blood concentrations, etc. Some features are of the same value (or have no 

value) towards each item, and they have no detectable effects in our 

experiments, would also affect the processing rate for future analysing. So we 

pre-process them by deletion. What’s more, in this dataset, each person can be 

represented by 862 characters, which means a single item can be classified into 

862 different groups.  

Based on the above experiment conditions, our test contains three main steps:  

 

a) Original data (Statistic) Visualisation 

In comparison with other visual techniques (Herman, Melançon & Marshould 
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2000; Lamping & Rao 1994; Morse, Lewis & Olsen 2000), our tool is able to be 

displayed in lines. Each feature is to be used as a label for each item. We can 

find the clear differences among all items from the entire graph, and each point 

is displayed with values. See Figure 5-8  

 

 

Figure 5-8:  An overview of the whole 16 items’ feature value and the circled areas are the 
suspicious data. 

 

In Figure 5-9, the Y -axis (vertical) represents the 16 items (Person), and the 

X -axis (horizontal) represents the 862 features. We can discover the general 

changing trends of each item. For example, as the feature number is increased, 

the changing rate of Item 7 is decreased, which means that Item 7 has been 

influenced more by the first few features, while Item 12 is influenced more by the 
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last few features. There is no special feature that has influence on the rest of the 

items, as they are distributed averagely. In Figure 5-9, we can also discover the 

overall difference between each item. For example, we can find Item1, Item 4 

and Item 16 have similar values on most of the features. 

 

 

 
Figure 5-9: the difference between Item 1, Item 4 and Item 16. 

 

We can also find that because of the limited space, some of the features are 

hidden and only part of them can be shown. In order to solve this problem, we 

use the self-organizing map to pre-process the data without influencing the 

changing trends. 

 

b) Reducing Data by Self-Organizing Map  

Set the net size equal to 30, Figure 5-10 is the visualisation result of all features 

through SOM (Bingham & Mannila 2001). There are some highlighted parts in 

each panel, and the highlighted parts reflect the influences of the features on the 

items. The relative classification hits are also generated, which is shown in 

Figure 5-11, and we find that the larger the polygon, the more relative the 

vectors. 
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c) Discover the Anonymous Targets 

After using SOM to pre-process the dataset, we visualise the new dataset, see 

Figure 5-12. 

 

 

Figure 5-10: the weight planes of all 16 items by SOM 
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Figure 5-11: the classification hits after using SOM of 16 items 

 

 

 
Figure 5-12: the visualisation of classification of all features 

 

We could find the difference between each data net. These graphs describe that 

related features are grouped into a cluster. Although in each cluster with a 

generated new attribute, the graph trends are similar, and researchers could 

analyse the clustering group instead the whole features and we can click each 
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cluster to find the inner relationships. 

 

Overall, our experiment shows that the combination of self-organizing map and 

visualisation technique can improve the analysis efficiency in forensics. 

Particularly, we use self-organizing map to reduce and classify the original 

criminal record, and the visualisation techniques allow investigators to 

interactively select the target for better understanding of the activities or 

possibilities. Additionally, this approach represents the hierarchica lly reduced 

features, data distribution and relationships between features and items. The 

high risk features and items can also be predicted. It is highly efficient to identify 

the suspicious criminals among a large amount of data 
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5.4.5 Conclusion  
 

This proposed graph-based feature analysis method in analysing associations 

between features and criminals is effective. It saves time for forensic 

investigators in targeting suspicious criminals, and also brings benefits to future 

analysis through displaying the changing trends of each feature.  
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5.5 MDV Helps in Crime Analysis  

Visualizing Information can extract (Leung & Khan 2006; Tarjan 1983) essential 

information and knowledge from large and complex datasets, and can also 

represent them clearly and comprehensively in graphic forms for a better 

understanding of the patterns hidden. Therefore, using the concept of visual 

perception, many applications or tools have been developed that display file 

information in a graphical manner. These visualisation techniques reduce the 

time which investigators needed to analyse digital evidence, and greatly 

increase the probability of locating suspicious data. 

 

In this section, we describe how visual cues support the hierarchical exploration 

in the forensic domain, and particularly introduce how visual cues within 

DOITree Visualisation analyses the Enron Email Dataset.
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5.5.1 Tree Visualisation 
 

Today, a large majority of digital information exists within a hierarchical structure, 

for example, the directory structure in an information management system, the 

pyramid selling scheme in business, and the work breakdown structure in 

project management and so forth. They  can all be represented in a tree 

graphical form, and are usually called hierarchical trees.  

 

Such structures play important roles in understanding the distribution of data 

across the hierarchym , and also summarising the low-level data into 

manageable data to reduce information overload. Consequently, developing a 

user-friendly visualisation technique of the whole dataset, with an ability to allow 

for deeper discovery at certain levels of granularity is essential for the 

researchers in the information exploration process. 

 

In the early stage of researches in the presentation of hierarchical structure, tree 

visualisation has been categorized into two main streams (Nguyen & Huang 

2002). First is the vertex-edge (node-link) diagram layout based visualisation, 

second is the space-filling layout based visualisation. Specifically, the 

vertex-edge diagram is capturing entities as vertices and relationships, by 

visible graphical edges, usually lines, connecting vertices from the parents to 

their children to present relationships among data objects. The advantage of this 

approach is that the user can discover the links among data directly and clearly. 

This technique has the simplification of the process of understanding the 

relational structures of information in a graph, while the space-filling method is to 

use enclosure to represent the tree structure rather than use connection 
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method. 

 

Up to now, many techniques have been developed in tree visualisation. Such as 

the balloon view (Herman, Melançon & Marshould 2000), space-optimised tree 

(Nguyen & Huang 2003b), EncCon (Nguyen & Huang 2005), radial view 

(Bingham & Sudarsanam 2000), tree-maps (Shneiderman 1992) , etc. In 

addition, many of them had been successfully supported by various research 

and business enterprises during the past years. In forensic investigations, for 

instance, disk tree (Chi et al. 1998) can assist in explaining the fi le systems for 

deeper investigation. However, considering the large volume of datasets today, 

SpaceTree (Plaisant, Grosjean & Bederson 2002) and DOITrees (Heer & Card 

2004) are the most acceptable techniques for large Tree visualisations. In the 

following Section 5.5.2, we will further discuss how an optimised DOITree 

visualisation works well in forensic investigation. 
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5.5.2 DOITree Visualisation on Enron Email Dataset 
 

DOITree (degree-of-interest tree) (Heer & Card 2004; Nguyen, Simoff & Huang 

2014) visualisation is a multi-focal tree layout algorithm, for discovering large 

hierarchical structures. It has the capability to provide multiple focused nodes 

and a dynamic rescaling of substructures to fit the variable space. However, the 

original DOITree is limited to provide a clear presentation of the hidden structure . 

So visual cues are proposed to help with DOITree (Nguyen, Simoff & Huang 

2014) for the effectiveness and capability of providing multiple focus braches, 

and following for the visibility and readability of the hidden structures to be 

enhanced.  

 

Figures 5-13 (a) (b) are the optimised DOITree descriptions of Enron Email 

Dataset (Shetty & Adibi 2004), which was originally made public and posted to 

the web by the Federal Energy Regulatory Commission during its i nvestigation 

after the company’s collapse. Enron Email is also a large database over 600,000 

emails generated by 158 users, mostly senior management of Enron Company, 

and all the files are organised into folders. 

 

By applying DOITree, users can click any item to explore further information. 

Specifically, the arc represents the links between data objects. The triangle is a 

guide for the users to overview the contents. Two attributes of the triangles, 

colour and size, explain the amount of data stored per object. The darker and 

larger the triangle, the more data items it contains. See Figure 5-13(a), the 

triangle in rectangle A is larger and darker than the triangles in rectangle B, 

which means the employees in rectangle A are closely related to each other, and 
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they communicate with bauchman-d under the same case. While the employees, 

whose email address is andrea.p.williams@pwcglobal.com and 

cjwilson@Icc.net, are more likely involved in a same company project. 

 

In addition, we can use colour property in DOITree visualisation to identify the 

same objects (employees). In Figure 5-13(b),  it is clear to discover that 

Matthew appeared twice, and the green colour represents the category they 

belong to at different levels.  

 

(a) 

 

(b) 

Figure 5-13: Examples of the emailing activities for eight employees in Enron. a) check 
the actitities of baughman-d. b) using colour in DOITree  

A 

B 
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In summary, there are many advantages of applying DOITrees to visually control 

the investigation processes. 1) It is a representing tree in a universally accepted 

classical way. 2) It provides multiple-foci views with “focus + context” interaction. 

3) It utilises display space. 4) It provides smooth fading in/out animations among 

transitions. 
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Chapter 6  Conclusion and Future Work 

 

The preceding chapters have presented, discussed and illustrated all the 

relevant backgrounds and technical components of my PhD research. This 

chapter concludes the thesis by providing a summary of key contributions made 

by this thesis to the discipline of Multi-dimensional data visualisation. Finally, this 

chapter outlines the directions for the future work. 
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6.1 Reflections on thesis questions 

In this information age, we need timely, accurate and correct answers for almost 

every event. However, it is getting harder because we are in the era of “big data”, 

where datasets are characterised by a high volume velocity and variety. People 

are also highly dependent on the datasets to make right decisions and solve 

their problems. 

 

However, the traditional analytic methodologies have not been sufficient to 

analyse and understand such large, complex and dynamic datasets. To make an 

improvement on the conventional approaches to multi-dimensional data 

visualisation, proper visualisation techniques could enable humans to merge 

and simplify information, discover deeper insights from complicated data, and 

provide available suggestions without delay. The optimised visualisation 

applications can enhance humans’ capacity of perceiving and exploring data.  

 

As the typical multi-dimensional data visualisation, scatterplot matrix and 

parallel coordinates provide the capability of displaying multivariate data. So far, 

they have been successfully applied to datasets from various domains, including 

bioinformatics (Frank et al. 2004; Saraiya, North & Duca 2005), geography 

(Anselin 1993) and various others(Inselberg 2009). 

 

However, the traditional scatterplot matrix visualisation and parallel coordinate 

visualisation all have challenges and shortcomings as mentioned in the 

introduction. Firstly, in the scatterplot matrix, the analysts often need the 

representation of multiple plots (views) at the same time, due to the 

requirements of discovering features among all variables (dimensions). More 
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often, the visualisation tool displays all the plots when the visualisation of 

scatterplot matrix function is required. To avoid blurring the results and wasting 

screen space, visualisation researchers have to consider the utility of each plot 

and the place of each plot. For example, reducing the duplicated plots without 

shifting positions and transferring the different scatterplots to separating views 

with polygons do well to simplify results. However, these methodologies do not 

consider the display space utilisation of the computer screen, where it can 

always be fully fi lled by all necessary plots  without considering its flexible 

transformation of the screen size, either enlarging  or minimising ( Research 

Objective 1 and 2 ).  

 

Secondly, most of the existing scatterplot matrix have a common limitation: they 

display the differentiations among all variables, but could not reflect well the 

information inside each plot. Additionally, they are not handy for users to point 

out their desired information among a large number of choices (data values) in 

each plot ( Research Objective 3 ) .  

 

Thirdly, multi-dimensional data visualisation techniques have been widely 

applied in many research domains and some of them have achieved successful 

results. However, most of the investigations in forensics have not considered 

adopting visualisation techniques in their analysis processes ( Research 

Objective 4 ).   
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6.2 Answers to thesis questions 

Motivated by these three challenges, we propose the concept of a 

space-optimised scatterplot matrix ( Answer Rsearch Objective 1 and 2 ). 

Specifically, we created a layout calculation method for scatterplot matrix with 

implementation algorithms. Our new scatterplot matrix manages to effectively 

utilise display screen space optimisation on the one hand; on the other hand, 

the colour mapping method in our technique offers clear recognition of variables’ 

relationships, and this keeps one of the main contributions of the original 

scatterplot matrix. Generally, our method maintains a balance between space 

utilisation and information clarity.  

 

In addition, we achieve an interactive exploration in scatterplot matrix ( Answer 

Research Objective 3 ). Our solution is a more comprehensive approach with a 

point-to-region interaction model for class data, a feature ranking method, rough 

set theory, for dimensionality reduction the Multi-dimensional data. We also use 

a decision trend analysis function to guide the user for info prediction.   

 

Finally, we enhance the analysis productivity in a specific domain, computer 

forensic investigation, through the application of multi-dimensional data 

visualisation techniques from various aspects ( Answer Research Objective 4 ). 

Specifically, we carry out a new model for a timely investigation to search out 

the crime suspects by introducing visualisation techniques in different analytical 

steps. We also exploit parallel coordinates to display one of the main data 

storage mediums, the hard disk drive, by fixing the time zone problem, which is 

a key element in crime investigation. To help the investigation of digital crimes, 

we apply the self-organizing map to a special case, the criminal relationship 
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detection from our study. Under this method, specialists are much easier to 

discover the anonymous relationships through the visualisation results.  
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6.3 Future Work 

For future work, we focus on three aspects: technological optimisation on 

scatterplot matrix in Section 6.3.1; systematic scatterplot matrix evaluation 

guidelines in Section 6.3.2; and collaborative Multi-dimensional data 

visualisation techniques with other domains in Section 6.3.3. 
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6.3.1 Technological Optimisation 
 

Firstly, the space optimised scatterplot matrix technique presented in this thesis 

is still in the early stage of becoming a mature visualisation tool. There are still a 

number of technical imperfections which need to be improved. For example, 

overlapping data point causes visualisation occlusion when the dataset 

increases dramatically, not enough dynamic query functions provide enough 

guidance for users as well.  

 

In addition, the current system of interactive exploration in scatterplot matrix 

also requires non-trivial computational time to search the solution space 

exhaustively. So we would like to integrate the evolutionary algorithm as 

suggested in (Bjorvand & Komorowski 1997) with QuickReduct to improve the 

time complexity. 
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6.3.2 Systematic Scatterplot matrix Evaluation Guidance 
 

Although we conducted formal usability studies to evaluate both the 

space-optimised scatterplot matrix and the interactive scatterplot matrix 

visualisation that could prevent the shortcomings of empirical metrics. There is 

still a need to understand how to evaluate visual analytics systems as a whole. 

Up to now, no formal evaluation pipeline has been proposed. Therefore, it is 

appropriate to provide fundamental guidelines for visualisation evaluation. 
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6.3.3 Cooperate with Other Domains 
 

As researchers in data visualisation gradually transferred to visual analytics 

which focuses on analytical reasoning, designing user centred visualisation 

interfaces should be combined with human perception analysing processes. It is 

predictable that even with a very well-designed visualisation interface and in a 

high configuration hardware environment, users still discern that the time spent 

on exploiting and interpreting worthwhile information by using visual analytic 

tools is significantly long. The research shows that the main cause of 

visualisation tool failing to fulfil the analysts’ need is the gaps between visual 

analytics and analytical reasoning in applying visual analytics. The ways of 

reflecting and corresponding between human and data can be influenced 

negatively when the result is presented with an improper structure. Therefore, in 

the future, we will also cooperate with domain specialists and put more effort  

into finding out their industry requirements. We will also examine the analytic 

pipeline and the utilisation of visualisation applications from a user’s aspect.   

 

On the other hand, it is important to enlarge the development and availability of 

multi-dimensional visualisation techniques. For example, integrating them into 

other domains, where they are required for the discovery of knowledge from 

multivariate datasets. Although we found that some visualisation techniques 

could play an important role in forensic science, more experiments and tests 

need to be accomplished at a future date.
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