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Abstract 

Stock trading is a number of stocks to be exchanged from one trader to another 

trader. It consists of a trader selling a number of stocks at a price and a volume, 

and another trader buying the same stocks at the same price and the same volume. 

Most traders want to buy a stock at a low price and to sell the stock at a high 

price in order to make a profit. However, it is difficult to know whether the 

current trading (buy/sell) price is low or high. Some researchers have presented 

technical trading rules which are mathematical formulas with many parameters to 

solve this problem, such as moving average rules, filter rules, support and 

resistance, channel break-out rules, and so on. All these rules are based on 

historical data to generate the best parameters and use the same parameters in 

future trading to make a profit. ·when the parameters of a trading rnle are set 

properly, the trading rule can help the traders to make a profit (buy/sell at a 

low/high price). Experiments have shown that technical trading rules are 

profitable. 

However, there are still some disadvantages and limitations to the technical 

trading mies in real stock market trading. First, the technical trading rules do not 

integrate domain knowledge (expert experiences and domain constraints, etc). 

For example, some trading rules pattern maybe only generate three signals during 

one year trading to get the most profit. However, the pattern is unreasonable and 

it is unprofitable in future trading, because the pattern is only a mathematical 

maximum, but it is impracticable in stock trading. Second, the output of a 

parameter for a trading mle is only one single value. Sometimes, it may be a 

noise so the trading rule is inapplicable in future trading. Third, present 

algorithms to calculate parameters of trading rules are inefficient. Most trades are 

performed through internet such that they can buy and sell stocks in online and a 

trade is completed in a second. Real markets are dynamic such that trading rules 

have to be updated all the time depending on changing situations (new data come 



in, new parameters will be recomputed). Current enumerate algorithms waste too 

much time to get new parameters. However, a one-second short delay in real 

stock trading will lose the best trading chance. Fourth, when we evaluate the 

performance of a stock, we need not only to consider its performance (profit and 

return), but also to compare it to other stocks performance. At present, trading 

rules do not compare to the other stocks performance when they are selected to 

generate a signal, so the selected stocks or rules may be not the best ones. Fifth, 

in stock markets, there are many stocks and many trading rules. The problem is 

how to match and rank stocks and rules to combine a profitable and applicable 

pair. However, trading rules do not solve this problem. Lastly, trading mle 

techniques do not consider the sizes of investments. However, in real market 

trading, different investments will result in a different performance of a pair. 

We propose in-depth data mining methodologies based on technical trading rules 

to overcome these disadvantages and limitations mentioned above. In this thesis, 

we present the solutions to combat the existing six problems. 

To address the first problem, we designed a domain knowledge database to store 

domain knowledge (expert experience and domain constraints). During the 

computing procedure, \Ve integrated domain knO\vledge and constraints. We 

observed the output more reasonable as we considered domain knowledge. 

To address the second problem, \Ve optimized a sub-domain output instead of a 

single value, in the sub-domain all combinations of parameter can get a near-best 

result. Moreover, in the sub-domain, some experienced traders can also setor 

micro-tune parameters by themselves and a better performance is guaranteed. 

To address the third problem, we adopted genetic algorithms and robust genetic 

algorithms to improve the efficiency. Genetic algorithms and robust genetic 

algorithms can get a near-optimal result in an endurable execution time, and the 

result is also near to the best one. 

2 



To address the fourth problem, we applied fuzzy sets and multiple fitness 

functions to evaluate stocks. Because many factors influence the performance of 

a stock, it is necessary to create a multiple fitness function for genetic algorithms 

and robust genetic algorithms. 

To address the fifth problem, we built a stock-mle performance table to rank 

stock-rnle pairs and find the best matching pairs. The stock-rule pair results 

showed that the ranked performance is better than that of randomly matched 

pairs. 

Finally, to address the sixth problem, we drew a graph of the relationship 

between investments and number of stock-rule pairs to search maximal points, 

and to decide the number of pairs for different sizes of investments. 

In summary, the purpose of this thesis is to identify optimal methodologies in 

stock market trading, to make more profit with less risk for investors. The 

experimental results showed that the methodologies are more profitable and 

predictable. 

3 



Chapter 1 Introduction 

Stock trading is becoming more and more popular around the world, and the 

money flow in stock markets is also growing quickly [ASX]. This leads to stock 

trading methods and strategies becoming the new focus of many people, such as 

traders, researchers, investors, brokers and dealers. However, many new 

problems also appeared with the development of stock trading, such as the 

execution of finding a parameter of a trading rnle is inefficiency; a trading rule 

does not consider different investments. Nevertheless, as most traders want to 

make profit or a higher return through stock trading, the problems that the traders 

face to are (I) how to select stocks and trading rules from the global stock 

markets, (2) how to select the best trading price and volume, (3) how to grasp the 

best trading time-points and (4) how to generate effective trading alert signals. 

These problems become the highlights of stock market data mining research 

because a trading rule is fundamental methods to make profit. 

We introduce the problems and solutions in the following sections, respectively. 

1.1 Problems 

In stock markets or any other similar financial markets, one target is making 

profit through trading which consists of some traders sell a stock and others buy 

the same stock. Since profit is total earnings deducting expenses, the key issue to 

attain this target is to select the best stock and to generate profitable trading 

signals so that traders can get more earning with less expense. Sometimes, some 

traders only buy or sell by their feelings and they can also make a profit. For this 

situation, it is not suitable for a computer-based system and it is just like a 

"gambling". We do not discuss it in this thesis. 

Many experiments and a long time practice to prove that trading rnles are 

predictable tools to calculate profitable trading signals. "Predictable" means it 

can recommend trading signals for future trading. Currently, many trading 

platforms still incorporate this method to help their traders to generate trading 
4 



signals [ASX] (FOREX]. So, our methodology is based on trading rules and 

builds the further application platforms. However, trading rules still have some 

disadvantages and limitations need to be overcome. So we focus on the following 

disadvantages and limitations one by one: 

First, in stock trading systems, some experts have many useful knowledge and 

experiences. Moreover, there are also many domain knowledge and business 

constraints, so how to integrate domain knowledge (expert experiences, 

knowledge, business constraints and domain constraints) into a trading system 

becomes an important issue for improving efficiency and effectiveness. For 

example, one important function of trading mies is predictability, which is using 

historical data (order book data) to predict the parameters of trading rules for 

future trading. So we must divide the historical data into two parts: in-sample 

data set and out-of-sample data set. In the first data set, we train trading rules and 

get the optimal parameter combination, and keep the parameters in the out-of-

sample set to verify and evaluate its performance. Trading rules do not consider 

the size of the in-sample and out-of-sample set. Trading mies can always give an 

"optimized" parameter combination. However, the problem is the parameter may 

be without predictability if the two set sizes are not suitable. For example, if in-

sample data size is only one day and out-of-sample data is one day too. The 

result is impossible to be a real pattern since one day is too short to find a pattern 

and it may be disturbed by noisy signals. In contrast, if the sizes are set more 

than one year, such as, in-sample data is ten years, and out-of-sample data is two 

years, it does not make sense either. The reason is a pattern cannot keep for such 

long time. So, the problem is how to decide a suitable data size for the two data 

sets in order that the predicted result is applicable and profitable. The proper 

sizes of the two sets are fundamental conditions of trading rules predictability. 

For these kinds of expert knowledge and other domain constraints, we can use a 

domain knowledge database to store them and automatically updated. 
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Second, most current trading rnlcs only output the best "one" single value for 

each parameter to get the best performance [F-TRADE]. Sometimes, the 

combination is not a real pattern (combination of parameter) instead of a noise. A 

very little change of the parameters may lead to a significant decrease of the 

performance. The reason is that the output is not a real "optimal" value and it 

may be a noise. So our target is to find the "real" best parameters in-sample set 

such that it can keep the best performance out-of-sample set as well. Our 

solution is to find an optimal sub-domain for every parameter. A sub-domain is a 

small range for a parameter, instead of a single value. For example, 18-20 days 

for the long run of a moving average rule. In some case, the sub-domain can be a 

single value, so a single value is also included the definition of sub-domain. For 

example, the long nm of a moving average rule is 18-18 days. The reason is 

sometimes the sub-domain can avoid most noise and output the real best results. 

Third, in online stock market, real time processing is very important, otherwise 

the best trading chance will be missed and the generated alert signals cannot be 

successfully traded due to the dynamic of stock markets. So, it is very important 

to get the best signals in an endurable time - generally less than one second. 

Moreover, the market is dynamic so trading rules need to be updated every time 

when new data comes in. However, if we use current enumerating algorithms, it 

will take a long execution time to get a combination of parameters. In real stock 

markets, the best trading chance will be missed even if there is a one-second 

delay, so alert signals are useless. Because the markets situation is dynamic, we 

need to compute new parameters when new data come in. For example, moving 

window strategies change window in every minute. We present genetic 

algorithms to improve efficiency. 

Fourth, since there are hundreds of thousand of stocks all over the world, how to 

find the best one to make the highest return is not easy. This is out of current 

technical trading rules methodology, but many current trading systems try to 

overcome. If we know one stock can make one per cent monthly return. Is that a 

6 



good stock? We are not sure because we do not know other stocks monthly 

return. However, we can select one stock if we know the stock is "very good" no 

matter how much its monthly return is. So a literal output is better than a 

numerical output. It can help us to make a decision rapidly and exactly. 

Moreover, how to evaluate a stock is better or worse is also another problem. 

Sometimes, we need not only a price, but also the comprehension of volume, 

liquidity and investments. All of these (price, volume, liquidity and investments) 

are not considered by technical trading rules. For example, one stock is better 

when investment is one thousand dollars, but, it may be no good when 

investment is one million dollars, because its volume is not much enough for one 

million dollars. 

Fifth, trading mies can only generate the best parameter combination for a 

selected stock. There are more than hundreds of thousands of stocks around the 

world (many internet-based trading systems can select all stocks around the 

world to trade). Which stock can help traders to get the highest return? Some 

currently trading system can help investors to select some best stocks, but, the 

same stocks combined with different trading rules, their results are different and 

may be on the contrast. So, only stock recommendation is not enough, \Ve need 

recommend the stock and trading mle pair to investors and even parameter 

combinations. However, there are no solutions for stock-mle pairs until now. 

Last, most traders want to make a higher return, but the problem is trading mies 

methodology does not consider investments. For instance, one stock is better 

when investment is one thousand dollars, but, it may be not good when 

investment is one million dollars. In fact, different traders invest different 

amount of money in stock market. Investments may be from one-thousand 

dollars to millions of billions of dollars, so, it is very important to find the 

relationship between investments and the number of stocks so as to make a 

higher return. If we select too few stocks to trade, there will be much money in 

hand without making profit. If we select too many stocks to trade, some money 
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may be used to buy/sell "bad" signals such that better signals are missed, which 

leads to profit or return is not the best. 

1.2 Solutions 

About the problems we mentioned in Section l. l, we propose to present some 

ideas to solve the existing problems. 

To address the first problem, we design a domain knowledge database and a 

human-machine interface to integrate domain knowledge (expert experience and 

domain constraints) in our system. For domain knowledge, we divided it into two 

kinds: the first kind of knowledge comes from human (expert or traders). For this 

kind of knowledge, traders can use the human-machine interface to input their 

knowledge to the system, even the knowledge is a vague one. For example, the 

short nm of moving average may be between I 0 to 20 days. Another kind of 

knowledge is computed by computer, such as system feedback or output. For 

example, the system concludes that for most stocks, while the in-sample set and 

out-of-sample set are about one month, trading rules can get a high return. We 

can set "one month" for both in-sample and out-of-sample set as a default size. 

The first kind of knowledge comes from human, and second kind of knowledge 

comes from computer. Both are stored in the domain knowledge database. 

[Chapter 3) 

To address the second problem, we optimize a sub-domain instead of a single 

value. If we use an algorithm to get the best single value, it has a larger 

possibility to be a noise than we get a sub-domain, because noise is difficult to be 

found or filtered when we only keep one single value. The noise cannot give 

correct predicting signals out-of-sample. It is necessary to get the real best 

signals matching a real pattern in order to make a profit. Our solution to filter a 

noise is looking for the best sub-domain rather than a single value. So, the target 

of our algorithms is looking for a sub-domain in which the performances of all 

parameter combinations arc better than that in other domains. The advantages of 

sub-domain methodology include: it is more robust to filter noise in case there is; 
8 



and traders can micro-tune a parameter 111 a sub-domain to make their own 

decisions. [Chapter 4) 

To address the third problem, we implement genetic algorithms and robust 

genetic algorithms to improve efficiency. In real market trading system, in-

samplc data set and out-of-sample data set change along with the time elapses. 

For example, at 11 :00, the in-sample data window is 9:00-10:00, the out-of-

sample data window is I 0:00-11 :00. At 11 :0 I, the in-sample data window is 

9:01-10:01, and the out-of-sample data window is 10:01-11:01. However, current 

enumerate algorithms cannot get updated parameters in a reasonable short time. 

For example, using enumerate algorithms to optimize moving average, the 

number of parameter combination is more than I 00000000, and for every 

combination the system needs to compute the best profit, return and/or Sharpe 

ratio, so it may be cost 60 minutes to get the best result when it considers one 

year intraday order book data. In contrast, if we use standard genetic algorithms 

(SGA), and set population number about 4000, 2-3 generations, we only need to 

computer I 0000 times and our result is almost near-optimized (more than 90 per 

cent of the best one). The execution time of SGA is about 0.0 I per cent of 

enumerate algorithms [Section 5.1]. It is about 0.3 second. However, sometimes, 

standard genetic algorithms cannot get a reasonable result, but, it is only a 

mathematical best value. For example, if we get 3 buy/sell signals in one year, 

we can get the best Sharpe ratio 28.251 [Figures 4.2 and 4.3]. The model is not a 

reasonable one, so it has not profitability out-of-sample. So, we need integrate 

domain knowledge or constraints into genetic algorithms to filter unreasonable 

results. The new algorithms with domain knowledge and constraint are called 

robust genetic algorithms (RGA) [Section 5.2]. Most experimental results show 

that RGA can give a more reasonable result in both in-sample and out-of-sample 

set. 

To address the fourth problem to evaluate stocks, we present fuzzy set to transfer 

a numeric result into a literal result, so it is easy for traders to make their decision 
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[Section 5.3]. For example, if one stock can make "one per cent monthly return". 

From numeric value it looks good, but, if other stocks can make more than two 

per cent monthly return, we know that "one per cent monthly return" is still not 

as good as we imagine. If one stock evaluation result is "Medium" instead of 

"one per cent monthly returns", traders can make their decision very easily. Of 

course, the precondition is the output result is exact and believable for both 

numeric one and literal one. Another sub-problem to evaluate a stock is it needs 

multiple criteria because only one factor is not enough to evaluate a stock. For 

example, price, volume and investments need to be considered together. One 

stock may be good if investment is one thousand dollars, but, it may be not good 

when investment is one million dollars. In contrast, other stocks may be different. 

It may be no-good when investment is one thousand dollars, but, it may be good 

when investment is one million dollars. To rank all stocks, we need consider 

multiple criteria [Section 5.4]. 

To address the fifth problem to select the best stock-mle pairs, we build a stock-

mle performance table. From the table, we can rank stock-rule pairs and classify 

them by "very good", "good", "medium", "bad", and so on. Moreover, when we 

build the performance table, we consider price, volume and investments, and 

draw the graphs for different investments [Section 6.4]. The performance 

includes profit, return and Sharpe ratio. 

Finally, to address the sixth problem, we draw the graph of the relationship 

between investments and the number of stock-mle pairs. Our approach is based 

on the stock-rule performance table. \Ve generate all trading signals. For 

different investments, we select different top percentage pairs and their signals. 

As a real market trading system, we sort all signals by time, and consider the 

money in hand to buy when we have enough available money and volume, and 

sell stocks when there is a sell signal at a possible volume (volume in hand or 

volume can be traded according to the order book). For all different 

combinations (investments and top percentage pairs), we can get return graphs 
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for different investments, for different top percentage paJrs, and get maximal 

points for the number of pairs and investments [Section 6.5]. 

1.3 Related works 

In 12th century France the courratiers de change were concerned with managing 

and regulating the debts of agricultural communities on behalf of the banks. As 

these men also traded in debts, they could be called the first brokers. Some 

stories suggest that the origins of the term "bourse" come from the Latin bursa 

meaning a bag. Brnges, the sign of a purse (or perhaps three purses), hung on the 

front of the house where merchants met. However, it is more likely that in the 

late 13th century commodity traders in Bruges gathered inside the house of a 

man called Van der Burse, and in 1309 they institutionalized this until now 

informal meeting and became the "Bruges Bourse". The idea spread quickly 

around Flanders and neighboring counties and "Bourses" soon opened in Ghent 

and Amsterdam. In the middle of the 13th century Venetian bankers began to 

trade in government securities. In 1351 the Venetian Government outlawed 

spreading rumors intended to lower the price of government funds. There were 

people in Pisa, Verona, Genoa and Florence who also began trading in 

government securities during the 14th century. This was only possible because 

these were independent city states not ruled by a duke but a council of influential 

citizens. The Dutch later started joint stock companies, which let shareholders 

invest in business ventures and get a share of their profits - or losses. In 1602, the 

Dutch East India Company issued the first shares on the Amsterdam Stock 

Exchange. It was the first company to issue stocks and bonds. The New York 

Stock Exchange, which is in operation since March 1792, is the second largest 

stock exchanges in the world. It sports the tag line "The world puts its stocks in 

us" [GOOGLE] (NYSE]. More and more people were interesting in stock traded, 

but they found it difficult to analyze the daily jumble of up-a-quarter and down-

an-eighth or whether stocks generally were rising, falling or staying even. So, 

Charles Dow, Edward Jones and Charles Bergstresser devised their stock average 
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(Dow-Jones indexes) to make sense of this confusion. They began in 1884 with 

eleven stocks, nine railroads and two industrials. It was the precursor to the Dow 

Jones Industrial Average, which is launched in 1896 [Dowjones] [Robert 1932] 

[Stephen et al 1998] [William et al 1998]. 

Dow Jones average indexes are widely spread around the world and many traders 

want to make a profitable trade. The best way is buying at a low price and selling 

at a high price. Since the computer aided systems are widely used in the stock 

market trading and the order book data are available, the new technology based 

on the computer is introduced, that is technical trading rules, and many 

researchers have founded a number of technical trading mies, such as moving 

average, filter mies, channel break-out. [Acar ct al 1997] [Allen et al 1999] 

[Oslen 2004] 

A number of researchers and research projects have already taken advantage of 

trading mies [Aarts et al 2005] [Brooks et al 2005] and optimization techniques 

[Mihael 2002] in the field of data mining. However, most of the projects 

concentrated only on trading rules. We focus on mining in-depth pattern (using 

trading rule as a tool to mine patterns instead of finding a new trading rule) based 

on trading mles. 

Sullivan [Sullivan et al 1999] summarized trading mies and their performance 

against profit. They also made the experiments that trading mies can help traders 

to get profitable signals. Allen [Allen et al 1999] performed the GA to build new 

trading rules, and Neely [Neely et al 1996] proved some evidence that trading 

rules had predictive ability. 

Olsen [Olsen 2004] tested whether moving average trading rnle profits declined 

over the period from 1971 to 2000. Some previous studies have reported mixed 

results regarding the success of technical trading mies in currency markets. 

However, his optimized rules are for successive 5-year in-sample periods from 

1971 to 1995 and tested over subsequent 5-year out-of-sample periods. Results 

show that risk-adjusted trading mle profits have declined over time-from an 
12 



average of over 3% in the late 1970s and early 1980s to about zero in the 1990s. 

Thus, market inefficiencies reported in previous studies may have been only 

temporary inefficiencies. Leigh [Leigh et al 2002] implemented a recognizer for 

two variations of the "bull flag" technical charting heuristic and used that 

recognizer to discover trading mle on the New York Security Exchange [NYSE]. 

Composite index out-of-sample results indicate that these mies are effective. 

Their work is a little different from ours since our work is based on trading rules 

instead of seeking trading rules. Prinzie [Prinzie ct al 2005] has done the research 

about the data mining models with practical constraints or thresholds. It can 

improve model performance as the model is optimized for the given 

implementation environment, if the implementation constraints/thresholds are 

known in advance. Prinzie illustrated the relevance of this constrained 

optimization of data mining models on a direct-marketing case only. Lam [Lam 

et al 2000] presented a method to find trading signals that is similar to seeking a 

new trading rule. 

F-TRADE [F-TRADE] is a technical stock-trading platform based on multi-

agents. It is developed by University of Technology, Sydney (UTS) Data mining 

group under the support of CMCRC [CMCRC] and UTS. F-TRADE focuses on 

trading rules and more enhanced versions than other systems. The advantages of 

F-TRADE include that it can integrate new trading rules developed by users 

when the users want to do some tests or experiments. In addition, the platform 

can also integrate a user's new data into the system to find trading signals by 

trading rules offered by the system. However, it also has the following 

limitations: First, users (traders or researchers) can set parameters, but, the 

parameters cannot be generated automatically. For example, F-TRADE does not 

tell users the best sub-domain for short run of moving average unless users 

already know that. Second, the output of the system is the best one value. In 

many cases, it is a really good result. However, sometimes, it may be a noise. 

Third, the system computes all possible parameter combination by enumerate 

algorithm, so efficiency need be improved. Fourth, the system only compute the 
13 



one stock-rule pair offered by users, so it cannot give a stock-rule pair list or 

some new recommendations. Fifth, the user must select stocks and mies by 

themselves. The other trading systems recommend the stocks to the users, but, 

one good stock combined with a "wrong" rule, the result may be not good any 

more. Sixth, the system does not consider investments since it is based on 

technical trading rules. All our algorithms are developed for the F-TRADE 

necessity and will be integrated into F-TRADE. 

Many previous works have been done about trading rules method. The advantage 

of these works is that trading rules can give a profitable result. However, there 

are some limitations in the previous works. (I) The current works did not 

consider the integration of domain knowledge (expert experience and domain 

constraints) which is necessary in real market trading. (2) The best trading rule is 

only one single group of combination of parameters, such that it is easy to be 

influenced by a noise. (3) The current works did not consider computing 

efficiency and effectiveness. However, in real market trading, trading mles need 

be updated all the time, when new data come in. (4) Some stocks have a good 

performance for making profit, but, ·when situations changed (such as 

investments changed), the profit is not good any more, because the volume is not 

suitable for new investments. The reason is that price is not the unique criterion, 

other features (volume or liquidity) are also very important to evaluate a stock. (5) 

For only one rule and one stock, trading rules method can help traders to find the 

profitable trading signals, but, the current research did not pay attention to which 

stock and rule "pair" is the best for making profit. (6) The current research did 

not consider the relationship between the various investments and the number of 

trading stocks. 

In the above section, we have introduced the problems of stock markets. We 

introduce the significance in the following section. 
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1.4 Significance 

In stock markets, the target of most investors is to make higher profit at less risk. 

One ideal solution is "choosing the best stocks and the best trading rules to 

generate the best trading signals". So, the most important problems are the 

selection of stocks and trading mies and the generation of trading alert signals 

(signals in short), efficiency and effectiveness and considering different 

investments. These problems become the focus of data-mining task in stock 

market. For example, to speed up an algorithms efficiency; given a rule, what are 

the best targeted stocks; or, given a stocks, what are the best rules; given stocks 

and rules, to find the best training (in-sample) and testing (out-of-sample) 

windows sizes; given timeframe, stocks and rules, to look for the best stock-mle 

pairs for making more profit; given a stock-rule pairs, to decide the best 

investment strategies, say investment amount; or given investment amount, to 

decide the best stock-rule pairs, say the number of stock-rule pairs; to combine 

mathematical algorithms with financial domain knowledge to remove noisy 

signals; to represent and to integrate domain knowledge into the system; and so 

on. If any one of the above is wrong, the target cannot be archived. 

Our research is in-depth data mining strategy based on trading mies methods. 

The advantages of this strategy is predictable and profitable [Robert 1999]. 

Moreover, it overcomes the limitations of existing trading mles, such as, trading 

rules discarded investments and inefficiency. 

The significances of our research are listed in the following paragraphs. 

Firstly, we considered domain knowledge, business constraints and expert 

experience, such that the results with domain knowledge are more reasonable and 

applicable. 

Secondly, we implemented robust genetic algorithms, which improved efficiency, 

such that the parameters of a trading mle can be archived in an endurable time. In 

real time trading, only one-second delay will miss a trading chance. 
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Thirdly, we evaluated stocks by multiple criteria, because many features and 

factors have different in1pacts on profit or return. Such as, trading rules only 

considered the price changing, but, trading rules ignored volun1e. In practice, 

when invest1nent is a big atnount, the volume is also very i1nportant. It n1aybe 

leads to a different return. 

Fourthly, different stocks 1natched with different trading rules. The different 

pairs have different performance. To find the best pairs for n1aking profit is 

beyond trading rules applications. However, it is very in1portant in stock trading, 

so we sorted then1 through building a stock-rule performance table. Our 

experin1ental result shows that the sorted pairs can help to make a profit. 

Lastly, we considered investn1ents when we evaluate stock-1ule pairs. Currently, 

all trading rules do not consider investn1ents . However, different investn1ents 

influence returns . Such as , when investment is one thousand dollars, a n1onthly 

return n1ay be two per cent, but, when investment is one n1illion dollars , the 

n1onthly return n1ay be not two per cent even if all other conditions are the same. 

Figure 1.1 shows the relationship of our work among stock market trading 

workflows. It makes stock trading becmne more intelligent and profitable. 
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Figure 1.1 The stntcture of systen1 trading process in stock markets and the 

functions of the systen1 in this dissertation (shadow parts) . 
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1.5 Structure of the Thesis 

Organization of this dissertation 1s as follows. In chapter 2, we introduce 

background and related work on technical trading rules. 

Chapters 3 to 6 form the core of this dissertation. Chapter 3 demonstrates domain 

driven concepts and related applications. Chapter 4 describes in-depth data 

mining method and an instance. Chapter 5 presents optimal algorithms including 

genetic algorithms, robust genetic algorithms, fuzzy set literal output and 

multiple criteria evaluation metrics. Chapter 6 collects some applications about 

these problems and solutions which are genetic algorithms, robust genetic 

algorithms, in-depth sub-domain, ranking stock-rule pairs and the relationship 

between investments and the number of stock-mle pairs. Chapter 7 evaluates the 

results and Chapter 8 summarizes the conclusions and previews future work. 

In this dissertation, all experiments were implemented in the same computer 

conditions: Laptop DELL Latitude D600, CPU IBM (M) l.3G Hz, 512M RANI, 

30G Hard disk, Windows 2000 English version, Borland C++ Builder 6.0. [Lin 

et al 2004a] [LINLIONLINE]. 
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Chapter 2 Context 

To conduct our research, firstly, we need to specify an appropriate universe of 

trading rules from which the current trading systems may have been applied. In 

stock markets, when brokers or dealers want to buy or sell a share, some of them 

will depend on a technical trading rule. Robert Edwards and John Magee 

[Edwards et al 1992] defined technical trading rules as "the science of recording 

the actual history of trading (price changes, volume of transactions, etc.) in a 

certain stock or in "the averages" and then deducing from that pictured history 

the probable future trend." 

In the first step, we should introduce some notations for the thesis being 

completed. 

2.1 Data 

Definition 2.1 Data. Values (numerical or literal) collected through record 

keeping or by polling, observing, or measuring, typically organized for analysis 

or decision making. More simply, data is facts, transactions and figures. 

In this dissertation, the data is stock market exchange intraday order book 

information. The order record includes: order type (Bid/Ask/Trade), date 

(YYYYMMDD), time (HH:MM:SS), price, volume, and two character flag. See 

Figure 2.1. 

In this dissertation, the stocks (shares) are randomly selected from Australian 

Stock Exchange (ASX). For commercial confidential reason, we only give the 

meaningless codes for these selected stocks: AOl, A02, A03, A04, A05, B06,B07, 

BOS, C09, ClO, CI l, Fl2, Fl3, 014, 115, Jl6, Ml7, MIS, Ml9, M20, 021, P22, 

Q23, Q24, S25, S26, S27, T28, T29, \V30, W31, W32 and \V33, totally 33 shares 

numbered from l to 33 respectively. Time period is five-year intraday order book 

on-market data, from 199810 l 0 l (l January 1998) to 20021231 (31 December 
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2002). The reason for not se lecting other stocks is they may not have the 

everyday intraday data during the whole five years or randomly 1nissed [SIRCA]. 

In different experin1ents, the ti1ne period may be different. 
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Figure 2.1 The exan1ple of intra-day order book data forn1at (stock code "AO 1 ") . 

Definition 2.2 Data Mining is more or less a collection of different techniques 

and tools for various types of data. [Jaeger et al, 1996]. These techniques and 

tools can be used as inforn1ation extraction activities whose goal is to discover 

hidden facts contained in databases. Using a con1bination of 1nachine learning, 

statistical analysis, modeling techniques and database technology, data mining 

finds patterns and subtle relationships in data and infers n1les that allow the 

prediction of future results. Typical applications include market segmentation, 

custon1er profiling, fraud detection, evaluation of retail promotions, and credit 

risk analysis. '\ 

Definition 2.3 Data Mining Method. Procedures and algorithms designed to 

analyze the data in databases. It is using computer technology to find some rules 

or suggestions from a great deal of data, and these rules and suggestions exist in 

some special data don1ains. 

Definition 2.4 Training Data . A data set used to estimate or to train a model. 
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Definition 2.5 Testing Data. A data set independent of the training data set, used 

to fine-tune the estimates of the model parameters (i.e., weights). 

Definition 2.6 Bootstrapping. Training data sets are created by re-sampling with 

replacement from the original training set, so data records may occur more than 

once. In other words, this method treats a sample as if it were the entire 

population. Usually, final estimates are obtained by taking the average of the 

estimates from each of the bootstrap test sets. 

Definition 2.7 Order Book. Order book is a file which records all the data of the 

stock market since the first date of trading (ASX]. It includes all orders (ask 

orders, bid orders, modified orders, deleted orders). For each order, it includes 

order id, share code, broker id, date, time, price, volume, bid/ask flag, house and 

correlative flags, etc. 

Definition 2.8 Market Return. The return of the market portfolio. 

Definition 2.9 l\larket Index (Index). A charted index intended to gauge price 

changes in the overall market. 

In this dissertation, we specially refer to the order book of a stock market, it 

keeps: share name, trading date and time, trading price, volume, value, buyer 

house, seller house, the best bid/ask price at the trading time, etc, during the past 

time period. All this data is offered by AC3 [AC3], CMCRC (CMCRC] and 

SIRCA [SIRCA]. 

2.2 Technical Trading Rules 

Definition 2.10 Technical Trading Rules. [Achelis 1995] [Robert 1999] 

Technical trading rules are used by financial market traders to assist them in 

determining their investment or speculative decisions. These rules can be based 

on either technical or fundamental analysis. This thesis considers only rules 

based on technical indicator. A technical indicator is a mathematical formula that 

transforms historical data on price and/or volume into a single number. These 
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indicators can be combined with price, volume or each other to form trading 

rules. 

Definition 2.11 Technical Analysis. Technical Analysis is the study of price 

changes, rates of change, averages, volume, and open interest of futures markets 

and trends. [Investionary] 

So, sometimes, we also say the technical trading mies are based on technical 

analysis. 

2.2.1 Simple l\foving Average (SMA) 

Moving averages (MA, see Figure 2.2) are used to identify trends in prices. A 

Moving average is simply an average of current and past prices over a specified 

period of time. An MA of length B is calculated as 

I 0-1 

MA,(B) =-LP; e i=O 

(2.1) 

Where 

ve E {I,2,3, ... }. 

By smoothing the short-term fluctuation or noise in the price series, the MA is 

able to capture the underlying trend in the price series over a time period. An MA 

can be used to formulate a simple trend-following rule also referred to as a 

momentum strategy. 

A simple MA rule can be constructed by comparing the price to the near past 

average price. We can use a binary function to formulize it as: 

{
> 0, l 

S(E>), = P, -MA, (B) 
::;; 0, 0 

(2.2) 

The function S(E>), will return a zero or one corresponding to a buy or sell signal 

respectively. 
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Figure 2.2 Sin1ple moving average nlles . 

In Figure 2.2, an alert signal is generated, when the price is crossover the average 

pnce. 

2.2.2 Filtered Moving Average (FMA) 

For removing some noisy signals, sometimes, we need to check whether the 

signal is a noise or not. So, we can ren1ove the noise through adding a filter. 

Filtered Moving Average (FMA, see Figure 2.3) is adding onef arameter more 

Fix Band (d), the equation ofFMV is: 

{
> 0, 1 

S(8) , = P, - (1 + d,_1 )MA, (B) 
::; 0, 0 

(2.3) 

That means, when the price is higher/lower d per cent than the average price 

during the past B day, it generates a Buy/Sell alert signal. 
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Figure 2.3 Filtered moving average rules. 

In Figure 2.3 , an alert signal is generated when the price is higher/lower a certain 

percentage of the average price. Otherwise, the crossover is ignored. 

2.2.3 Enhanced Moving Average (EMA) 

Enhanced Moving Average [Robert 1999] cross-over nlles are one of the most 

popular and common trading nlles discussed in the technical analysis literature . 

The standard moving average n1le, which utilizes the price line and the moving 

average of price, generates signals. In an uptrend, long commitmdnts are retained 

as long as the price trend remains above the n1oving average. Thus, when the 

price trend reaches a top, and turns downward, the downside penetration of the 

moving average is regarded as a sell signal. Similarly , in a down trend, short 

positions are held as long as the price trend remains below the moving average. 

Thus, when the price trend reaches a bottom, and turns upward, the upside 
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penetration of the movmg average is regarded as a buy signal. There are 

numerous variations and modifications of this rule. 
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Figure 2.4 Enhanced Moving Average in ASX for all stocks (Oct 2004 to Oct 

2005 intra-day data). 

We examine several of these. For example, more than one moving average (MA) 

can be used to generate trading signals. Buy and sell signals can be generated by 

crossovers of a slow moving average (long term) by a fast moving average (short 

term), where a slow MA is calculated over a greater number m of days than the 

fast MA. The moving average for a particular day is calculated as the arithmetic 

average of prices over the previous n days, including the current day. Thus, a 

fast moving average has a smaller value of n than a slow moving average. There 

are two types of "filters" we impose on the moving average rules. The filters are 

said to assist in filtering out false trading signals (i.e., those signals that would 

result in losses). The fixed percentage band filter requires that the buy or sell 
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signal exceed the moving average by a fixed multiplicative an1otmtb. We record 

the MA (n,m ,b) 

When fast moving average is higher than slow n1oving average, then generating a 

"BUY" alert; else, when fast moving average is lower than slow moving average, 

then generating a "SELL" alert (see Figure 2.4 [ASX] and Figure 2.5) . 
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Figure 2.5 Enhanced moving average in ASX stock market data mining (year 

1998-2002 inter-day data). 

2.2.4 Channel Break-Outs 

A channel (son1etimes referred to as a trading domain) can be said to occur when 

the high over the previous n days is within x per cent of the low over the previous 

n days, not including the current price (See Figure 2.6). Channels have their 

origin in the "line" of Dow Theory which was set forth by Charles Dow around 

the beginning of the last century. The rules we develop for testing the channel 

break-out are to buy when the closing price exceeds the channel , and to sell when 
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the price moves below the channel. Long and short positions are held for a fixed 

nun1ber of days . Additionally, a fixed percentage band can be applied to the 

channel as a filter. 
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Figure 2.6 Channel break-out rules. 

2.2.5 Filter Rules 

.!.J 
.. f2/o6/2oos :;: :49: 57 i=· ~1E 

The standard Filter rules (see Figure 2.7) were defined as : 

An x per cent filter is defined as follows : If the daily closing price of a particular 

security moves up at least x per cent, buy and hold the security until its price 

n1oves down at least x per cent from a subsequent high, at which time 

sitnultaneously sell and go short. The short position is n1aintained until the daily 

closing price rises at least x per cent above a subsequent low at which time one 

covers and buys. Moves less than x per cent in either direction are ignored. [Ball 

1978] 
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The first item of consideration is how to define subsequent lows and highs. We 

do this in two ways. As the above excerpt suggests, a subsequent high is the 

highest closing price achieved while holding a particular long position. Likewise, 

a subsequent low is the lowest closing price achieved while holding a particular 

short position. Alternatively, a low (high) can be defined as the most recent 

closing price that is less (greater) than the e previous closing prices. Next, we 

expand the universe of filter rules by allowing a neutral position to be itnposed. 

This is accon1plished by liquidating a long position when the price decreases y 

per cent frmn the previous high, and covering a short position when the price 

increases y per cent fron1 the previous low. Following BLL [Brock et al, 1992] , 

we also consider holding a given long or short position for a pre-specified 

nun1ber of days effectively ignoring all other signals generated during that titne . 

[Richard 1988] 
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2.2.6 Support and Resistance 

The notion of support and resistance is discussed as early as in Wyckoff, 1910 

[Ryan et al 1999] and tested in BLL [William et al 1992] under the title of 

"trading domain break". 
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Figure 2.8 Definition of support and resistance. 

ml4$t9clslv'iJrk!JJ?i!~f,Mitfjng Qptfmjza~jon - 4.Sype~rt agd IJ~,~ist ... ~~11) 
Eile Ir adin•;J rules t:!.elp 

. G:?l Q la! a~ l ~ . '?{] j ~~ :rlli I :3D l ~I f4~~;1~J~opo~ort ·a;~ld ·R~-~ i~ta~o~:~ =::~· . id 
iijJ~I.~J ~ ~ ·"'(l ~J F:unning time:( 0 OO)(s) 

1 ~. ~~~=: ~ ' i 
L. ll._o r 'TII::r 

12.ES L.f=! . .. " ' 

12.525 
BU'/ > 

12.4 ~:;ELLD 

12.275 

12.15 

12.025 

11 .9 

11.775 

11.65 
20010102 

11 C:·')i=: 

~ .(J 

· r~~~~rr~
20010105 20010110 2001011 E; 20010119 2001 0125[501 :3) 

4. s;~PP•Jrt -~r~d Re;stan( !Stc;·~f~-Code 1315lii/2oi55 .. i T!o4-~3~--~~ 

Figure 2.9 Support and resistance rules. 
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A simple trading rule based on the notion of support and resistance (S&R, see 

Figures 2.8 and 2.9) is to buy when the closing price exceeds the maximum price 

over the previous n days, and sell when the closing price is less than the 

minimum price over the previous n days. Rather than base the mies on the 

maximum (minimum) over a prespecified domain of days, the S&R trading rules 

can also be based on an alternate definition of local extrema. That is, define a 

minimum (maximum) to be the most recent closing price that is less (greater) 

than the e previous closing prices. As with the moving average mies, a fixed 

percentage band filter, and time delay filter. Also, positions can be held for a pre-

specificd number of days. 

2.2.7 Other Trading Rules 

In this dissertation, we have done all experiments on the above six rules. The 

data is based on the Australian Stock Exchange (ASX) order book data during 

01/01/1998 (I January 1998) to 31112/2002 (31December2002). 

There are some other trading rules, such as abnormal return, on-balance volume 

averages and benchmark. These rules will be inserted in F-TRADE in the future 

work. 

In this dissertation, we presented the trading mles include: Enhanced Moving 

Average, Filter rules, Channel-break-out, Simple Moving Average, Filtered 

Moving Average and Support & Resistance [see Chapter 2] numbered from 

"Rule I" to "Rule 6" respectively. 

2.3 Evaluation Criteria 

Most traders and researchers in stock market want to make a profit and a high 

return at low risk, so the evaluation criteria should include profit, return, risk and 

Sharpe ratio. Sometimes, a return includes a profit, so in this dissertation, we 

only consider one of them because the result is almost the same of the two 

criteria. 
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2.3.1 Profit 

Definition 2.12 Profit. [Investopedia] The same as net-income: total earnings 

deducting expenses. In other words, profit is the money a business makes after 

accounting for all the expenses. Profit is the goal of every company. 

However, when we mentioned the profit, we ignored the sizes of investments, so 

it did not reflect the real reward. Most finance experts use return as the criterion 

to compare the performance for different algorithms and stocks, so we also used 

the return as the evaluation metrics through this dissertation except mentioned by 

other metrics (sometimes, Sharpe ratio is used for considering both the return and 

the risk). 

2.3.2 Return 

Sometimes, we should consider the profit to the sizes of investments. So the 

return is important and more applicable than profit. 

Definition 2.13 Return (One-step Return). [Thomas et al 1998] 

R = y(t) - y(t -1) 
y(t -1) 

y(t) is the trading price at time t. 

A common variant is the log-return ( R ). 

R =log I y(t) I 
I y(t -1) I 

(2.4) 

(2.5) 

The log-returns are often used in academic research while the former version is 

most common in the trading community. If the natural logarithm is used, the two 

measures are very similar for small changes, since In(!!..) - !!.. _ t = a -b. 
b b b 

Since the last century, there have been about one hundred trading mies, such as: 

moving average, channel break-out, filter rules, support & resistance, on-balance 

volume averages, etc [Ryan et al I 999][Investopedia]. 
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Definition 2.14 Index Return. 

IR= l(t)-1(1-1) 
J(t -1) 

(2.6) 

l(t) is the market index at time t. IR reflects the whole market performance and 

return. Generally, t -1 is the first day of a month or a year, and t is the last day 

of a month or a year. 

2.3.3 Sharpe ratio 

In stock market trading, most investors want to get more profit and return but 

take less risk. Yet. the profit and risk often contradict each other. For example, if 

a trader wants to get a higher return, he will take more risk. The evaluation 

criteria also include Sharpe ratio (SR), which considered both return and risk. 

Sharpe ratio is derived by William F. Sharpe. [Investopedia] 

Definition 2.15 Risk. The chance that an investment's actual return \Viii be 

different than expected. [Pratt 1964] 

This includes the possibility of losing some or all of the original investment. It is 

usually measured by using the historical returns or average returns for a specific 

investment. 

Definition 2.16 Sharpe ratio. It is calculated by subtracting the risk free rate 

from the rate of return for a portfolio and dividing the result by the standard 

deviation of the portfolio returns. 

(2.7) 

where R" is Expected portfolio return, R, is Risk free rate and o-Pis portfolio 

standard deviation. The Sharpe ratio tells us whether the returns of a portfolio are 

because of smart investment decision or a result of excessive risk. When SR is 

higher, it means one can get more return with less risk. So through this 

dissertation, when we say a stock is better we mean its SR is higher than others 

unless otherwise mentioned. 
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2.4 In-San1ple and Out-of San1ple Data Set 

The technical trading rules are not only used to analyze the historical data, but 

n1ostly also used for predicting purpose in the future, so we should consider its 

predictive ability for the future trading. One reasonable method is dividing the 

data set into two subsets: in-sample set and out-of-satnple set. We train the data 

mining algorithm to get parameters in in-sample set, and keep the paran1eters in 

out-of-san1ple set to test, evaluate and verify it. Now, we give their definitions. 
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Figure 2.10 The paratneters are detern1ined by in-san1ple (training) set, and the 

output evaluation is come from out-of-san1ple (testing) set. 
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Definition 2.17 In-Sample Set (see Definition 2.4 Training Data). A data used 

to estimate or train a model. It is used to find the trading rules. 

Definition 2.18 Out-of-Sample Set (see Definition 2.5 Testing Data). A data 

set independent of the in-sample data set, used to fine-tune or evaluate the 

estimates of the model parameters. 

In this dissertation, the in-sample data set is set one-month period order book 

data, and out-of-sample data set is just consecutive one-month order book data 

except mentioned differently. 

The strategy is that we use the in-sample data to train and find the trading rules, 

and, to evaluate the performance in the out-of-sample data set, so that the result 

can be used in the future trading prediction. (See Figure 2.10). 

The parameters in Figure 2.10 are derived from in-sample set and kept to get an 

output directly from out-of-sample set. The results of in-sample set and out-of-

sample set can be clarified in Figure 2.10. The Sharpe ratio of in-sample set and 

out-of-sample set are 0.107 and 0.076 respectively. 

Definition 2.19 In-Depth 1\lining [Cao et al 2005] refers to a further mining 

either on existing patterns/rules or in selected/refined data sets. 

Definition 2.20 Sub-Domain is a subset of a domain. Here, after we remove 

some part(s) of domain, only keep a subset of domain, in which the output result 

is optimized. For example, we can get a more profit or lower risk in this subset. 

2.5 Summary 

In this chapter, we explained and introduced the related notations, definitions, 

concepts, data, environments, conditions, technical trading rule and backgrounds 

of the project including both computer science and finance so as to make this 

thesis completed. 
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Firstly, we gave a brief introduction about the order book data, all the 

experiments in this dissertation are based on the order book data. 

Secondly, we mentioned the technical trading mies. These mies are presented by 

previous domain experts and proved profitable and predictable [Ryan et al 1999] 

[Cao et al 2005]. Our research is based on the trading rules and more applications 

are further developed, for example, domain driven data mining technology and 

applications, robust genetic algorithms and the relationship between the sizes of 

investments and the number of stock-rnle pairs, all of these will be introduced in 

the rest chapters. 

Lastly, we described the criteria and related concepts, such as: Sharpe ratio, 

market index return, in-sample set and out-of-sample set, etc. These will be used 

to evaluate the performance of the system and compared to other systems. 
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Chapter 3 Do1nain-Knowledge Integrated 

Applications 

Data mining algorithms must fit application domain so that it can improve 

performance. However, for data mining applications, on the one hand, developers 

put their complex business logic in the domain model, which makes the data in 

the database pretty simple, and creates a model in which to "get" to the business 

value we have to go through the domain model. On the other hand, business 

executions want I crave I require "ad-hoc" reporting, with the degree of "ad-hoc-

ness" varying from simple reports to data warehouses. However this is 

impossible to use one domain model supports all of the complex logic. [Eric 

Evans, 2004] 

3.1 Problems 

Traditional data mmmg 1s a data-driven trial-and-error process where data 

mining algorithm extracts patterns from data according to some models [Mihael 

2002]. It targets fully automated mining process, algorithms and tools. A data 

mining system is expected to be an automated tool \vithout human involvement 

and the capability to adapt to external environment constraints. 

Unfortunately, data mining in the real world is highly constraint-based [Ng et al 

1998]. Real-world patterns interesting to business are often hidden in a large 

quantity of data with complex data structures and source distribution (data 

constraints). The real-world business process, problems and requirements are 

often tightly embedded in domain-specific inforn1ation and expertise (domain 

constraints). Nonetheless, most of mined patterns would not be interesting or 

actionable to business even though the patterns are sensible to research, or there 

exists interestingness conflicts between academia and business (interesting 

constraints). Furthermore, the rules automatically discovered from domain-
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specific data often do not make sense to real business process or regulations, or 

the rules must be integrated with other business rules so that the rules can be 

deployed into real life (rule constraint). 

To solve the above mentioned constraints in the real world, it is essential to bring 

n new supports to existing data mining methodologies. Some real experience and 

lessons learned in artificial intelligence and pattern recognition have taught us 

the significance of the involvement of domain knowledge and even domain 

experts in solving complex real world problems. Similarly, in order to 

effectively mine and deploy interesting patterns from the aforementioned 

constraint-based context, the involvement of domain knowledge and experts and 

the consideration of constraint are essential for knowledge discovery in complex 

business data and analyzing domain-specific problems. Combining these two 

aspects, we feel it is crucial to develop a new data mining methodology for 

advising the process of real world data analysis and evaluation and refinement of 

mining results in a more effective way. This leads to the domain-driven in-depth 

pattern discovery (DDID-PD) framework. 

The key ideas of the DDID-PD framework include (1) dealing with constraint-

based context, (2) mining in-depth patterns, (3) supporting human-machine 

cooperative knowledge discovery, and (4) viewing data mining as a loop-closed 

iterative refinement process. Handling constraint-based context can improve the 

quality and effectiveness of data mining by extracting and transforming the 

domain-specific datasets in terms of guides taken from domain experts and their 

knowledge. 

In-depth pattern mining can discover more interesting and actionable patterns 

from domain-specific perspective. In this framework, data mining and domain 

experts complement each other on an in-depth granularity via an interactive 

interface. The involvement of domain-specific data mining techniques and 

reduction of the complexity of the knowledge producing process can be 

implemented in real stock markets. A system following the DDID-PD framework 
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can embed effective supports for domain knowledge and experts' feedbacks, and 

refine the lifecycle of data mining in an iterative manner. Therefore, DDID-PD 

can benefit the real-world knowledge discovery of more interesting and 

actionable patterns from specific domains compared with current data-driven 

data mining methodology. 

3.2 Domain Driven 1\-Iodel 

3.2.1 Related Concepts 

The domain-driven 1s a new concept still m discussion, so we give some 

definitions. 

Definition 3.1 lluman-1\fachine Cooperation. [Cao et al 2005] The in-depth 

pattern discovery is conducted under the cooperation of business analysts and 

data analysts. 

Definition 3.2 Domain-Driven Pattern Discovery. [Cao et al 2005] It is not 

only a data-driven trial-and-error process, but rather a highly domain-dependent. 

It gets involved in domain expertise and constraints in a human-machine 

cooperation context. 

Domain experts should object to terms or structures that are awkward or 

inadequate to convey domain understanding; developers should watch for 

ambiguity or inconsistency that will trip up design. 

3.2.2 Model 

Using a proven set of basic building blocks along with consistent language brings 

some sanity to the development effort. This leaves the challenge of actually 

finding an incisive model, one that captures subtle concerns of the domain 

experts and can drive a practical design. A model that sloughs off the superficial 

and captures the essential is a deep model. This should make the software more 

in tune with the way the domain experts think and more responsive to the user's 

needs. [also see Twocrows] 
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Traditionally, re-factoring is described in terms of code transformations with 

technical motivations. Re-factoring can also be motivated by an insight into the 

domain and a corresponding refinement of the model or its expression in code. 

Sophisticated domain models are seldom developed except through an iterative 

process of re-factoring, including close involvement of the domain experts with 

developers interested in learning about the domain. 
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Figure 3.1 Domain-driven model designing. 
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These patterns cast widely held best practices of object-oriented design in the 

light of domain-driven design. The patterns guide decisions to clarify the model 

and to keep the model and implementation aligned with each other, each 

reinforcing the other's effectiveness. Careful crafting the details of individual 
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model elements gives developers a steady platform from which to apply the 

modeling approaches. 

Figure 3.1 shows the DDID-PD model in the system, and Figure 3.2 shows the 

layered architecture. Figure 3.3 shows the process of data mining process. 

Figure 3.2 Layered model. 
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Figure 3.3 Domain-driven data mining process. 
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In designing a large system, there are so many contributing components, all 

complicated and all absolutely necessary to success, that the essence of the 

domain model, the real business asset, can be obscured and neglected. 

3.3 Human-l\Iachine Interface 

3.3.1 Domain Knowledge Database 

For any data mining systems, domain knowledge becomes more and more 

important in improving efficiency and effectiveness, because it can reduce 

unnecessary computation and search. In stock markets, expert experiments are 

also very important to finding optimal parameters, stocks, rules, etc. Because the 

experts in different fields have different kind of knowledge, the best method to 

integrate domain knowledge into a system is human-machine interface. 

For a system to satisfy all different users, the human-machine interface is one 

simple and actionable method for overcoming the problems in a single system, it 

pem1its different users to select different parameters and interface to solve their 

own problems. 

Table 3.1 The structure of domain knowledge database and some instances. 

Parameter name Default Lower bound of Upper bound of 

Short run 10 l 50 

Long nm 40 20 100 

Signals per year - 20 150 

Fix BandX 0.1 0.0 1.0 

The structure of domain knowledge database (see Table 3.1) is concentrated on 

parameters. Most of the data in this database is a relational formula. The data 

come from expert experiences, domain constraints and feedback of system output. 

A parameter can be of trading rule or not, such as the size of in-sample set, the 

size of out-of-sample set, and the sizes of investments. 
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Sometimes, for a parameter, we do not know the default value, lower bound or 

upper bound value, or some of them, we can ignored it or set it as the 

smallest/biggest value for lower/upper bound. For example, Long run of a 

moving average, default value is 50 (we have not any experience for it), lower 

bound is l (we have any experience for it), and upper bound is 50 (expert 

experience). 

After we embedded the domain knowledge data base into the system, it improves 

not only efficiency but also effectiveness. Moreover, it can remove useless 

domain. 

Figure 3.4 shows domain knowledge operations. 

Thing Type 

Knowledge Level 

Operational Level ~-~-~ 
Thing 

Figure 3.4 Knowledge level and operational level. 

3.3.2 Human-1\fachine Interface and Domain Knowledge Integration 

In stock market data mining, domain knowledge is various, trading rule name, 

parameters for each trading rule, stock names, time duration for every stock, the 

size of in-sample set and out-of-sample set, the number of generation of GA. If 

all of these we compute by enumerate algorithm, the execution time and memory 

may be a terrible disaster. However, if experts have already known some of them, 

or even a sub-domain of them, such as the in-sample data size is 9 months from 

Jan l to Oct I, 2002 and out-of-sample data size is 3 months from Oct 1 to Dec 

31 for year 2002, stock name is W30. 111is result is computed by our system and 

can be added into domain knowledge data base to improve efficiency. It helps 

users to improve performances. 
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Figure 3.6 The user-interface which can be integrated with do~ain knowledge 

(ASX index). 

In Figure 3.6, the in-sample and out-of-sample ranges come fron1 domain 

knowledge data base. (See Figure 3.5.) 
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Figure 3.6 shows the hun1an-machine interface, it 1nakes the systen1 more 

convenient and efficient, such as, setting sn1aller range and 1nore reasonable 

paran1eters. Figure 3. 7 shows the output of the systen1. 
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Figure 3.7 The result for the optimized in-sample and out-of-sample data set. 

(Moving average) 

Further, domain knowledge includes both expert experience and feedback of the 

system output. Domain knowledge is accumulated automatically into the 

knowledge database, such as, the better stock-rule pairs, length o!Zin-sample data 

set, length of out-of-sample data set, fix-band size, delay-day, hold-day, long nm 

and short run, etc. An effective database improves the performance by setting a 

default value for each paran1eter. 
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3.4 Summary 

If the design, or some central part of the design, does not map to the domain 

model, that model is of little value, and the result of the system is worse, such as 

inefficient or ineffective. At the same time, complex mappings between models 

and design functions are difficult to understand and, in practice, impossible to 

maintain as the design changes. 

In stock market data mining, domain know ledge is most important as well, 

especially for different type of investors: scholars, researchers, dealers, brokers 

and market managers, who have different targets and different knowledge. It is 

difficult and impossible for a general computer system to deal with all the 

problems investors face to, so a domain-driven system is essential and necessary. 

In this chapter, a Domain-Driven Model architecture and process are introduced 

and some experiments are given. With domain expert knowledge, the 

performance of the system can be improved and verified. Moreover, the domain 

database can be accumulated from expert experiences and system feedback 

automatically. 
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Chapter 4 In-Depth Pattern Discovery and Related 

Applications 

4.1 Fundamental Concepts 

Businesses which rely on queries, reports and OLAP (On-Line Analytical 

Processing) systems often consider these activities to be data mining; but, at best, 

the queries, reports and OLAP systems are only the first step. The businesses nm 

into trouble when they try to generalize from the information they've uncovered 

and use the information as a guide to future behavior. A description is not the 

same as a prediction. 

Data mining uses a variety of data analysis tools to discover patterns and 

relationships in data that can be used to make reasonably accurate predictions 

[CRISP-DM]. It is a process, not a particular technique or algorithm. I want to 

emphasize that the goal of data mining is prediction, generalizing a pattern to 

other data. Exploring and describing the database is merely the starting point. 

The traditional approach falls short on several counts when it comes to making 

useful predictions. First, the· analyst may fail to select the most appropriate 

attributes (columns in the database). It may be easy to decide that annual 

purchases are a more significant number than customer ID; but when you're 

dealing with 5 million cases, each of which has 200 attributes, it is extremely 

difficult to identify everything that is important. 

As database structure grows increasingly complex (e.g., 50 million cases each 

with 2,000 attributes) [Cao et al 2005], it becomes virtually impossible for any 

individual to know the data well enough to say with confidence which variables 

affect behavior. The difficulty is exacerbated by the fact that the best predictors 

may not be individual attributes, but rather a combination of attributes. 
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Because data mining is essentially an iterative process, quantitative results go 

through a reality check and are revised as needed until a meaningful predictive 

model evolves. The knowledge of the domain expert guides the analysis of the 

data and the manipulation of variables. 

Data mining also addresses another failing of the descriptive approach. Even 

after a pattern is unearthed through a series of queries, the analyst can't be sure 

whether that pattern holds tme for anything other than the collection of data used 

to find it. The analyst may try to identify potential buyers of a certain product 

after building a profile of customers who have already bought that product, but 

will this profile apply to people who are not yet customers? 

For example, analysis may show that 75 per cent of purchasers for a certain retail 

product are male. Therefore, the retailer decides to target men as the likeliest 

potential buyers in the future. However, if the store's overall customer 

distribution is 75 per cent male and 25 per cent female, there's not much new 

information in the fact that 75 per cent of this particular product's buyers are 

male. Data mining might reveal that education and age are better predictors of 

buying behavior than gender. Perhaps this product will be especially popular 

with a particular demographic segment of women, implying a very different 

promotional strategy than initially planned. 

Data mining methodology, on the other hand, tries to verify that the patterns you 

find can be used for prediction (i.e., that the patterns are applicable beyond the 

original database). It does this using a variety of techniques, such as dividing the 

database and developing a predictive model on one portion that is then tested on 

the other portion. Data mining can assess both the mathematical accuracy and the 

potential costs and revenues of a particular predictive pattern. (If it costs $100 

each to reach the ideal buyer for your $25 product, you might want to modify 

your marketing plan.) 

Clearly, there is more to data mining than just summarizing and querying the 

database, but running algorithms should only require I 0 to 20 per cent of a 
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project's time and resources. The bulk of the effort needs to be spent on data 

preparation, which includes building the data mining database, exploring the data 

and transforming the data for mining. As predictive models are generated, the 

models need to be evaluated to ensure that the models are meaningful. The 

ultimate results can be very rewarding. 

Existing association mle mining algorithms are specifically designed to find 

strong patterns that have high predictive accuracy or correlation. Many useful 

patterns, for example, out-expectation patterns with low supports, are certainly 

pmned in these mining algorithms. This chapter introduces our research 

developing novel theories, techniques and methodologies for discovering hidden 

interactions within data, such as class-bridge mies and out-expectation patterns. 

These patterns are essentially different from traditional association mies, but are 

much more useful than traditional ones to applications such as cross-sales, trend 

prediction, detecting behavior changes, and recognizing rare but significant 

events. This delivers a paradigm shift from existing data mining techniques. 

[Zhang et al 2005] 

In the DDID-PD framework, a collection of concepts are proposed in terms of 

applicable requirements from the real world. These concepts bring either new 

ideas or deep things into the existing data mining framework, and enhanced the 

efficiency and effectiveness of real-world data mining. 

Definition 4.1 Generic Pattern. [Cao et al 2005] Referring to patterns 

automatically discovered by data mining models while taking little consideration 

of business requirements and interestingness. 

Definition 4.2 In-Depth Pattern. [Cao et al 2005] Referring to patterns which 

are highly interesting and actionable in business decision-making. These patterns 

arc created through refining model or tuning parameters to optimize generic 

patterns; these patterns may also be directly discovered from data set with 

sufficient consideration of business requirement and constraints. 
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In-depth patterns are not only interesting to data miners, but also to business 

decision-makers. In the afore-mentioned trading strategies, more actionable 

trading strategies can be found via model refinement or parameter tuning. 

4.2 DDID-PD Process l\fodel 

The components of the DD ID-PD framework are shown in Figure 4.1. [Cao et al 

2005] The lifecycle of DDID-PD is as follows (the sequence is not rigid, some 

phase may be bypassed or moved back and forth in a real problem). 

Pl . Problem understanding and definition; 

P2 . Data understanding; 

P3 . Data processing; 

P4. Modeling; 

PS. Results evaluation; 

P6. Based on feedbacks and progress of the phases from P2 to P5, it is quite 

possible that each phase may be iteratively reviewed starting from Pl via the 

interaction with domain experts in a back-and-forth manner for the refinement of 

mining results; 

P7. Results post-processing; or 

P6' : In-depth modeling on the mined results where applicable then going to P7; 

P8. Going back and reviewed phases from P2 on may be required; 

P9 . Deployment; 

Pl 0. Knowledge and report delivery. 
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Figure 4.1 Domain-Driven In-Depth pattern discovery process models. 

The DDID-PD process highlights four highly correlated ideas that are critical for 

the success of a data mining process in the real world. The four ideas are (1) 

constrained-based context, multiple types of constraints widely exist in the 

domain problem and its analysis objectives; (2) in-depth pattern mining, another 

round of modeling on the first-round results may be necessary for mining 

patterns really interesting and applicable to business; (3) human-cooperated 

interactive knowledge discovery, the involvement of domain experts and their 

knowledge and the interaction between experts and mining system in the whole 

process are important for effective execution of the mining; (4) a loop-closed 

iterative refinement is the outcome of iterative refinement. 

The following sections outline them one by one. [Cao et al 2005] 

4.2.1 Constraint-Based Context 

In human society, everyone is constrained by either personal situations or social 

regulations. Similarly, advanced knowledge discovery and smart decision-

making need consider real-world aspects such as environmental reality, 

expectations and constraints in the real-world process. More specifically, the 

following four kinds of constraints play important roles in building an effective 

and efficient data mining system. The constraints consist of domain-specific, 

functional and environmental constraints, and form a constraint-based data 
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mining context [Ng et al 1998]. The constraints are: data constraints, domain 

constraints, mle constraints and interesting constraints. We give the explanation 

in the following. 

Data constraints: this is related to data quantity, data stmctures, data semantic 

complexity, data distribution, etc. 

Domain constraints: it involves domain type, domain knowledge, human 

capability and role, business process and workflow, characteristics, qualitative 

and quantitative hypothesis and conditions, etc. 

Rule constraints: it includes rule representation, rule explanation, mle 

interestingness to analytical goals, rule deployment in the integration with real-

world business process and environment, etc. 

Interesting constraints: this is driven whether by academic or industrial process 

and workflow, problem requirements and analytical goals, etc. 

All the above constraints may vary from domain to domain. The constraints may 

get involved in the whole process or only specific local process. 

4.3 l\lining In-Depth Patterns 

4.3.1. :Mining In-Depth Patterns 

Existing data mining algorithms, such as association mle mining or decision-tree, 

often generate a large number of patterns, but most of them either are redundant 

or do not reflect the true interestingness. This has hindered the deployment and 

adoption of data mining in the real applications. Taking trading rules in finance 

as an example, a trading rule, e.g. Moving average rule, usually implies millions 

of individual mies. However, most of them are not applicable for a specific 

business environment. Therefore, it is essential to further refine these rules so 

that more interesting and actionable rules can be discovered and recommended 

for more smart and effective decision-making. To overcome this disadvantage, in 

deploying data mining into the real world, we need to discover more interesting 
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and actionable mies based on a domain-specific problem and its business 

requirement. This leads to in-depth mining. 

In data mining applications, the involvement of domain knowledge and 

constraint are often necessary for conducting in-depth mining. More importantly, 

some appropriate in-depth mining techniques should be developed on the 

demand of a domain-specific problem. 

4.3.2 11 uman-Machine-Cooperated Interactive Knowledge Discovery 

Real-world data mining should be a human-machine-cooperated knowledge 

discovery process rather than an autonomous system. Domain experts consist of 

the center or an essential constraint of the data mining process via dynamic 

expert-model intersection. In fact, the experts and their knowledge play 

significant roles in the whole data mining process such as business and data 

understanding, features selection, hypotheses proposal, model selection and 

learning, and evaluation and refinement of algorithms and resulting outcomes. 

For instance, domain experts can narrow down the selection of features and 

models, and create high quality hypothesis and efficient constraints based on 

their domain knowledge, which effectively accelerates the mining process. 

Instead of producing patterns or knowledge directly from data, the domain-

driven data mining methodology allows domain experts and/or their knowledge 

to be front or center of the mining process, and interact with data integration, 

feature selection, interpretation of algorithms and resulting outcomes. For 

instance, domain experts can incorporate their knowledge into data and feature 

selection and constraint on business data and problems. This point may also be 

called as human-centered [Mihael 2002], human-involved, supervised or guided 

data mining. 

From above, domain-driven in-depth data mining supports in-depth analysis with 

the assistance of domain knowledge. Furthermore, the mining is actually the 

interaction between domain-expert and mining system. To support the dynamic 
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interaction, user-friendly human-machine interfaces are necessary. The interface 

from domain experts can be online and instantly embedded into the mining 

system and knowledge base on requirement, and refine tune the quality of final 

mined rules. This actually makes a data mining process and tool as highly 

interactive and dynamic rather than as fully automated as previously imagined. 

For this commitment, the knowledge base including expert systems, AI, PR and 

cognitive science needs to be involved. A good option is to build intelligent 

agents-based data mining platform to support user modeling, user interface, and 

so on. This is also called interactive mining. 

4.3.3 Loop-Closed Iteratil'e Refinement 

The data mining process and its system are closed rather than open, since it 

encloses iterative refinement and feedback of hypotheses, features, models, 

evaluation and explanations in a human-involved context. The real-world mining 

process is iterative because the evaluation and refinement of features, models and 

outcomes cannot be completed once but rather is based on iterative feedbacks 

and interaction during the whole process. 

The data mining process and its system are closed with iterative refinement and 

feedback of hypotheses, features, models, evaluation and explanations in the 

human-involved or -centered context It iteratively evaluates and tunes features 

and models based on feedbacks from and the involvement of domain experts and 

their knowledge, and the interaction with the domain problem. 

Specific data mining process needs to be designed for a particular problem. In the 

process, we may consider how to involve domain expert knowledge, feedbacks, 

fine-hming work, evaluation and modification in an iterative and incremental 

manner. 

To support the loop-closed iterative refinement, some appropriate human-

computcr interaction interface should be designed. 
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4.4 l\1ining Stock-Huie Pairs in Heal Stock l\'larkets 

4.4.1 Mining In-Depth Trading Rules (Sub-Domain) 

In stock market, since a long time ago, financial researchers have developed 

many trading mies to support traders' decision-making [Frenkel et al 2004). 

These mies actually indicate possible patterns hidden in stock markets [Leigh et 

al 2002). For example, the trading strategy Moving average (MA) actually 

indicates a correlated pattern between two features namely short-mn moving 

average and long-run moving average. The pattern MA is defined in Chapter 2. 

The in-depth pattern mining on existing trading mies aims to mine more 

actionable mies which can better serve traders' objectives. See Chapter 6.2. (We 

call the actionable mies "in-depth rules". Different combination of parameters is 

a different "model" (also called "mle"), but some of them are not actionable in 

future trading. Our purpose is to look for an actionable and profitable mle) 

This pattern actually consists of a large number of rules (we call them generic 

rules) from finance perspective, such as a group value of a parameter is 

actionable and profitable. However, traders do not know which rule is actionable 

for assisting in their specific trading decision. 
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Figure 4.2 The signals of one single best value for n1oving average and stock 

W33 intraday data from ASX. 
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Moreover, from the above Figures 4 .2 and 4.3 , the result is the best mathen1atical 

one, but it is not able to predict the future trading in market. So we itnprove it by 

considering the don1ain knowledge, such as , Sharpe ratio range, the nmnber of 

trades and return range, etc. See the improved result in Figures 4.4 and 4.5. 

See Figure 4.2 , Sharpe ratio 28 .251 is the n1axin1al value by mathematical 

formula. 
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Figure 4.4 The best sub-domain of moving average trading signals. 

However, it is a result of unreasonable and impracticable model (a combination 

of parameters is a model, also called a rule). For one-year trading, there are only 

three trading signals in January, but, no trading during the other \ 1 months. The 

reason is Sharpe ratio is a statistics value, sometimes , it can be a strange point. 

When some trading signals are equally distributed beside mean value, it may get 

a significant tnaximal value. In a real market, price changing trends cannot be 

regarded equally distributed around the mean value . Such as the example shown 

in Figure 4.2, the three signals are distributed equally. One-year model is decided 
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by one-month model, but the other 11 1nonths data are out of pattern. Moreover, 

we can see the profit in Figure 4.2 is only A$ 1.1 08, less than that of the model in 

Figure 4.3, whose profit is A$ 3.44. When a trading model is incorrect, the result 

is pointless and it cannot generate actionable or profitable signals out-of-san1ple 

set. 
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Figure 4.5 The best sub-domain of moving average. 

In order to find the optimized rules from the generic rules, genetic algorithm (GA) 

[Lin et al 2004a] and robust genetic algorithm (RGA) [Lin et ~I 2005c] and a 

human-machine interaction interface are developed so that financial experts can 

supervise the construction of some features dynan1ically and interactively to 

narrow down the search space. Taking the MA as an exan1ple, an in-depth nlle 

MA (4, 19, 0.033) is found in the in-sample data. The Sharpe ratio is greatly 

improved to positive scope compared with the generic results. This demonstrates 

that the in-depth mining with the involven1ent of domain knowledge can lead to 
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more interesting and actionable mies for trading support. (See Figures 4.4 and 
4.5.) 

4.4.2 Mining In-Depth Stock-Rule Pairs 

It is assumed that some trading mies are suitable for a cluster of stocks, while 

others are more effective to guide the trading of other stocks in the market. This 

hypothesis actually indicated whether there are correlations between trading mies 

and stocks. If yes, and if we can find the correlation, then it would be very 

helpful for guiding the real trading. 

Based on this hypothesis, we developed algorithm to search the in-depth 

correlations between trading rules and stocks in real stock data. The basic ideas 

of the Stock-Rule pair mining algorithms are as follows. 

(1) Mining in-depth rules for individual stock; 

For each security, a set of in-depth rules are discovered for each cluster of 

trading rules by the robust genetic algorithm (RGA). Furthermore, in-depth rules 

can be discovered from all classes of rules for all stocks respectively. As a result, 

a Stock-Rule set is found in which a trading rule is matched with one or multiple 

stocks. 

(2) Mining the highly Stock-Rule pairs; 

In the above step, multiple in-depth rules from different rule class may be found 

suitable for one stock. It is necessary to discover a highly correlated rule for a 

specific stock from the above resulting set. This leads to the most suitable rule 

for a stock, and forms a correlated Stock-Rule pair. 

(3) Refining and evaluating the Stock-Rule pairs. 

For finding the interesting and actionable Stock-Rule patrs, the assistance of 

domain experts and their suggestions are essential for the refinement and 

evaluation of pairs found in the above steps. 
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We have done the Stock-Rule pair correlation in ASX, the six rules (Simple 

moving average, Filter moving average, Enhanced moving average, Channel 

break-out, Filter rnlc, Support and resistance) and 26 stocks are tested in the 

system. The result is described in Chapter 6. From the result, we can get the 

relationship between the sizes of investments and return, the number of pairs and 
the sizes of investments. 

4.5 Summary 

In this chapter, some concepts of DDID-PD are defined. In the real world, 

correlated patterns interesting to business are often hidden in domain-specific 

data and constraint-based context. This often leads to the scenario as too many 

rules are mined while few of them are trnly interesting to business when using 

usual correlation mining techniques. Therefore, in-depth pattern discovery should 

be conducted on the domain-specific constraint-based context. To this end, we 

have done some experiment in the DDID-PD framework to guide the real-world 

data mining. The main phases and components of the DDID-PD framework 

(shown in Figure 4.1) include almost all phases of the well-known industrial data 

mining methodology CRISP-DM. while there are three big differences from the 

CRISP-DM (CRISP-DM]: (I) Some new essential components highlighted by 

thick rims, such as result post-processing and in-depth modeling. (2) In the 

DDID-PD, the phases of CRISP-DM highlighted by shadow are enhanced by 

dynamic interaction with domain experts and the consideration of constraints and 

domain knowledge. (3) The life cycle of the DD ID-PD is actually different from 

that of CRIPS-DM. 

Deploying the DDID-PD framework, the stock-rule pair in real stock market has 

been analyzed. It has been found that there are correlations between stocks and 

trading rnles based on the knowledge of financial experts. The experiment shows 

that the mined correlations ideas of DDID-PD framework are interesting and 
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actionable to real trading. The ideas of DD ID-PD can assist in mining interesting 

real-world patterns in an effective and efficient manner. 

59 



Chapter 5 Opti1nized Algorithms 

5.1 Standard Genetic Algorithm (SGA) 

5.1.l Background 

To set a parameter value of technical trading mies has a profound impact on the 

profitability of these mles. In order to maximize the profit, the parameter values 

must be chosen optimally. In this optimization problem, it is important to be 

aware of two issues. First, there are a great number of possible parameter values. 

Second, the profit surface is characterized by multiple optima. Genetic 

algorithms are very efficient and effective approaches to this type of problem. 

[Robert 1999] [O'Reilly 2005] [Aytug et al 2000] 

Efficiency refers to the computational speed of the optimization technique. 

Through a recombination procedure known as crossover, mutation and by 

maintaining a population of candidate solutions, the genetic algorithm is able to 

search quickly through the profitable areas of the solution space. Effectiveness 

refers to the global optimization properties of the algorithm. Unlike other search 

or optimization techniques based on gradient measures, a genetic algorithm 

avoids the possibility of being anchored at local optima due to its ability to 

introduce random stocks into the search process through mutations. Since a 

genetic algorithm is an appropriate global optimization method, it can be used to 

search for the optimal parameter values for trading rules. [Vose 1996] 

5.1.2 Solution 

Genetic algorithms are heuristic for function optimization, where the extreme of 

the function (i.e., minimal or maximal) cannot be established analytically. A 

population of potential solutions is refined iteratively by employing a strategy 

inspired by Darwinist evolution or natural selection. Genetic algorithms promote 

"survival of the fittest" [Vose 1999][ Neely et al 1996] [Nix et al 1992]. To 
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improve efficiency and keeping a near-optimal value, we present standard 

genetic algorithms to solve this problem [Robert 1999] [Davis 1987]. Algorithm 

5.1 is a standard genetic algorithm (we do not do any improvement on the 

genetic algorithm, so we call it standard genetic algorithms). 

P +- InitializePopulation(); 

Generation +- 3 

Population +- 3000 

Fix Band X +- 0.000 .. 0.100 

Long run+- I .. 100 

Short nm+- I .. 100 

Delay day +- 0 .. 30 

Hold day +- 0 .. 30 

While (not stop (P)) do 

; all the initial values can be set by users 

II per cent 

II Short nm < Long nm 

Parents[l..2] +- SelectParents(P); 

Offspring[ I] +- Crossover(Parents[ I]); 

Offspring[2] +- Mutation(Parents[2]); 

P +- Selection{P, Parents[I..2], Offspring [1..2]); 

Endwhile. 

Algorithm 5.1 Standard genetic algorithm 

In algorithm 5.1, different parameters have different domain, so we use function 

RANDOM ( ) to generate a random value between I and I 000, and transform it 

into the domain of each parameter. For example, a long run of a moving average 

rule is between I to 100, and it is bigger than a short nm; a Fix-band-X of a 

moving average rule is between 0 per cent to 10 per cent. Crossover rate is 25 per 

cent and mutation rate is I per cent. 
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5.1.3 Conclusion 

In this sub-section, we show the comparison of standard genetic algorithm and 

enumerate algorithm. Through these comparisons, we can conclude the result 

that the genetic algorithm can get an output in real time. 

Max = -Maxium; 

For Fix Band X from 0.000 to 0.100 step 0.001 

For Long nm from 1 to 100 step I 

For Short nm from 1 to 100 step I 

For Delay day from 0 to 30 step 1 

For Hold day from 0 to 30 step I 

II Short run < Long run 

Max = (Max, Compute_ Sharpe_ Ratio() ); 

End For (Hold day) 

End For (Delay day) 

End For (Short nm) 

End For (Long run) 

End (Fix Band X) 

Output (Max); 

Algorithm 5.2 Enumerate Algorithm 

II The best result; 
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Figure 5.1 The execution tin1e of enumerate algorithm and SGA. 

In Figure 5.1, Filter rule, order book data and the time period is from 01 January 

1998 to 20 Febn1ary 2001, in-satnple data, [Lin 2004a] 
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In Figure 5.2, the rule is Enhanced Moving Average, I January 2001 to 31 

January 2001, intra-day order book data, volume = I and without transaction cost. 

Figure 5.2 shows the SGA result is near to the enumerate result, but execution 

time of SGA is only l per cent of enumerate algorithm (Figure 5.1 ). 

5.2 Robust Genetic Algorithm (RGA) 

5.2.1 Background 

For SGA, we only consider the mathematical maximal value, but pay no 

attention to noisy signals. Sometimes, we are not able to get applicable signals 

and parameters, because the parameters are noise (see Figures 5.3 and 5.4). In 

order to get the applicable and predictable parameters in future trading, we need 

consider getting the real parameters for a real market changing trend. 

5.2.2 Robust Genetic Algorithms 

We should consider SGA with domain knowledge in order to get more 

reasonable results both in Mathematics and Finance. We call the new algorithm 

the robust genetic algorithm (ROA) [Lin et al 2005c]. Domain knowledge comes 

from domain knowledge data base (see Chapter 3.3), for example: 

(I) The number of signal in one month should be at least more than IO; 

(2) The trading frequency; 

(3) The parameter ranges, such as, short day (short run) may be about 20 and 

long day (long run) maybe about 50; 

(4) The output range. For example, Sharpe ratio is between -2 to 2, and the 

maximal range is -4 to 4. 

Domain knowledge data base can be accumulated by system feedback and 

domain experts. For example, the difference between long day and short day is 

nearly equal to the short day. 
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5.2.3 Comparison 

The comparison results of SGA and RGA are discussed in the following section. 

Figure 5.3 shows the interface and result. The stock name is W30. Trading rule is 

the Enhanced Moving Average (EMA) [Chapter 2]. In-sample data is one-month 

from 1 January 2001 to 31 January 2001 and out-of-sample data is one-month 

continuously after in-sample data without transaction cost. The following figures 

are under the same conditions. 

Algorithm 5.3 is used to find an optimized sub-domain output. 

P +-- InitializePopulation(); 

Generation+-- 3 

Population+-- 3000 

Fix Band X +- 0.000 .. 0.100 

Long nm +-- I .. I 00 

Short run +-- I .. I 00 

Delay day +- 0 .. 30 

Hold day +- 0 .. 30 

II all the initial values can be set by users 

II per cent 

11 Short run < Long run 

While (not stop (P[top 5 percent])) do 

Parents[I..2] +-- SelectParents(P); 

Offspring[ 1] +-- Crossover(Parents[ 1 ]); 

Offspring[2] +-- Mutation(Parents[2]); 

P[top 5 percent] +-- Selection(P[200], Parents[l..2], Offspring [l..2]); 

Endwhile. 

Algorithm 5.3 Robust genetic algorithm to find an optimized sub-domain. 

Algorithm 5.3 outputs top 5 percent value as a sub-domain. 
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Figure 5.3 The signals generated by SGA. There are only five signals during two 

rnonths. It is not a reasonable model, although its Sharpe ratio is the best. 

Figure 5.4 shows the parameters of SGA. 
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Figure 5.4 The output result of SGA. The best Sharpe ratio is 0.707 and there are 

only five signals. The number of signal is not acceptable although it is really the 

"best" value depending on mathematic definition. 

Figures 5.5 and 5.6 show the result of RGA. The pattern is more reasonable than 

that of SGA, because the number of signals of SGA is only 5 (3 buy signals and 

2 sell signals in two months period totally 13998 transactions, but the RGA has 

82 signals in the same period. It is more reasonable.) 
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Figure 5.6 The robust alert signals which are more reasonable and applicable. 

5.3 Fuzzy Set Methods 

If the system tells the traders that the Sharpe ratio of a stock-rule pair is 0.123, 

what decision will traders make? Choose this pair or give it up. It is difficult for 

traders to make any decisions, because traders do not know whether the pair is 

good or not. However, if the system tells traders that a pair is "very good", the 

traders can make a decision easily. So the traders want the systefiJ to evaluate a 

stock by "very good", "better", "good", "normal", "medium", "bad", "very bad", 

and so on, instead of a nun1erical value of Sharpe ratio or return. [Lin et al 2004b] 

For example, if we say the Sharpe ratio of"AOl-MA" is 0.458, we cannot get the 

position of the stock-rule pair in the list. We cannot tell "AOl-MA" is a good pair 

or bad. For another example, if we know two Sharpe ratios of pair "AO 1-MA" 
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and "A03-Filter rule" are 0.458 and 0.5 respectively. We cannot tell the 

performance of these two pairs. Are these two pairs both good? Or one is good, 

another is bad? Or both are bad? So the result is not clearly depending on the 

"numerical results" only. 

To overcome the numerical problem, we try to use some "literal words" instead 

of "numerical values" to output the result of the pairs. For example "A03-Filter" 

mle is "good". "AOl-MA" is "medium". So, it is easier to be accepted by traders 

and other users. Fuzzy set is the best tool to implement this function, so we adopt 

Fuzzy set method in this section to realize this function. 

Firstly, we introduce some conception of Fuzzy set to make this thesis completed. 

(Allen et al 1993] 

S.3.1 Fuzzy Set 

Definition 5.1 (Fuzzy set, [Lotfi 1969]). Given an arbitrary setX, a fuzzy set 

(on X) is a function from X to the unit interval/ =[0,1], 

p:X~I (5.1) 

For convenience, we use the following notation to stand for a fuzzy set, 

(5.2) 

Then a fuzzy set µ on X has been denoted by the collection of pairs of the 

functional relationµ , 

(5.3) 

Here, µ(x) is the membership degree ofx. In our system, for each mleR, we 

build a fuzzy set for it, and the element of the set is the stocks ( S ), the 

membership degree is RS . 
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SR(s) is the best Sharpe ratio of stock sunder the rule R. Sometimes, SR(s) is 

larger than I or less than 0, for this situation, we can use a linear transformation 

to transfer it into unit interval [O, I]. 

So, we can weigh all the stock-rule pairs with Definition 5.1. 

Algorithm 5.2 The algorithm to classify a stock-rnle pair (membership function). 

Step 1: Select a stock S and a rnle R . We divided the historical data into two sets: 

in-sample set and out-of-sample set. In this experiment, the in-sample set and 

out-of-sample set are one-year data and continued one-month order book trading 

data, respectively; 

Step 2: On the in-sample set, we compute the best SR with RGA, and keep the 

parameter values for out-of-sample set computing usage; 

Step 3: On the out-of-sample set, we compute SR with the parameters we learn 

from the in-sample set; 

Step 4: SR is the membership degree of the stock S associated to the ruleR. 

Step 5: Insert S in the set R with the weight SR if it is higher than a threshold. 

(The threshold can be changed by user or other criterion.) 

Through algorithm 5.2, if a stock-mle set has a higher weight (Sharpe ratio), it 

has a better performance (more profit and lower risk). On the contrary, the 

weight is lower. 

5.3.2 Output Literal Results 

After we get all stock-rnle pairs membership weights, we can classify them into 

some subsets which include: "Very good", "Good", "Medium", "Bad'', "Very 

Bad" and so on. The membership weight is consistent with the performance, 

because the membership function is defined by Algorithm 5.2. 
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Figure 5.9 Fuzzy set definition. 
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From Table 5. l and Figure 5.10, it is easy to know the different stock-rule pairs 

can get the different results. So there are not the best stocks or rules at all time, 

just the best stock-rule pairs for making more profit with less risk. 

Table 5.1 The comparison of Sharpe ratio (SR) in out-of-sample sets of Moving 

Average, Filter rule and Channel Break-out and the literal output (classified by 

one rule respectively). 

Stocks Rules (Sharpe ratio) 

Moving Average Filter mle Channel Break-out(Literal 

Result) 

AOl 0.458(Very bad) 0.323(Bad) 0.957(Medium) 

A02 0.588(Bad) 0.347(Medium) l .066(Good) 

A03 0.41 l(Very bad) 0.5(Good) 0.817(Medium) 

A04 0.5 l 6(Bad) 0.349(Medium) 1.104(Good) 
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A05 0.804(Good) 0.706(Good) l .353(Good) 

B06 0.529(Bad) 0.25l(Very bad) 0. 846(Medium) 

B07 l.229(Very 0.395(Medium) 2.053(Very good) 

good) 

C09 0.715(Medium) 0.322(Bad) 0. 984(Medium) 

CIO 0.476(Very bad) 0.557(Good) 0.334(Very bad) 

Cl I 0.475(Very bad) 0.319(Bad) 0.784(Bad) 

Fl2 0.669(Medium) 0.446(Medium) I. 007( Good) 

Fl3 0.9l(Good) 0.296(Very bad) l.103(Good) 

Gl4 0.684(Medium) 0.395(Medium) l .425(Good) 

115 1.223(Very 0.27(Very bad) 0. 955(Medium) 

good) 

116 0.542(Bad) 0.528(Good) l .097(Good) 

Ml7 0.654(Medium) l.098(Very 0.738(Bad) 

good) 

M18 0.446(Very bad) 0.596(Good) 0.54(Very bad) 

Ml9 0.4 l 6(Very bad) 0.426(Medium) l.26(Good) 

021 l.35l(Very O.l 74(Very bad) l .836(Very good) 

good) 

P22 0.6l(Medium) 0.394(Medium) 0.625(Very bad) 

Q23 0.732(Medium) 0.325(Bad) l .4 77(Good) 

Q24 0.696(Medium) 0.308(Bad) 0.776(Bad) 

S25 0.82(Good) 0.537(Good) l.833(Very good) 
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S26 0.4 l 6(Very bad) 0.374(Medium) 0.619(Very bad) 

T28 0.69(Medium) l .203(Very 0.844(Medium) 

good) 

T29 0.55(Bad) 0.575(Good) 0.672(Very bad) 

W30 0.456(Very bad) 0.352(Medium) l.122(Good) 

W31 0. 727(Medium) 0.352(Medium) l.19(Good) 

W32 0.428(Very bad) 0.374(Medium) 0.511 (Very bad) 

W33 0.473(Very bad) 0.314(Bad) 0.772(Bad) 

In Table 5.1 and Figure 5.10, the in-sample set is one year data (from 01 January 

2000 to 31 December 2000), and the out-of-sample set is one-month (from 0 I 

January 200 l to 31 January 200 l) just next to the in-sample set. 

Literal Results 

2.5 

2 
.s Very gooH\ 
<5 1.5 ... 

~ Q ,, 
<!) e-
C:! ..c: 

{/) 

0.5 
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Figure 5.10 The comparison of Sharpe ratio of Moving average, Filter mle and 

Channel break-out rnle. 
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From Table 5.1, the elements of "Very good" set are B07-MA, 115-MA, 021-

MA, Ml9-Filter, T29-Filter, B07-CB (Channel Break-out), 021-CB and S25-CB. 

(This sorted pairs are ranked in one rnle. It can also be ranked by all mies 
together.) 

So, when we give a suggestion to a trader, we can give them the literal evaluation, 

such as B07-MA is "very good". W33-Filter is "Bad" because its Sharpe ratio is 

less than the average value. If we only tell the trader that the Sharpe ratio of B07-

MA is 1.229, the traders cannot get any idea whether it is a good or bad pair 

because the traders do not know its position in all pair list. 

5.3.3 Evaluation and Conclusions 

Through comparing the fuzzy value, we can classify pairs into some subsets: 

"very bad", "bad'', "medium", "good" and "very good". It can be changed to 
more detailed subsets. 

The criteria are the following mies and can be extended by different systems: 

(1) If the Sharpe ratio is in the average value, it is "Medium"; 

(2) If the Sharpe ratio is larger than medium and distributes in I 0%-20% in the 

positive value, it is "Good"; 

(3) If the Sharpe ratio is more than square of a good Sharpe ratio, it is "Very 

good"; 

( 4) If the Sharpe ratio is less than medium 10% to 20%, it is "Bad"; 

(5) If the absolute of Sharpe ratio is more than the square of a Sharpe ratio of 

"Bad", and it is less than the Sharpe ratio of "Bad", it is "Very bad". 

We need to clarify that "Good" or "Bad" of a stock is relative to other stocks. 

Evaluation results can be changed in different situations. When most Sharpe ratio 

values are negative, the "Good" or "Very good" pairs may be also negative. The 

reason is the "Good" and "Very Good" pairs still beat the market index return 

~hile others lose more money, the "Good' one loses less money. For example, if 
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the others lost 10 per cent, the trader who only lose 5 per cent is still a better 

trader. [Lin et al 2004b] 

5.4 l\1lultiple Criteria 

In the stock market, different investors have different strategies, i.e. the "bigger" 

one only considers the volume, but the "smaller" one pays more attention to the 

price moving, so the criteria of evaluating a stock also considers the different 

aspects. Further, the algorithms (SGA and RGA) also need to consider both of 

them when we try to optimize trading rules. For example, some users want to 

make more profit, but, others only want to buy as many volumes as possible. For 

the different targets, users can choose different optimal function and fitness 

function for their different target. For the first one, the users can choose the profit 

as a fitness function, but for the second one, the users can set volume as a fitness 

function. Also, parameters, time duration, stock name, technical trading rules, the 

sizes of investments, fitness (profit, return, Sharpe ratio, etc), and so on. All of 

these can be set by a domain expert. In the next section, an example is given. 

In this section, we give a detailed introduction of multi-objective optimization. 

[Christos et al 1999) 

5.4.1 Background 

It is frequently useful to select not just a single feature subset in any application 

fields including stock markets. The main problems are considering the subsets 

with different trade-offs between performance and complexity (i.e. we may 

tolerate lower performance in a model that also requires less features). Since the 

GA is population based, it seems natural to look for a method that produces a 

diverse range of such feature sets in the final population. This also helps to 

mitigate the problem of premature convergence, to which GAs are prone. We 

therefore use a multi-objective GA, where there are two objectives: to minimize 
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the number of stock-rule pairs in the subset, and to maximize return. Other multi-

objectivc approaches are not presented in this thesis. 

5.4.2 Solution 

A solution is said to be Pareto optimal [Horn et al 1994] if it cannot be 

dominated by any other solution available in the search space. The use of a 

multiple criteria algorithm based on the concept of dominance can maintain 

population diversity, in order to allow the algorithm to discover a range of 

feature sets with different performance versus complexity trade-offs. The multi-

objective GA employed in this work can be described as a niched Pareto GA 

with random sampling tournament selection. The algorithm uses a specialized 

tournament selection approach, based on the concept of dominance [Horn et al 

1994]. The selection procedure is as follows: 

l. Individuals are randomly selected from the population to form a dominance 

tournament group. 

2. A dominance tournament sampling set is formed by randomly selecting 

individuals from the population. 

3. Each individual in the tournament group is checked for domination by the 

dominance sampling group (i.e. if dominated by at least one individual). 

4. If all but one of the individuals in the tournament group is dominated by the 

dominance tournament sampling group, the non dominated one is copied and 

included in the mating pool. 

5. If all individuals in the tournament group are dominated, or if at least two of 

them are non-dominated, the winner which best seems to maintain diversity is 

chosen by selecting the individual with the smallest niche count. The niche count 

for each individual is calculated by following a typical sharing technique: 
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f 1-(.d!r· 'j'" ff dif. <a, 
s(d if ) = ·1 O" s 

[ 0 otherwise 
.v 

fl1; = l.:.S-(d !I) 
.1=1 (5.4) 

where m; is the niche count of the i-th individual in the tournament group, s is 

calculated by the Hamming distances d ij of the above individual with each of the 

N individuals already present in the mating pool and CYs is the Hamming 

distance threshold, below which two individuals are considered similar enough to 

affect the niche count. 

6. If the mating pool is full end tournament selection; otherwise go back to step 1. 

Using some simple bitwise functions, Horn [Horn et al 1994] reported that this 

dominance sampling tournament selection was superior to a simple dominance 

tournament where the winner was chosen by checking the dominance among the 

members of the tournament group [Hom et al 1994 ]. Using Horn's approach, the 

domination pressure can be controlled by appropriate choice of the size of the 

dominance tournament sampling set. 

The major computational cost associated with the use of GAs for feature 

selection is in the evaluation of the feature subsets. This involves building and 

evaluating a fuzzy model using a given feature subset. In order to avoid the 

computational costs associated with the wrapper approach, one can use a simple 

form of model that can be evaluated more quickly during the feature selection 

stage. Here we follow a fuzzy classifier design method based on cluster 

estimation [Chiu 1996]. The main characteristics of this approach are: 

I. An initial fuzzy classification model is derived by cluster estimation. 

2. The fuzzy rule base contains a separate set of fuzzy rules for each class. 
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3. Double-sided Gaussian membership functions are employed for the premise 

parts of the fuzzy mlcs. These are more flexible than the typical Gaussian kernel. 

4. The classification outcome is determined by the mle with the highest 
activation. 

5. Training 1s performed by a hybrid learning algorithm, which combines 

gradient-based and heuristic adaptation of the membership functions parameters. 

Only the mies with the maximum activation per class are updated for each 
pattern. 

5.4.3 Conclusion 

We have introduced an approach to perform feature selection for classification 

tasks, based on multi-criteria genetic algorithms. The multi-criteria GA method is 

justified as a feature selection approach when the number of features becomes 

large enough to make exhaustive evaluation infeasible or stepwise methods 

computationally more expensive. An additional benefit of the multi-criteria GA 

approach is that it can yield a range of solutions with different 

accuracy/complexity trade offs. Such information is potentially of critical 

importance, since it can guide decisions related to data acquisition for performing 

classification. Even though we have experimented with fuzzy models, the 

technique can actually be used with other classification methods as well. Further 

work should examine ways of reducing the possibility of missing some of the 

Pareto optimal solutions. 

Our multi-objective genetic algorithm feature selection offers also the potential 

of naturally handling additional objectives, which are often problem dependent, 

such as costs of misclassification and data acquisition costs. We have only done 

some part of work and it shows the advantages of the multi-objective genetic 

algorithms, but, the whole experiment work has not been done yet. 
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5.5 Summary 

In this chapter, we introduced some optimal algorithms focused on making more 

profit or getting a higher Sharpe ratio. The optimal algorithms are: standard 

genetic algorithms; robust genetic algorithms; Fuzzy set and multi-objective 

criteria. These algorithms make the system applicable and the overall 

performance is better than other result, for example the execution time (SGA). 

Firstly, we introduce standard genetic algorithm which can reduce execution time 

and keep profit as high as the enumerate method at the same time. Genetic 

algorithms are adapted to overcome the execution time problem and keep the 

better performance. Our result also shows the comparison of execution time and 

performance {profit and return). It is the basic method for the further applications 

and makes many applications possible and practicable. 

Secondly, in some cases, the maximal mathematical result is not a true result of 

finance. The reason is SGA does not consider domain knowledge. For example, 

in one year, it only generated two signals, but the result is the best in 

mathematics. So, we combine genetic algorithms with domain knowledge 

together in order to filter noisy signals. This algorithm is called robust genetic 

algorithm which can remove noisy signals and keep all the advantages of 

standard genetic algorithms. It also keeps the high performance and high 

execution efficiency. 

Thirdly, fuzzy sets help us to rank the stocks and mles, so users can select the 

better stocks and mies easily. The Sharpe ratio, return and profit result is only a 

number, and it is relatively to others when we want to know whether it is better 

or worse. For example, if a stock-rule pair monthly return is 0.2%, we cannot 

detennine it is better or not, because we do not know the other pairs performance. 

1f all other pair monthly return is more than 0.3%, this pair is not a good one, but, 

if all other pair monthly return is negative, this pair is the best one. In order to 

give user a clarified result and output, we transfer the result into literal output, 
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such as "good", "very good" and so on, so users can avoid the hesitation 

mentioned in the above example. 

Lastly, we also try some research and applications for multi-objective genetic 

algorithm, such as it can divide the set by volume and price changing frequency. 

Sometimes, only one criterion is not enough in stock market data mining, 

because there are many different features, such as price; volume and liquidity. So, 

we need consider it together to select the best stocks and rnles. One of the best 

solutions is adopting the multi-objective genetic algorithm. It has more than one 

fitness functions, and looks for the synthesized better parameters considering all 

the features: price; volume and liquidity, etc. 

In this chapter, we give some optimal methods as the basic tools to implement 

the further data mining tasks. 
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Chapter 6 Applications 

We have implemented some applications m this thesis. The applications are 

standard genetic algorithm (SGA) and robust genetic algorithm (RGA) in finding 

the best trading alert signals and combination of parameters; finding sub-domain 

of parameters for trading rules, ranking stock-rule pair list and finding the best 

size of investment for a number of stocks. We introduced them in the following 
sections respectively . 

.6.1 Optimal Parameter Combination 

In stock market decision making systems, generally, data is very huge. The 

execution takes a lot of time if we test all possible combinations, hence the 

optimal algorithm is necessary and urgent. One of the optimal algorithms is 

genetic algorithm (GA), which is based on the evolutionary theory to find near-

optimal solution from a huge solution set. [Robert 1999] [Section 5.1] 

\Ve have implemented several applications based on GA. Firstly; we find trading 

alert signals in order to get the most profit or the highest reh1m. [Lin et al 2004a] 

In stock market and other finance fields, GA has been applied to solve many 

problems. In quite a number of attempts GA has been used to acquire technical 

trading mles, both for Foreign Exchange Trading and for S&P500 market. One 

application is how to find the best combination values of each parameter. We 

know that there are many parameters in a trading mle. When we try to find the 

most profit, we must test parameter combinations one by one which is called 

enumerate algorithm. 

Through analyzing stock markets, we get to know there are some combinations 

of parameters, which can produce a near-max profit and give some reasonable 

buy/sell suggestions. So our objective in this chapter is to find one of these near-

. max profit combinations efficiently. 
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First of all, we decide a sub-domain of each parameter with GA then in each ' , 
sub-domain, we try to find a near optimal combination for each stock historical 

data. 

After we find a sub-domain, sometimes we need to get only one value for our 

decision. Even from a sub-domain, we may spend 30 minutes computing the 

most profit value with enumerate algorithm, so we need to reduce the execution 

time. One applicable method is GA. See Figure 5.2. 

6.2 Optimized Sub-Domain 

After the robust results are found, we remove the single peak points by adding a 

soft filter onto SGA algorithms (see Algorithm 6.1 ). For each point, we compute 

the values of its neighborhood points. If the values are far from the central point, 

or negative, we discard them. While we are finding the most fitness one, we also 

consider its neighborhood points. If there is a small range, in which all the value 

can make more profit, it is "robust". 

Algorithm 6.1 Finding the best sub-domain algorithm. [Lin 2005c] 

Step I. For every parameter, set an initial size s 1 , and step t for the first 

parameter sub-domain; 

Step 2. Computing the Sharpe ratio with GA in every sub-domain combination; 

Step 3. If there is the best robust sub-domain, in which all the values are positive 

and better than in the others, then output the sub-domain and finish the algorithm; 

else execute step 4. 

Step 4. Reset another sub-domain sizes2 = ~ s,, repeat steps 2 and 3. 

If s2 = t, (in every sub-domain, there is the least size, generally only one value.) 

the algorithm becomes the standard genetic algorithm. 

We can use the Algorithm 5.2 to find the robust optimized point for trading rules. 
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Figure 6.1 The result before optin1ization. 

In Figure 6.1, the best points are "randomly distributed", so we can not find a 

better range. ("+": the positive value ; "o": zeroed value ; "-": negative value.) 
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6.3 Stock-Rule Pairs 

, ·Inputs- --·--· --
, Stock Code -,S-to_c_k ___ ::J_ .... - \ 

Start Date f 1 /01 /2000 :!:J 
Close Date I 31 /12/2000 ::!]. i 

D aysNear l2so 
! 

' Volume 11 

l Risk Free Return: r % 

! Optimization target l1J~tirr1izatic::;:J ;, 

. Generatior1s of GA: 12 
Return Definition: .... l(P_1 ___ P_2-)/_P_L ::J-......... --.. · 

' Offset window: 11 
Support{training set}: r;oo- % 

1 Support(testing setl 1100 . % 

:-Outputs--·--·---
i Total signals(Buy/Sell}: 12{3l3) 
Percent Return: 2. 614~; 
Win/Lose numbers: 7 I 4 

Profit(AU $l 3. 44 
Confidence: 100 % 
Total Return: 0 
Sharpe Ratio: 0. 685 

For a single stock and a single rule, we can easily find the "best" robust results 

with RGA and domain knowledge. However, if there are many stocks and many 

rules, the method to select a stock-mle pair with a higher profit and lower risk is 

difficult. 
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6.3.1 Distribution of In-sample Set and Out-of-Sample Set 

To simulate real stock markets, we divide historical data into two parts : m-

sample data (training set) and out-of-sample data (testing set). Both sets are one 

month intraday order book data. 

In the in-sample set, we sort stock-rule pairs by Sharpe ratio decreased. We keep 

the same parameter values which are obtained from in-sample set and use them 

in out-of-sample set so that the method is able to predict in the future trading 

suggestion. So, two hypotheses need to be overcome in order to guarantee this 

method is applicable and predictable. One is that the distribution patterns of in-

sample and out-of-sample set should be similar. Another is that better pairs in-

sample should be still better out-of-sample as well. To solve the first hypothesis , 

we draw the two graphs for both in-sample set and out-of-sample set and the 

results are almost the same in every month (see Figure 6.5). That means the 

pattern in-sample set and out-of-sample set are similar. 
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o Testing set 
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Figure 6.4 The comparison of in-sample (Training set) result and out-of-sample 

(testing set) result. 
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The next step is to prove the better pairs in-sample are still better out-of-sample. 

6.3.2. Support and Confidence 

The second hypothesis is support and confidence. The confidence is the 

percentage of the pairs, which are better in both in-sample set and out-of-sample 

set. The support is also a percentage which is the number of top pairs in out-of-
sample set. 

We choose the best top pairs from in-sample set and check whether the pairs are 

still better in out-of-sample set. The result is shown in Table 6.1 which proves 

that the better pairs in-sample set are still better out-of-sample set (see Figures 

6.6 and 6.7). The confidence is about 80 per cent that means about 80 per cent 

better pairs from in-sample set are still better (profitable) in out-of-sample set 
(see Table 6.1 ). 

Table 6.1 The percentage of confidence in out-of-sample set. The support is 30% 

in the out-of-sample set. 

Top percent July 2001 August 2001 September 2001 

1% 78.12 100 100 

2% 78.12 78.12 100 

3% 78.12 78.12 100 

4% 97.65 97.65 100 

5% 93.75 93.75 100 

6% 91.14 91.14 100 

7% 78.12 89.28 89.28 

8% 87.89 87.89 87.89 

9% 78.12 86.80 86.80 

10% 78.12 78.12 85.93 

11% 85.22 78.12 78.12 

12% 84.63 78.12 71.61 
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We have applied the in-depth data mining technology in the ASX data, and the 

results it gives show that the pairs rnle exists in the trading market. When we get 

the best pair in-sample set (in-sample data), it also exists out-of-sample set (out-

of-sample data). The confidence is more than 80%. (See Table 6.1) 
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Figure 6.5 The optimal pairs result from in-sample data (partly). 
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Testing set(Offset = 1, Investment = 1000.00($), out-of-sample date July 2001) 
• 

==================================================== 
O: Best Sharpe Ratio( 0. 49), Rule code( 1), Stock code( 14), Best Return( 0. 07) 
1: Best Sharpe Ratio( 0.46), Rule code( 3), stock code( 13), Best Return( 0.08) 
2: Best Sharpe Ratio( 0.42), Rule code( 2), stock code( 14), Best Return( O. 08) 
3: Best Sharpe Ratio( 0. 42), Rule code( 2), stock code( 26), Best Return( !>. 06) 
4: Best Sharpe Ratio( 0.42), Rule code( 3), stock code~ 17), Best Return( 0.11) 
5: Best Sharpe Ratio( o. 40), Rule code( 1), stock code 13), Best Return( 0. 09) 
6: Best Sharpe Rat1 o~ 0. 37), Rule code~ 2), stock code 24), Best Return( 0.12) 
7: Best Sharpe Ratio o. 37), Rule code 1), stock code( 17), Best Return~ 0.11) 
8: Best Sharpe Ratio( 0.36), Rule code 3), Stock code( 26), Best Return 0. 05) 
9: Best Sharpe Ratio( 0.33), Rule code~ 3), stock code( 16), Best Return( o. 07) 
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< 

Figure 6.6 The optimal pairs result from out-of-sample (partly). 
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Figures 6.5 and 6.6 show the sorted pairs in both in-sample set and out-of-sample 

set respectively. From the figures, we can also find the in-sample better pairs are 

still better in out-of-sample set. Such as the top three better in-sample pairs are 2-

24, 2-26 and 1-24. Their positions in out-of-sample set are 6, 3 and 1. Figures 6.5 

and 6.6 are the matrix of stock-rule pair performance. It equals to a two-

dimension table, one dimension is stock and the other is rule. The value is the 

best performance for each stock-rule pair (under the possible best parameter 

combination). 

In the next sections, all experiments are done following the same rules: the 

parameter values are gotten from in-sample set which is one month length. The 

results including Sharpe ratio, return and profit are gotten from out-of-sample set 

so that the method can be used in prediction. 

To simulate real stock markets, we divide historical data into two parts: m-

sample data and out-of-sample data. In the first data, we use trading rules and 

stocks to sort the pairs by Sharpe ratio decreased. In the second data, we find all 

best signals for each pair. \Vhen a user fixes the amount to invest, such as AUD 

IK (=AUD 1000), AUDIOK, AUD IOOK, AUD IM (=AUD 1000000) or AUD 

1 OM, etc, we give the user the best return for how many pairs the user need to 

trade. At the same time, we also give the user the stock-rule pairs and the alert 

trading signals. 

6.4 Relationship between Investment and the Number of Pairs 

6.4.1 Profit, Return, Top Percentage Pairs and the Size of Jnyestment 

In some experiments or markets, we do not know the transaction cost or the 

transaction cost changed from time to time. There are also many different kinds 

of transaction costs for different investors. For example, the brokers only pay 0.1 

per cent transaction cost, but the dealers pay 0.25 per cent transaction cost in 

ASX. So, we give one result without transaction cost (see Figures 6.7 and 6.8) 
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and another result with transaction cost (0.25% per transaction value, see Figures 

6. 9, 6.10 and 6.11) under the same conditions (Jan 2001 is in-sample data and 

Feb 2001 is out-of-sample data. There are the same 27 stocks and 3 trading rules, 

totally 81 stock-rule pairs) 

Figures 6.7 and 6.8 display the result of monthly return and profit without 

transaction. It shows the five relationships listed in the follow paragraphs. 

( 1) The average return per share is higher when the number of pairs is less, 

because the pairs are sorted from higher return to lower return. So, when we 

choose top-percentage pairs, their average performance is better than the average 

performance of all pairs. (In Figures 6.7, 6.9, 6.15, 6.16 and 6.17, the return is 

average return per share. That is the total return divided by the number of shares. 

The total renirn is the whole profit divided by the investment, so the figure of 

total return is same as that of the profit except times the number of investment. 

So, in this thesis, we do not give the whole return graph.) 

(2) When investment is more, return is less. The reason is when we invest fewer 

amounts, the most money is used to purchase better stocks so return is higher. 

However, when we invest more money, we have to purchase more stocks even if 

some of the stocks are not as good as the top percentage stocks. 

(3) The monthly profit is higher when the number of pairs is more (see Figure 

6.8), but, it does not go upwards as rapidly as the investment. That proves when 

we trade more stocks we can get more profit. However, the profit is not growing 

as quickly as the investment. The reason is much more "no-good" stocks are 

traded. 

( 4) The monthly profit increases with the investment increases. The profit is 

more when the investment is more although the return is lower. That clarifies 

when the investment is less, it can only buy or sell the better signals but lose the 

"good" or "no-good" signals. However, the "good" signals can also make a little 

bit profit. So, if we want to get more profit, we shall invest more money and 
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select more stocks. However, if we want to get a higher return, we should only 

invest less money and select less top-percentage stocks. The result is consistent 

with real markets and other experiments also show the same conclusion when we 

consider the transaction cost. 

(5) When the investment is more than a threshold, the profit and return do not 

increase any more. Because the stocks and signals are limited, if the investment 

is more than the market liquidity, the excess money cannot be traded. This is the 

reason why when the investment is very "big", but the profit and return keep 

steady. See Figure 6.10. 
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Figure 6.7 Feb 200 1 monthly average return to the top percentage pairs without 

transaction cost. (In-sample data is Jan 2001, and the out-of-sample data is Feb 

2001.) 
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Feb 2001 Month ly Profit without Transaction Cost 
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Figure 6.8 Feb 2001 Monthly profit without transaction cost. 

Figures 6.9, 6.10 and 6.11 draw the monthly return and profit with transaction 

cost. 
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Figure 6.9 The monthly average return to the per cent top pairs with transaction 

costs. (The transaction cost is 0.25% of transaction value). 
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Figure 6.10 Feb 2001 monthly profit with transaction cost 0.25%. (The profit of 

lM and l OM are completed same) 
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Figure 6.11 Feb 2001 monthly profit with transaction cost 0.25%. 

However, in the real market, sometimes, we must consider the transaction cost, 

so we also draw other graphs with 0.25% transaction cost in Figures 6.9, 6.10 

and 6.11. We have done 2001 and 2002 two years experiments with 0.25% 

transaction cost. The return and profit reduce a little, but the trends are the same 
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as without transaction cost. It also matches the results without transaction cost 

and better than market index return. However, it is more reasonable and 

convincing when we consider transaction cost. 

In the following section, we discuss the relationship between the sizes of 

investments and the number of pairs in order to make an optimal combination of 

investment and pairs to get a higher return. 

6.4.2 Investment and the Number of Pairs 

When a trader wants to invest, the trader must consider the investment and the 

amount of the shares. When a trader invests a great deal of money, the trader 

should trade more shares to reduce the dead money and make a higher return. 

However, when a trader invests a little money (such as A$10K) the trader should 

only concern the little top per cent pairs. In this section, we show some 

experiments to find the relationship between the sizes of investments and the 

number of pairs. 

Feb 2001 Monthly Profit with Transaction Cost 0.25% 
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Figure 6.12 Feb 2001 monthly profit with transaction cost 0.25%. The number 

of stocks is 27 and the number of rule is 1. The number of stock-rule pairs is 

totally 27. 
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Figure 6.13 Feb 2001 monthly profit with transaction cost 0.25%. The number 

of stocks is 9 and the number of rules is 3. The number of stock-rule pairs is 

totally 27. 

Figures 6.12 and 6.13 show the profit for different investments. (The return to 

investment is the same result. Here, we choose profit because the profit is larger 

and clearer than return.). When the number of pair is less, the big investment has 

not more profit, because the number of pairs (signals) is not enough to consume 

all investment, especially the number of pair is less. From Figures 6.12 and 6.13, 

the line of I OM is exactly the same as the line of 1 M, and part of line IM is also 

the same as the line of I OOK. 
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6.4.3 Stock-Rule Pair Return and Market Index Return 
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Figure 6.14 ASX market index from l January 2001 to 31 December 2002. 

The market index changes all the time, so, to evaluate whether some strategies 

are better or worse, we should consider not only its return and profit but also the 

market index return. That means, when the market index return is positive, the 

better strategies should be to make a higher return than the market return, not 

only positive. \Vhen the market index gets a negative return, the strategies are 

also better if the recommended pairs lose less money than market index. This 

criterion is called "beat the market". 

Figure 6.14 is the ASX index from 1 January 200 l to 31 December 2002. 
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Comparison oflndexRetum and Pair Return 
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Figure 6.15 The companson of out-of-Sample monthly return and market 

monthly return (with transaction cost 0.25 %, year 2001, considering the top 5% 

pairs only. Out-of-sample month is one month after in-sample month). 

Figure 6".15 and Table 6.2 show the monthly return on stock-rule pair and market 

index monthly return. In the total 12 months out-of-sample data of year 2001, 7 

monthly returns of the stock-rule pair strategy (investment is lK) are better than 

index return. Only 5 monthly returns are less than index return. In 5 months, the 

index return is minus, but, for stock-rule pair strategy, there is ~ly one month 

(Sep 2001) with negative return. The average monthly return of stock-rule pair 

strategy is better than index return. See Table 6.3. 
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Table 6.2 Comparison of market index return and monthly returns for different 

investments. (Transaction cost is 0.25%. See Figure 6.15) 

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec 

Index -0.516 -6.017 4.106 1.499 2.945 -3.168 -3.014 -7.089 4.976 2.857 2.815 0.005 

A$1K 0.341 0.916 2.092 1.572 2.46 2.064 1.424 3.38 -1.225 1.766 0.688 2.658 

A$10K 0.879 0.242 2.01 2.009 2.655 1.792 0.507 2.787 -0.225 1.833 0.846 2.365 

A$100K 0.208 0.292 1.347 1.316 0.857 0.711 1.338 0.67 0.51 I 0.966 0.299 0.689 

A$1M 0.021 0.015 0.139 0.208 0.086 0.095 0.161 0.022 0.045 0.15 0.03 0.061 

A$10M 0.002 0.002 0.014 0.021 0.009 0.01 0.016 0.002 0.005 O.ol5 0.003 0.006 

Table 6.3 Annual return and average monthly return. 

Annual return (%) Average monthly return(%) 

Index 2.747 0.228 

A$1K 18.136 1.511 

A$10K 17.7 1.457 

A$100K 9.204 0.767 

A$1M 1.033 0.086 

A$10M 0.105 0.008 

Table 6.2 displays the result in year 2001. In-sample data is one month and out-

of-sarnple data is consecutively one month (In the figure, the month is in-sample 

data, the result is calculated in out-of-sample data). The return is derived from 

out-of-sample data whose trading rule parameter is calculated in-sample data. In 

Table 6.2, the month is in-sample data. Table 6.2, Table 6.3 and Figure 6.15 

show that seven monthly returns of stock-rule pair strategy are better than that of 

market index return. I I out-of 12 returns of stock-rule pair strategy are positive, 

but the market index return has 5 negative results. The annual return (I February 

200 l to 31 January 2002) and the average return of stock-rule pair strategy are 

better than the market index return. The annual return and monthly return are 
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18.136%, 17.7%, 9.204% and 1.511 %, 1.457%, 0.767% when the investments 

are A$1K, A$10K and A$100K respectively. The three returns are better than 

market return. The annual return and average market index return is 2.747% and 

0.228% (see Table 6.3). For the result of IM and IOM, the investment is much 

more than the shares and signals so there is much "dead money" (never used to 

buy or sell) in hand (see Section 6.4.2), so the return is relatively lower. 
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Figure 6.16 Year 2001 monthly average return with transaction cost 0.25%. 

Figures 6.16 and 6.1 7 are year 2001 and 2002 monthly average return. 

Comparing to the market index graph (see Figure 6.14), we can draw the 

relationship between monthly return and index value. 
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Year 2002 Monthly Return with Transaction Cost 
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Figure 6.1 7 Year 2002 monthly average return with transaction cost 0.25%. 

(There are some negative monthly returns.) 

The monthly return is negative when the index decreases suddenly. Such as, Jun 

to Aug of 2001 and May to Jul, Sep 2002. Because, we use one month as training 

set (in-sample set) and one month as testing set (out-of-sample set), if the two 

months trend are contrary, sometimes, the monthly return is negative . The reason 

is the training and testing sets are not consistent. However, the whole return and 

profit are still positive, so the stock-rule pair strategy is still valuable in real 

market trading. 

6.4.4 Maximal Return Point 

If some traders invest different money in stock markets, the traders should decide 

the number of pairs depending on the investment. So for differe~ investment, it 

is important to decide the best number of pairs and top percentage for different 

investments, because it can make more profit with less money without trading. 
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Maximum Return Point of Investment 
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Figure 6.18 Jun 2001 the maximum points for investment. 

From Figure 6.18, we can see the relationship between the investment and the 

percentage of top pairs. When the investment increases, the return decreases, but 

the percentage of top pair increases. That means when the investment increases, 

it needs more stocks and signals to be traded to make a higher return. However, 

when the investment decreases, it can only trade the limited stocks and signals. 

For the excess stocks and signals, it cannot trade any more because the money is 

not enough to trade all stocks and signals. 

Figure 6.16 gives the following information: when the investment is increasing, 

the highest return can be reached when the number of pair is larger, but, when 

the investment is higher, the return is lower. It also shows that the suggested 

return is higher than the market index return which proves the return of stock-

pair strategy is higher than the average market index return. 

It is consistent with the real stock market. Here, we give an experiment result, 

and the graph of the investment and the top percentage of pairs. See Figures 6.18, 

6.19 and 6.20. 
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6.4.5 Determination of Investment 

For the different number of shares (pairs), the return must be different depending 

on the amount of the investments. When the investment is little, we can get a 

high return if we only consider a few top-percentage better stocks, but, when the 

investment is much, we should trade more stocks in order to reduce the "dead 

money"(never used to buy or sell) in hand to make a higher return. The following 

is the result we have got through the experiments. 

Monthly Return to Investments 
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Figure 6.19 Jun 2001 monthly return to the investment and the number of pairs 

(Transaction cost is 0.25%). 
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Maximum Profit Point for Investments 
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Figure 6.20 Jun 2001 maximum points of profit to the investment. 
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Figure 6.21 Profit to the investment and the number of pairs (from 5 per cent to 

100 per cent, step is 5 per cent). 

In Figure 6.2 1, ASX in-sample data is May 2001. Out-of-sample data is June 

2001. Transaction cost is 0.25%. 
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Figure 6.20 shows that when the investment is less, it can get a maximum point 

at the little number of pairs selected (top 5% or 20% per cent pairs are enough) . 

However, when investment is big, the maximum points are archived at the big 

percentage (90%) because it needs more shares to be traded. 
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Figure 6.22 Jun 2001 monthly profit with transaction cost 0.25%. 

From Figures 6.19, 6.21 and 6.22, we can see the result is consistent with the real 

market, and it answers the question of the relationship between the size of 

investment and the number of pairs. When the investment is more, the profit is 

higher absolutely, but the average return per share is relatively lower. When the 

investment is less, the profit is lower absolutely, but the average return per share 

is relatively higher. That explains why the investment is more, the average return 

is lower. The reason is that a large portion of money is not used to buy or sell any 

k .b . stocks, so the excess money does not ma e any contn ut10n to retufl).. 

Figure 6.23 is the part signal series. It comes from out-of-sample top percentage 

pairs and sorted by time. The data fields are: serial number of signal, mle number, 

stock number, date, time, price, volume, trading action (Buy/Sell signal). 
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"' Transaction cost (0.25%), In-sample set date : (20010601 -- 20010630 ), 
out-of-sample set date: (20010701 -- 20010731) 
= Total si{nals of all stock-rule pairs = 

. O: Rule 15, stock( 1), 20010702, 10: 0: 57' 8. 42' 1000, BUY 
1: Rule( 1 , stock( 4), 20010702, 10: 1:26, 16. 70, 900, BUY 
2: Rule( 1), stock ( 1), 20010702, 10: 1:33, 8. 38, 100, SELL 
3: Rule( 1), Stock ( 9), 20010702, 10: 2 :49; 6. 28, 1000, BUY 
4: Rule( 1), stock ( 95 , 20010702' 10: 4 :15' 6. 2 5' 500, SELL 
5: Rule( 3), Stock ( 1 ' 20010702, 10: 5: 8, 8. 38, 4 505' BUY 
6: Rule( 1), stock ( 11), 20010702' 10: 5:21, 3. 95' 252, BUY 
7: Rule( 1), stock ( 11) , 20010702' 10: 7:32, 4. 00, 280, SELL 
8: Rule( 2), Stock ( 24)' 20010702' 10: 9:16, 27.11, 57; BUY 
9: Rule( 3), Stock( 24)' 20010702' 10: 9:16, 27. 50, 500, BUY 

10: Rule( 3), stock ( 1 ) , 20010702' 10: 9:22, 8. 3 5' 2800, SELL 
11: Rule( 3), stock ( 26)' 20010702' 10: 9 :4 5' 10. 75, 1280, BUY 
12: Rule( 2), stock( 26), 20010702, 10:10: 5' 10. 80, 600, BUY 
13: Rule( 1), Stock ( 26)' 20010702, 10:10: 5' 10. 80, 400, BUY 
14: Rule( 2), stock ( 24)' 20010702' 10 :11 :24' 27. 20, 500, SELL 
15: Rule( 1), stock ( 24)' 20010702' 10 :11: 24' 27. 20, 500, BUY 
16: Rule( 1), Stock ( 16) , 20010702, 10 :12 :19, 2. 96, 668, BUY 
17: Rule( 3), Stock ( 23), 20010702' 10:13: 9, 5. 39, 600, BUY 
18: Rule( 2), stock ( 1 ) , 20010702' 10:13:53, 8. 4 5' 15 50, BUY 
19: Rule( 1), stock ( 23), 20010702' 10:14: 5' 5. 40, 400, BUY 
20: Rule( 2), stock ( 23), 20010702, 10 :14: 29, 5. 42' 1000, BUY 
21: Rule( 3), stock( 9) , 20010702, 10 :14: 51, 6.23, 600, BUY 
22: Rule( 15. stock ( 1 ) , 20010702, 10 :15: 30, 8. 4 5, 304, BUY 
23: Rule( 2 , stock ( 24)' 20010702, 10:16: 9, 27. 49, 1580, BUY 
24: Rule( 1 ) , stock( 24), 20010702, 10:16: 9, 27. 20, 574, SELL 
2 5: Rule( 3), stock ( 24)' 20010702' 10:16: 9, 27. 20, 574' SELL 
26: Rule( 2), stock( 11), 20010702' 10:16:38; 4.01, 7000, BUY 
27: Rule( 2), stock ( 24)' 20010702, 10:17:30, 27.15, 500, SELL 
28: Rule( 3), stock C 1 ) , 20010702, 10:18: 0, 8.46. 600; BUY 
29: Rule( 2), Stock ( 6), 20010702' 10:20: 2' 4 7. 49; 679, BUY 
30: Rule~ 1 ) , stock( 23), 20010702' 10:20:33, 5.41, 19000, SELL 
31: Rule 2), stock( 23), 20010702, 10:20:33, 5. 41, 6000, SELL 
32: Rule( 1 ) , stock( 24)' 20010702' 10: 21: 33' 27. 22, 900, BUY 
33: Rule( 3), stock ( 26), 20010702, 10: 21 :44' 10. 86, 967, SELL 
34: Rule( 2), stock ( 2)' 20010702' 10:22:26, 6. 62, 2831, BUY 
35: Rule( 1), stock ( 23), 20010702' 10:25 :19, 5.44, 1500, BUY 
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Figure 6.23 The signals of the real time best-pair trading alert 

6.5 Summary 

In this chapter, some applications are presented in findin&-. near optimal 

parameters, finding optimal sub-domain of parameters, searching for stock-rule 

pairs and the relationship between the investment and the return. All of these 

applications help investors to make more profit but take lower risk. 

Firstly, we undertook SGA and RGA to get optimal combination of parameters 

to get a better Sharpe ratio for any stock and rule efficiently. It is important and it 
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1s the foundation of further work because it makes execution time be an 

endurable time. Meanwhile, the result is near-optimal. 

Secondly, in-depth rules are given by sub-domain combination of parameters. 

Because sometimes in stock markets, it is difficult to find the best one value, and 

users also want to make a little micro-tune by themselves, so an optimal sub-

domain is better than a single value. In the sub-domain, every combination has 

the ability to output a positive Sharpe ratio leading to a higher profit even if it is 

not the highest one. So it is useful for investors. 

Thirdly, we presented an effective rank list of stock-mle pairs. For different stock, 

we can combine it with a different rule and the optimal parameters. From the 

result, the pair list has a high percentage intersection of in-sample set and out-of-

sample set. 

Finally, we found the relationship between the sizes of investments and the 

number of pairs. When both pairs and investment are less, the return is higher but 

the profit is lower, when both of pairs and investment are higher, the profit is 

higher but the return is lower. It proves the less pair is the top performance ones, 

but, it can not make a large investment tradable for less volume. In this 

application, for the special stocks and rules, we gave an exact explanation and 

relationship. The result is consistent with real stock markets. 

All of the above applications are tested in-sample set and verified out-of-sample 

set. The experiments are similar to real stock trading so that the result is more 

convincing. 
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Chapter 7 Evaluation 

7.1 Financial Profitability 

It is easy to observe high performance in-sample for trading mies and genetic 

algorithms, because both are executed under user control. The users can train 

trading rules until results are satisfactory. However, in real market trading, it is 

hard and important to get a high performance out-of-sample. The predictability 

and applicability are key factors, so we discuss the performance out-of-sample to 

evaluate our algorithms and strategies. 

7.1.1 Economic Profitability 

Profit is a target of most companies and traders, so the profit is the. first basic 

criterion for our trading strategies. When we use standard genetic algorithms and 

robust genetic algorithms to compute parameters of trading rules, the profit is 

near to the result of enumerate algorithms which is the best one. Moreover, the 

execution time of our algorithms is far less than that of enumerate algorithms. 

[See Chapter 5.1 and 5.2]. We use RGA as the fundamental algorithm for all 

other in-depth algorithms, so we can get the near best profit with less execution 

time. 

In real stock markets, we must consider all real situations and conditions to 

evaluate the performance of a stock or a trading rule, for instance, order book 

data (price, time and volume) and trading costs. The data and trading costs are 

important factors to decide the performance. Data comes from order book which 

can be gotten from CMCRC and SIRCA. Trading costs include not only 

transaction costs and taxes, but also hidden costs involved in the collection and 

analysis of information. According to Sweeney [Sweeney 1988], large 

institutional investors are able to achieve one-way transaction costs in the range 

of O. l to 0.2 per cent. However, for general situation and considering ASX 

market, 0.25 per cent transaction cost is acceptable. In this dissertation, all 
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experiments arc considering 0.25 per cent transaction costs unless mentioned 

different. 

To evaluate trading rules or genetic algorithm profitability, an appropriate 

benchmark is necessary. Since there is not such similar system which consider 

stock-rule pairs and investments when compute the profit, we prefer market 

return (market index return or index return), which is the return of all ordinary 

stocks of ASX, as the benchmark. In this thesis, the experimental results are the 

comparison of our system (stock-rule pair methodology, etc) to the index return. 

Figure 7. I gives the comparison of market return and different investment return 

with 0.25 per cent transaction cost. The investments are one thousand dollars and 

ten-thousand dollars, respectively. This method is used to rank stock-rule pairs. 

Figure 7.1 and Table 7.1 demonstrate that the index return changes significantly, 

that means, sometimes, we can get a high return, but we also take a high risk. 

The return of our stock-rule pair methodologies is always positive and changes in 

a small range. That means the risk is lower. The index return is -0.055; the 

average returns of our methodology are 1.592 and 1.427, when the investments 

are one thousand dollars and ten-thousand dollars, respectively. The index return 

is higher than monthly return when investment is more than 100 thousand, 

because the number of stock-rule pairs is not enough for so much investment (see 

Chapter 6.4). The experimental results show that our methodologies can make a 

higher return at a lower risk. Figure 7 .1 shows that the index returns are less than 

that of stock-rule pair methodologies. 
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Comparison of Index Return and Pair Return 
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Figure 7.1 The comparison of index return and Stock-mle pair methodologies 

returns for different investments. (Monthly return with 0.25% transaction cost). 

Table 7.1 Index return and Stock-mle pair methodologies return. 

Annual return (%) Average monthly return (%) 

Index 2.747 0.228 

A$1K 18.136 1.511 

A$ 10K 17.7 1.457 

A$ 100K 9.204 0.767 

A$ 1M 1.033 0.086 

A$ 10M 0.105 0.008 

7 .1.2 Sharpe Ratio 

Another criterion is Sharpe ratio (in briefly, S/R), which is the ratio of return to 

risk. If S/R is higher that means return is high and risk is low. If S/R is lower that 

means return is low but risk is high [Investopedia]. Table 7.2 presents the best 

S/R result for the stock-mle pair methodologies. (In-sample date is year 2000, 

and year 2001 is out-of-sample set). 
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Table 7.2 The Sharpe ratio of stock-rule pairs. 

Stocks Rules (Sharpe ratio) 

Moving Average Filter rule Channel Break-out 

AOl 0.458 0.323 0.957 

A02 0.588 0.347 1.066 

A03 0.41 l 0.5 0.817 

A04 0.516 0.349 1.104 

A05 0.804 0.706 1.353 

B06 0.529 0.251 0.846 

B07 l.229 0.395 2.053 

C09 0.715 0.322 0.984 

CIO 0.476 0.557 0.334 

Cl 1 0.475 0.319 0.784 

Fl2 0.669 0.446 1.007 

Fl3 0.91 0.296 l.103 

014 0.684 0.395 1.425 

115 1.223 0.27 0.955 

116 0.542 0.528 l.097 

M17 0.654 1.098 0.738 

Ml8 0.446 0.596 0.54 

Ml9 0.416 0.426 1.26 

021 1.351 0.174 1.836 

P22 0.61 0.394 0.625 

Q23 0.732 0.325 1.477 

Q24 0.696 0.308 0.776 

S25 0.82 0.537 l.833 

S26 0.416 0.374 0.619 

T28 0.69 1.203 0.844 
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T29 0.55 0.575 0.672 

W30 0.456 0.352 1.122 

W31 0.727 0.352 1.19 

W32 0.428 0.374 0.511 

W33 0.473 0.314 0.772 

7.1.3 Predictability 

Since !-tests are widely used in statistics to judge the mean value of an algorithm, 

this tests method can be developed to test our result. When we want to 

investigate the statistical significance of the forecasting power of buy and sell 

signals, we can use traditional t -tests to examine whether trading rnles issue 

profitable or not. The method is its buy (or sell) signals on days when the return 

on the market is on average higher (or lower) than unconditional mean return for 

the market. 

The t -statistic used to test the predictability of the buy signals is: [Robert 1999] 

- -
rh111• -rm 

(bu~·=--;:::::::=== 
1 1 

(7.1) 
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where rbu.v represents the average daily return following a buy signal and N 00_.. is 

the number of days that the trading rule returns a buy signal. The null and 

alternative hypotheses can be stated as: 

H - <-
0 :r buy- r," 

Hi :r hu.v> r;" · 

(7.2) 

(7.3) 

Also, a t -statistic can be reused to test the predictability of the sell signals. In 

order to test whether the difference between the mean return on the market 

following a buy signal and the mean return on the market following a sell signal 

is statistically significant, a t-test can be specified as: [Robert 1999] 
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where the null and alternative hypotheses are: 

H .- - < 0 o .r bur-r,.,11 -

(7.4) 

(7.5) 

(7.6) 

Through the entire dissertation, all returns, profits and Sharpe ratios are derived 

from out-of-sample set. The results are shown that our algorithms to be profitable 

and predictable already, so we did not use the other methods to prove the 

predictability again, but, the t-test methods can be used in the future research. 

7.2 Computational Performance 

7.2.1 Execution Time 

In stock market, execution time is usually a long time, because the order book 

data is usually very huge and the combination is also very large. If we test 

generic algorithms for one trading rule, enumerate algorithm may compute 

l 0,000,000 times for all possible combinations. It may cost 60 minutes. It is 0 

( m n ), m is the number of a parameter domain value, n is the number of total 

parameters. The execution time is almost impossible to give a real time outcome 

and result. So an optimal algorithm to save execution time is the precondition for 

all real time analysis systems. 

In this thesis, we implement standard genetic algorithm (SGA) to do some 
\ 

experiments and get a near-optimal result. Execution time is reduced almost by 

99 per cent (see Figure 5.2). The executing complex of genetic algorithm is: about 

0( Gn ), G is the number of generations, n is the number of parameters. 

Sometimes, the executing complex is varied, because ending conditions 1s 

changed. Such as, a genetic algorithm gets a near-optimal result rapidly. 
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The result of genetic algorithm is more than 90 per cent near the optimal value. 

However, the randomly selected result cannot get the similar result. Sometimes 

the randomly selected parameter only results a negative profit. [Lin et al 2004a] 
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Figure 7 .2 The execution time of enumerate algorithm and GA. 

In Figure 7 .2, the 13 shares are selected randomly from ASX. Filter rule, order 

book data period is from 2 January 1998 to 20 Feb 2001. 

7 .2.2 Memory 

All the experiments are run under the same conditions (see Chapter 1). All 

experiments can be run and output correct results. Memory optimization can be 

improved by other algorithms, which is not the target of this diss~ation. The in-

depth methodologies do not need more memory, and the in-depth methodologies 

can be implemented in an ordinary computer configuration. No excess memory is 

needed for our method. Of course, high speed and big memory computer will 

helpful. 
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Chapter 8 Conclusions and Future Work 

8.1 Conclusions 

In this chapter, we conclude the evaluation metrics both in finance and 

information technology. In either side, the performance is improved. We did not 

find the similar systems, so we only compare the result before and after the 

optimization, for instance, the execution time with to without genetic algorithms, 

the market average return to the ranked pair return. 

Firstly, we build a knowledge data base to store the domain knowledge (expert 

experience and domain constraints), which are very important in real stock 

market trading system. Domain knowledge can help to get an improved result 

efficiently and effectively. Currently, most systems have not considered domain 

knowledge. In our system, we built a domain knowledge database to integrate 

domain knowledge into the system. For the two kinds of knowledge, one comes 

from experts and another comes from system output. We can keep both of them 

and store domain knowledge into the knowledge database. Such as, in-sample 

and out-of-sample data size, which can be set by experts or computed by the 

system. The suitable sizes can avoid a noise and keep predictability. 

Secondly, we use an optimized sub-domain to instead of a single value to filter a 

noise and make sure our result is really a good one, even if the result is not the 

best one for making profit. The advantages of the sub-domain are the result has 

little possibility of being a noise and traders can micro-tune the parameter 

combination in the sub-domain. The result shows that performance is always 

good in the sub-domain. 

Thirdly, we implement genetic algorithms to improve computing efficiency with 

a near-optimal performance (more than 90 per cent of enumerate algorithm result, 

but, only 0.0 l to 0.1 per cent of total execution time). Genetic algorithms are the 

fundamental tools for in-depth data mining applications, otherwise the further 
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research and computation becomes impossible. For example, for ranking all 

stock-mle pairs in ASX, standard genetic algorithms costs 5 to 6 hours. The 

enumerate algorithm costs 2-3 days to compute only one investment. Moreover, 

we have embedded domain constraints into genetic algorithms so that genetic 

algorithms can filter noisy signals. We call genetic algorithms with domain 

knowledge as robust genetic algorithms (RGA). 

Fourthly, we discuss fuzzy set and multiple criteria methods to evaluate stocks. A 

numeric result is not clear to describe whether a stock is good or bad. One value 

does not mean good always, since stock market usually changes time by time. 

Sometimes, a stock with a positive return may be not good, but, on the contrary, 

sometimes, a stock with a negative return may be good. Because we should 

compare to other stocks, market index return and risk free return, etc. Once we 

considered all these factors, the output stock list should be much more useful. 

Fifthly, we build stock-rule performance table to rank pairs. The performance of 

a stock changed when the stock combined with different trading mies. So we 

cannot determine a stock is good or bad without trading rules. We consider 

stock-rule pairs performance rather than stocks performance to overcome this 

problem. So, we build the stock-rule performance table. From the table [Chapter 

6.4], we can see the performance changes for the different stock-mle 

combination. Our future work is based on the stock-rule pair table to select stock-

rule pairs and decide investments. 

Finally, we consider different investments and the number of stock-rule pairs. 

We draw profit and monthly return graphs for the investments, number of stock-

rule pairs, and compare the return of our method to the stock market index return. 

The result shows the pattern among these factors, in which, we can get the more 

detailed and exact relationship among these factors, so our method is more 

practicable in real market investing. [Chapter 6.4] 

In summary, we discuss and implement some algorithms and ideas for real stock 

market trading methodology. All of these problems come from current trading 
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platforms and these algorithms and ideas enhance the current platforms [F-

TRADE]. These algorithms and ideas are essential and necessary for real stock 

trading. In our optimal trading system, both efficiency and effectiveness are 

improved. Meanwhile, our system also keeps profitability and predictability. The 

performance of our system is better than that of the current system and better 

than the market return. Moreover, it is more reasonable, applicable and 

actionable. All of these are the key issues in a real market trading system. 

8.2 Future \Vork 

In this thesis, we have presented some problems and solutions, but, there are still 

some new in-depth researches need to be considered in the future. 

First, the problem we discuss is how to search the best stock-rule pairs. Currently, 

we build a stock-rule performance table and sort them by performance. We can 

imagine that stocks can be divided into some sub-sets with similar special 

patterns. In different sub-sets, the stocks should be having the same patterns and 

the stocks can combine with the same trading rules. For example, we separate all 

stocks into different sub-sets by some defined patterns, such as, "increasing 

rapidly-decreasing slowly", "increasing slowly-decreasing slowly", "keeping 

steady", "increasing rapidly-decreasing rapidly". All stocks have the same 

pattern in one sub-set. For one sub-set, we can confirm one best trading rule for 

the sub-set, so we need not compute them one by one. This method can both 

improve efficiency and classify new stocks without any computation. 

Second, we want to consider investments when we rank stock-mle paus. 

Currently, when we rank the stock-rule pairs, we do not consider the investments. 

We just consider a fixed investment, such as 1000 dollars. For different 

investments, the better pair may be become a worse one. So the best way is when 

we rank the pairs, we consider the investments together. The expected result is: 

when investment is 1000 dollars, we get a sorted stock-rule pair list; when 
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investment changes to I 000000 dollars, we get another maybe different sorted 
stock-mle pair list. 

Third, we focus the algorithm to find the top best pair groups. Currently, when 

we want to select the best top percentage pairs (group), the method is we sort all 

stock-mle pairs and select top percentage pairs. When we sort the stock-rule 

pairs, we discard the influence of these pairs each other. The problem is the 

whole return of a group does not equal to the sum of each pair return in the group. 

Because these signals maybe influence each other, and volume and available 

money are different. The result is not guaranteed to be the best any more even if 

all the single pair is the best one. For example, one pair buy signal may make 

other pair buy signal cannot be realized because the available money is not 

enough to buy. So, our future work is to get the best combination pairs 

considering signals distribution and volume. In the best group, each pair may be 

not the best one, but their combination is the best one. 

Fourth, we improve the robust genetic algorithm furthermore. We combine 

genetic algorithms to the finance problems and make genetic algorithms more 

efficiently and effectively. We have implemented genetic algorithms and robust 

genetic algorithms into our system, but, we do not make any improvements for 

genetic algorithms (traditional genetic algorithms added the domain constraints), 

In the future, we will consider how to upgrade the standard genetic algorithms 

and make the standard genetic algorithms more efficiently and effectively, for 

instance, to add some new parameters, operations or to change probabilities of 

crossover and mutation to a suitable value. 
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