Sparse representation-based dictionary learning with CNN for image classification
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Abstract. In this paper, we propose a novel framework for image recognition based on an extended sparse model. First, inspired by the impressive results of CNN over different tasks in computer vision, we use the CNN models pre-trained on large datasets to extract features. Then we propose an extended sparse model which learns a dictionary for classification by incorporating the representation-constrained term and the coefficients incoherence term. With this learned dictionary, not only the representation residual but also the representation coefficients will be. Experiments on Caltech101 and PASCAL VOC 2012 datasets show the effectiveness of both our sparse model and our classification scheme on image classification.
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1 Introduction

As one of the most active research areas in computer vision, image classification has been widely studied. Conventional approaches for image classification use carefully designed hand-crafted features, e.g., SIFT and HOG. Recently, in contrast to the hand-crafted features, features with deep network architectures, represented by deep convolutional networks (CNN) [13] have got impressive results in image classification, i.e., ILSVRC on ImageNet Dataset [6]. Specifically, deep learning attempts to model the visual data of high level abstract structural composites using multivariate nonlinear transformations. And several works [7, 18, 21] show that the pre-trained CNN models on colossal datasets with data diversity can be transferred to extract discriminative features for other tasks.

For sparse representation-based classification (SRC) Wright et al. [22] proposed a general classification scheme based on sparse representation and applied it on robust face recognition (FR). Since the SRC scheme achieves competitive performance in face recognition (FR), it triggers the researchers’ interest in
sparsity-based pattern classification [3, 12]. How to learn a discriminative dictionary for both sparse data representation and classification is still an open problem.

According to predefined relationship between dictionary atoms and class labels, we can divide current supervised dictionary learning into three categories: shared dictionary learning, class-specific dictionary learning and hybrid dictionary learning. In the shared dictionary learning, a dictionary shared by all classes is learned but also the discriminative power of the representation coefficients is mined. It is popular to learn a shared dictionary and simultaneously training a classifier using the representation coefficients. In [16], Mairal et al. proposed a scheme which learned discriminative dictionaries while training a linear classifier over coding coefficients. Inspired by KSVD [1], Zhang and Li [25] proposed discriminative KSVD (DKSVD) learning algorithm on FR. Following the work in [25], Jiang et al. [9] proposed to enhance the discriminative power via adding a label consistent term. Recently, Mairal et al. [14] proposed to minimize different risk functions over the coding coefficients for different tasks, called a task-driven DL. In generally, in this scheme, a shared dictionary and a classifier over the representation coefficients are together learned. However, there is no relationship between the dictionary atoms and the class labels, and thus no class-specific representation residuals are introduced to perform classification task.

In the class-specific dictionary learning, a dictionary whose atoms are predefined to correspond to subject class labels is learned and the class-specific reconstruction error could be used to perform classification. Via adding a discriminative reconstruction penalty term in the KSVD model [1], Mairal et al. [15] proposed to a dictionary learning algorithm for texture segmentation and scene analysis. Yang et al. [23] proposed to learn a structural dictionary and impose the Fisher discrimination criterion on both the sparse coding coefficients to enhance class discrimination power. In [4], via adding non-negative penalty on both dictionary atoms and representation coefficients, Castrodad and Sapiro proposed to learn a set of action-specific dictionaries. In [17], Ramirez et al. introduced an incoherence promoting term to the DL model for ensuring the dictionaries representing different classes to be as independent as possible. H. Wang et al. [20] learned a dictionary with similarity constrained term and the dictionary incoherence term and applied it to human action recognition. Based on each atom in the learned dictionary is fixed to a single class label, the representation residual associated with each class-specific dictionary could be used to perform classification.

Very recently, the hybrid dictionary models which combines shared dictionary atoms and class-specific dictionary atoms have been proposed. Using a Fisher-like penalty term on the coding coefficients, Zhou et al. [26] learned a hybrid dictionary, while introducing a coherence penalty term on different sub-dictionaries, Kong et al. [11] learned a hybrid dictionary. Although the shared dictionary atoms could encourage learned hybrid dictionary compact to some extent, how to balance the shared part and class-specific part in the hybrid dictionary is not a trivial task.
We propose a extended sparse framework to learn a class-specific dictionary with input features extracted from CNN, i.e., the dictionary atoms correspond to the class labels. In this proposed framework, two terms named the representation-constrained term and the coefficients incoherence term, are introduced to ensure the learned dictionary with the powerful discriminative ability. The representation-constrained term is utilized to enforce that class-specific sub-dictionary has good reconstruction capability for the training samples from the same class. The coefficients incoherence term is utilized to enforce that class-specific sub-dictionaries have poor reconstruction capability for training samples from different classes. Therefore, both the representation residual and the representation coefficients of a query sample will be discriminative, and a corresponding classification scheme is proposed to exploit such information. Then we test our classification scheme on the widely used datasets (Caltech-101 [8] and VOC 2012 [8]).

The remainder of this paper is organized as follows. In Section 2, we introduce the proposed extended sparse framework and a supervised class-specific dictionary learning method for classification. In Section 3, we demonstrate experimental results. In Section 4, we make conclusions about our method.

2 Methodology

Since the previous works show that pre-trained CNN models on colossal datasets with data diversity, can be transferred to extract CNN features for other image datasets [18]. We use the pre-trained VGG-Net [19] model on ImageNet to extract features for sparse representation-based dictionary learning. As for the selection of the features from CNN net, the shallow layers have features with too much dimensions and they are too sparse to get effective results for classification. However, some of the deepest layer are totally corresponding to the original data set for CNN training. So we choose some deep but not the deepest layers of CNN net to get features for classification.

2.1 Sparse representation and dictionary learning

Very recently, Wright et al. [22] proposed the sparse representation based classification (SRC) method for robust face recognition (FR). Obviously, SRC is imaginable that a test sample can be represented by a weighted linear combination of those training samples belonging to the same class. Impressive results have been reported in [22].

The model consider that CNN features of the samples in different image classes have different are discriminative. We adopt the class-specific dictionary. In the class-specific dictionary learning (DL), each dictionary atom in the learned dictionary $D = [D_1, D_2, \ldots, D_K]$ have class label correspondence to the subject classes, where $D_i$ is the sub-dictionary corresponding to class $i$. By representing a
test sample over the learned dictionary $D$, the representation residual associated with each class can be naturally employed to classify it, as in the SRC method.

Given training samples $a_{i,j}, i = 1, \ldots, K, j = 1, \ldots, n_i$ denotes a feature got from CNN in class $i$. Which $K$ is the sum of classes, and $n_i$ is the number of samples in class $i$. We form $A_i = [a_{i,1}, a_{i,2}, \ldots, a_{i,n_i}]$. The dictionary $D$ can be learned by the following extended sparse model:

$$<D, Z> = \arg \min_{D, Z} \sum_{i=1}^{K} (\|A_i - D Z_i\|_F^2 + \lambda_1 \|Z_i\|_1 + \lambda_2 \|A_i - D_i Z_i\|_F^2$$

+ $\kappa \sum_{j \neq i} \|Z_j^T Z_i\|_F^2 \} \quad (1)$

where $Z_i$ is the sub-matrix containing the coding coefficients of $A_i$ over $D$. $Z_i$ can be written as $Z_i = [Z_i^1; \ldots; Z_i^K]$, where $Z_i^j$ represents the coefficients of $A_i$ over $D_j$; and $\tilde{Z}_j$ is $\tilde{Z}_j = [\tilde{Z}_j^1; \tilde{Z}_j^2; \ldots; \tilde{Z}_j^K]$, where $\tilde{Z}_{j,i} = Z_{j,i}/\|Z_{j,i}\|$ is normalized coefficients of the $i$th sample in $A_i$ over $D$.

Different from the conventional sparse model SRC in[22], the representation-constrained term ($\|A_i - D_i Z_i\|_F^2$) and coefficients incoherence term ($\sum_{j \neq i} \|Z_j^T Z_i\|_F^2$) are introduced in Eq.(1).

**Representation-constrained term** For $A_i$, it should be well represented by the dictionary $D$, hence there is $A_i \approx D Z_i$. Since $A_i$ is associated with the class $i$, it is expected that $A_i$ could be represented further well by $D_i$. This implies that $Z_i$ should have some significant coefficients $Z_i^j$ such that $\|A_i - D_i Z_i^j\|_F$ is small.

**Coefficients incoherence term** In the SRC scheme proposed by Wright et al. [22], given a test sample, the accurate classification can be conducted based on that the largest coefficients are associated with the training samples that belong to the same class as the test sample. It implies that the reconstruction error is minimized when test sample are sparsely represented by its own training samples. Likewise, in the class-specific dictionary learning, it is expected that the largest coefficients of $A_i$ are associated with the sub-dictionary $D_i$. In Eq. (1), minimizing the coefficients incoherence term $\sum_{j \neq i} \|Z_j^T Z_i\|_F^2$ encourages that for the $A_i$ and $A_j$, the largest coefficients are associated with the corresponding different sub-dictionary $D_i$ and $D_j$ as illustrated in Figure 1. This means that similar samples over dictionary $D$ have similar coefficients and samples belonging to different classes over dictionary $D$ have absolutely different coefficients. Therefore, the value of the object function Eq.(1) is minimized when samples are sparsely represented by dictionary atoms in their own sub-dictionaries.

Overall, minimizing the representation-constrained term $\|A_i - D_i Z_i^j\|_F^2$ guarantees that class-specific sub-dictionary has good representation power to the
samples from the corresponding class and minimizing the coefficients incoherence term \( \sum_{j \neq i} \| \tilde{Z}_j^T Z_i \|_F^2 \) encourages samples from different classes are reconstructed by different class-specific sub-dictionaries. By incorporating the representation-constrained term and coefficients incoherence term, our proposed sparse representation algorithm is more effective for classification.

\( \text{Fig. 1.} \) Sparse representation of training samples using the learned dictionary \( D \). The green and yellow training samples are belong to class \( i \) and \( j \); the green and yellow atoms in \( D \) have class labels correspondences to class \( i \) and \( j \). The sparse coefficients of green and yellow training samples recovered are plotted in the coefficients matrix with the green and yellow largest values associated with the green and yellow atoms in \( D \) which have class labels correspondences to class \( i \) and \( j \).

**The optimization** Although the objective function in Eq.(1) is not jointly convex to \((D, Z)\). Like other authors [20, 24] have done when trying to solve similar optimization problems, here we divide the objective function in Eq.(1) into two sub-problems by optimizing \( D \) and \( Z \) alternatively: updating coefficient matrix \( Z \) while fixing the dictionary \( D \), and updating dictionary \( D \) while fixing the coefficient matrix \( Z \).

**Update of \( Z \)** When we fix the dictionary \( D \), the objective function in Eq.(1) is reduced to a sparse representation problem to compute \( Z = [Z_1, Z_2, \ldots, Z_K] \). We can compute \( Z_i \) class by class by fixing \( Z_j, j \neq i \). The objective function in Eq.(1) is further reduced to:

\[
\min_{Z_i} \{ \| A_i - D Z_i \|_F^2 + \lambda_1 \| Z_i \|_1 + \lambda_2 \| A_i - D_i Z_i \|_F^2 + \kappa \sum_{j \neq i} \| \tilde{Z}_j^T Z_i \|_F^2 \} \tag{2}
\]

It can be proved that \( \varphi_i(Z_i) = \| A_i - D Z_i \|_F^2 + \lambda_2 \| A_i - D_i Z_i \|_F^2 + \kappa \sum_{j \neq i} \| \tilde{Z}_j^T Z_i \|_F^2 \) is convex with Lipschitz continuous gradient. Hence, in this work we adopt a new fast iterative shrinkage-thresholding algorithm (FISTA) [2] to solve Eq.(2), as described in Algorithm 1.
Algorithm 1 Learning sparse code $Z_i$.

**Input:**
- A training subset $A_i$ from class $i$; the dictionary $D$; the parameters $\rho, \tau, \gamma > 0$.

**Initialize:**
- $\hat{Z}_i^{(1)} \leftarrow 0$ and $t \leftarrow 0$;
- while convergence or the maximal iteration step is not reached do
  - $t \leftarrow t + 1$;
  - $u^{t-1} \leftarrow \hat{Z}_i^{(t-1)} - 1/2\rho \nabla \phi_i(\hat{Z}_i^{(t-1)})$,
    where $\nabla \phi_i(\hat{Z}_i^{(t-1)})$ is the derivative of $\phi_i(\hat{Z}_i^{(t-1)})$ w.r.t. $\hat{Z}_i^{(t-1)}$;
  - $\hat{Z}_i^{(t)} \leftarrow \text{soft}(u^{t-1}, \tau/\rho)$, where $\text{soft}(u^{t-1}, \tau/\rho)$ is defined by Eq.(4) [10];
- end while

**Output:**
- $\hat{Z}_i = \hat{Z}_i^{(t)}$.

**Update of $D$**

In this subsection we describe how to update $D = [D_1, D_2, \ldots, D_K]$, while fixing the coefficient matrix $Z$. When updating $D_i$, all $D_j, j \neq i$, are fixed and $D_i = [d_1, d_2, \ldots, d_p]$ is updated class by class. We can reduce objective function in Eq.(1) as:

$$
\min_{D_i} \| \bar{A}_i - D_i Z_i \|^2_F + \lambda_2 \| A_i - D_i Z_i \|^2_F \\
\text{s.t.} \| d_l \|_2 = 1, l = 1, \ldots, p_i \quad (3)
$$

Algorithm 2 Learning dictionary $D_i$.

**Input:**
- A training subset $A_i$ from class $i$; the coefficients $Z_i$; the dictionary $D_i^0$.
- Let $Z_i = [z_1; z_2; \ldots; z_p]$ and $D_i^0 = [d_1; d_2; \ldots; d_p]$, where $z_j, j = 1, 2, \ldots, p_i$, is the row vector of $Z_i$ and $d_j$ is the $j$th column vector of $D_i^0$;
- $\hat{Z}_i^{(1)} \leftarrow 0$ and $t \leftarrow 0$;
- for $j = 1$ to $p_i$
  - Fix all $d_l, l \neq j$; update $d_j$. Let $X = A_i - \sum_{l \neq j} d_l z_l$. The minimization of Eq.(3) becomes:
  - $\min_{d_j} \| X - d_j z_j \|^2_F$ s.t. $\| d_j \|_2 = 1$
  - By solving this objective function, we could get the solution $d_j = X z_j^T / \| X z_j^T \|_2$.
- end for

**Output:**
- The updated version of $D_i^0$: $D_i$.

$$
[\text{soft}(u^{t-1}, \tau/\rho)]_j = \begin{cases} 0 & |u_j| \leq \tau/\rho \\ u_j - \text{sign}(u_j) \tau/\rho & \text{otherwise} \end{cases} \quad (4)
$$

where $\bar{A} = A - \sum_{j=1, j \neq i}^K Z$ represent the coefficient matrix of $A$ over $D_i$. Eq.(3) can be efficiently solved by updating each dictionary atom one by one via the algorithm like [24], as presented in Algorithm 2.
Complete dictionary $D$ learning algorithm. The complete algorithm is summarized in Algorithm 1. The algorithm converges since the cost function in Eq.(1) is lower bounded and can only decrease in the two alternative minimization stages (i.e., updating $Z$ and updating $D$).

Algorithm 3 The complete algorithm of dictionary $D$ learning.

Initialize $D$.

We initialize the atoms of $D_i$ as the eigenvectors of $A$.

Update coefficients $Z$.

Fix $D$ and solve $Z_i$, $i = 1, 2, \ldots, K$, one by one by solving Eq.(2) with Algorithm 1.

Update coefficients $D$.

Fix $Z$ and update each $D_i$, $i = 1, 2, \ldots, K$, by solving Eq.(3) with Algorithm 2.

return

Update $D$ and $Z$ when the objective function values between adjacent iterations are not close enough or the maximum number of iterations is not reached.

Output:

$Z$ and $D$

The classification scheme. Once the dictionary $D$ have been trained, it could be adopted to represent a query sample $y$ and do a classification task. According to different schemes for learning the dictionary $D$, different information can be utilized to perform the classification task.

In our proposed sparse representation model, not only the desired dictionary $D$ is learned from the training dataset $A$, but also the normalized representation matrix $\tilde{Z}_i$ of each class $A_i$ is computed. Considering both the representation residual and the representation coefficients are discriminative, we can make use of both of them to achieve more accurate classification results. Hence, we propose the following representation model:

$$\hat{\alpha} = \arg \min_{\alpha} \left\{ \|y - D\alpha\|^2 + \gamma\|\alpha\|_1 \right\}$$

where, $\gamma$ constant.

Denote by $\hat{\alpha} = [\hat{\alpha}_1, \hat{\alpha}_2, \ldots, \hat{\alpha}_K]$, where $\hat{\alpha}_i$ is the coefficient sub-vector associated with sub-dictionary $D_i$. In the training stage, we have enforced the class-specific representation residual to be discriminative. Therefore, if $y$ is from class $i$, the residual $\|y - D_i\hat{\alpha}_i\|^2$ should be small while $\|y - D_j\hat{\alpha}_j\|^2$, $j \neq i$, should be big. In addition, the representation sub-vector $\hat{\alpha}_i$ should be far different from the representation vector of other classes. By considering the discrimination capability of both representation residual and representation vector, we could define the following metric for classification:

$$e_i = \|y - D_i\hat{\alpha}_i\| + w \sum_{j \neq i} \|\tilde{Z}_j^T \hat{\alpha}\|/n_j$$

where $w$ is preset weight to balance the contribution of the two terms for classification. The classification rule is simply set as $\text{identity}(y) = \arg \min_i \{e_i\}$. 

3 Experimental Results

3.1 Datasets and experiments settings

In the VGG-Net [19] model, we choose the 18th layer of 4096 dimensions as the feature for classification, as we describe in the beginning of Section 2.

In our proposed sparse representation model, there are two stages: dictionary learning (DL) stage and classification stage. In DL stage we set $\lambda_1 = 0.005, \lambda_2 = 1, \kappa = 0.01$; in classification stage we set $\gamma = 1, w = 0.05$. In the proposed model, the number of atoms in $D_i$, denoted by $p_i$, is important and it is set as the number of training samples by default. All of the experiments are executed on a workstation with Intel 2.8GHz CPU and 16GB RAM.

3.2 Experiments on Caltech-101

To verify the effectiveness of our proposed sparse model for image classification, we make comparisons with other classifiers. We use the same features exacted from CNN as the input of SRC [22], SVM and our sparse model incorporating representation-constrained and coefficients incoherence terms (SDRCI).

We evaluate our algorithm on Caltech-101 dataset with cross-validation: 5-30 random images are used for training, the remaining for testing; for each size of training images, we process 10 times with our method and the results are averaged. The SVM we use to compare with our method is LIBSVM [5] fine-tuned on each training data. The result is shows in Table.1.

The accuracy of SVM is higher than that of SRC which only uses the original training samples as dictionary, and our SDRCI achieves the highest accuracy. It proves that the proposed sparse model with supervised dictionary learning method is discriminative for image classification. It proves that by incorporating the representation-constrained term and coefficients incoherence term, our proposed sparse representation model is more effective for classification.

<table>
<thead>
<tr>
<th>Training images</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRC</td>
<td>61.65</td>
<td>68.63</td>
<td>72.28</td>
<td>76.35</td>
<td>78.72</td>
<td>81.60</td>
</tr>
<tr>
<td>SVM</td>
<td>61.35</td>
<td>69.28</td>
<td>73.65</td>
<td>76.59</td>
<td>80.62</td>
<td>83.01</td>
</tr>
<tr>
<td>SDRCI</td>
<td>63.63</td>
<td>71.37</td>
<td>75.28</td>
<td>80.39</td>
<td>82.39</td>
<td>84.88</td>
</tr>
</tbody>
</table>

3.3 Experiments on VOC 2012

Further verify the effectiveness of our method, which combined the CNN features and sparse representation-based dictionary learning, we make experiments on VOC 2012 for classification task and compare with the results of state-of-art
methods. And we do not use the ground-truth bounding box information of the annotation of the dataset. Table 5 shows the results shows that our method get convictive result comparing with other work based on CNN.

Table 2. Our method performance comparison on VOC 2012(AP)

<table>
<thead>
<tr>
<th>Category</th>
<th>aero</th>
<th>bike</th>
<th>bird</th>
<th>boat</th>
<th>bottle</th>
<th>bus</th>
<th>car</th>
<th>cat</th>
<th>chair</th>
<th>cow</th>
</tr>
</thead>
<tbody>
<tr>
<td>table</td>
<td>dog</td>
<td>horse</td>
<td>motor</td>
<td>person</td>
<td>plant</td>
<td>sheep</td>
<td>sofa</td>
<td>train</td>
<td>tv mAp</td>
<td></td>
</tr>
</tbody>
</table>

4 Conclusion

In this paper, we propose a extended sparse model to learn a discriminative dictionary for classification. We adopt the pre-trained CNN model on large datasets to exact input features. In the proposed sparse model, the representation-constrained term and the coefficients incoherence term are introduced to ensure the learned dictionary to obtain powerful discriminative ability. With this learned dictionary, both the representation residual and the representation coefficients are discriminative. Finally, we present a corresponding classification scheme by exploiting such information. The experiments show that both our proposed sparse model incorporating supervised dictionary learning and our entire method are effective for classification.
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