Comparison of SYMsin Number Plate Recognition

Lihong Zheng, Xiangjian He and Tom Hintz

University of Technology, Sydney, Department of Qoner Systems,
{Izheng, sean, hintz}@it.uts.edu.au

Abstract. High accuracy and high speed are two key issuesnsider in automatic number
plate recognition (ANPR). In this paper, we constra recognition method based on Support
Vector Machines (SVMs) for ANPR. Firstly, we brigfteview some knowledge of SVMs.
Then, the number plate recognition algorithm isppsed. The algorithm starts from a collec-
tion of samples of characters. The charactersemtimber plates are divided into two kinds,
namely digits and letters. Each character is reeednby an SVM, which is trained by some
known samples in advance. In order to improve reitimm accuracy, two approaches of
SVMs are applied and compared. Experimental redaléed on two algorithms of SVMs are
given. From the experimental results, we can mdlee donclusion that ‘one against one’
method based on RBF kernel is better than othesk as inductive learning-based or ‘one
against all' method for automatic number plate gedton.

1 Introduction

Number recognition is playing an important roleinmage processing field. For ex-
ample, there are thousands of containers and tnexd to be registered every day at
container terminals and depots. Normally, this st&gtion will be done manually.
However, this is not only prone to error but alkmwsto meet the increasing volume
of containers and trucks. Hence, an automatic, dadt precise number recognition
process is required.

The fundamental issues in number plate recognéienthe requirements of high
accuracy and high recognition speed. Since lastdecades, various commercial
ANPR products (Zheng, He and Li 2005) aroundwioeld are available, such as
SeeCar in Israel, VECON in Hongkong, LPR in USAg #NPR in UK, IMPS in
Singapore, and the CARINA in Hungary (Zheng 20@en though there have been
so many successful ANPR systems, there are stibraé problems for character
recognition of number plates. The following thre®ljems are the most critical.
Firstly, the recognition system must be able todterarious sizes, fonts, spaces and
alignments of the characters in the number pl&esondly, the recognition system
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must be robust to changes in illumination and colased. Thirdly, the recognition
system must be able to distinguish the obscurethctexs in real-life images due to
rust, mud, peeling paint, and fading color. To hesdhe problems above, an effec-
tive method must have a general adaptability téedéht conditions. It should have
good tolerance for noise and classify and recogttieecharacters in number plate
accurately and credibly.

In order to improve the performance of recognitian,algorithm on number rec-
ognition was proposed in (Aksoy, Cagil and Turke®®) based on RULES-3 induc-
tion theory. This algorithm trains character sarap@d obtains the rules that are
used to recognize the numbers on number plates. &dmantage of using this
method is that the recognition speed is much quickaumber recognition. But it is
not robust to image rotation, translation and sgalHowever, it cannot distinguish
digits 6 and 9 without additional observation.

In order to improve the recognition performance, prepose another algorithm
to number recognition (Zheng and He 2006). Thitiegue uses a Support Vector
Machine (SVM) to train character samples and obtianrules that are used to rec-
ognize the numbers on number plates. SVM (CristiaBD00; Vapnik 1999) is
forcefully competing with many methods for patterassification. An SVM is a
supervised learning technique first discussed bynia(Vapnik 1999). SVM takes
Statistical Learning Theory (SLT) as its theordtfoandation, and the structural risk
minimization as its optimal object to realize thesbgeneralization. They are based
on some simple ideas and provide a clear intutiiowhat learning from examples is
all about. More importantly, they possess the featid high performance in practical
applications. From 1960s to present, SVMs becomeerand more important in the
field of pattern recognition.

The organization of this paper is as follows. Wistfiintroduce some basic
knowledge of SVMs in Section 2. In Section 3, multiss classifier model and ‘one
against all' and ‘one against one’ strategy areflyriintroduced. The algorithm of
number plate recognition is done in Section 4. &kgerimental results for number
recognition are demonstrated in Section 5. We emt&cin Section 6.

2 Principlesof SYMs

In 2000, SVM was defined by Cristianini & Taylor r{§&ianini and Shawe-Taylor

2000) as ‘a system for efficiently training lindaarning machines in kernel-induced
feature spaces, while respecting the insights atgdization theory and exploiting

optimization theory’. An SVM is a pattern recognizbat classifies data without
making any assumptions about the underlying probgss/hich the observations

were granted. The SVMs use hyperplanes to sep#ratelifferent classes. Many
hyperplanes are fitted to separate the classeshérd is only one optimal separating
hyperplane. The optimal one is expected to gerzeraliell in comparison to the

others. The optimal hyperplane is determined onlysbpport vectors, which are
ideally distributed near class boundaries. The tpipee is constructed so as to
maximize a measure of the ‘margin’ between clas&esew data sample is classi-
fied by the SVM according to the decision boundiefined by the hyperplane.
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An SVM corresponds to a linear method in a veryhhdimensional feature
space. The feature space is nonlinearly relatettheédnput space. Classification is
achieved by realizing a linear or non-linear sefi@nasurface in the feature space
(Vapnik 1999).

We briefly describe general knowledge of SVMs akofes (Zheng and He
2006).

Given a two-class classification problem, sepagatigiperplanes can be defined
as:

Hgp W X+b=0,
wherew is a normal vector, the input is denotedd@andb is an offset. SVM tries to
find the optimal hyperplane via maximizing the margetween the positive input
vectors, & wheny=+1, fori=1, ..., n}, and negative input vectorsx{wheny,=-1,
fori=1, ...,n}

In the linear case, this is equivalent to maxin##gw|| (|.|| is norm ofv ) that
is regarded as a canonical representation of theraeng hyperplane, i.e.,

min 1||v~v||2
2

: 1)
st. Yy (fw,Xx >+b)=1 i
Here W can be solved as follows by applying the Lagramgaltiplier a.
- n
W= Zai Y, (%)
i=1
where a; 2 0, (i=1, 2, .. ,n), is the Lagrangian multiplier, ang is the kernel

function.
For a new input, its classified label is accordimghe result of:

fo. (0 =SOn@@ @) +b) =sgn>" ¥, K (%, %) +b).

where K(x,x ) =@x)" ¢X)-

In the case that the set is not linearly separabldoes not satisfy the inequality
constraint Y, (S W, x, > +b) =1, for all i, a slack and nonnegative variaflds
added into Eqg. 1 as shown by
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min @I +CY ¢ | @
sty (Wax)+b)21-&,& 20, i=1..n

n
The termZ:fi is an upper bound on the number of misclassificaiticthe training
i=1
set. It indicates the distance that the traininmpfsom the optimal hyperplane and
the amount of violation of the constraints. Furthere, C is the penalty term for
misclassifications.C controls the trade-off between maximizing the rirargnd
minimizing the training error, and between a begeneralization and an efficient
computation.

3 Multi-class M odel of SVMs

Among many classification methods, SVM has demaistk superior performance.
It has been successfully utilized in handwrittemeuwal recognition. However, SVM
was originally designed for binary classificati@nd its extension to solve multi-
class problems is not straightforward. The poput@thods for applying SVM to
multi-class problems decompose a multi-class problgo many binary-class prob-
lems and incorporate many binary-class SVMs.

Two main approaches have been suggested for agpB¥uMs for multi-class
classification (Foody and Mathur 2004). In eachrapph, the underlying basis has
been to reduce the multi-class problem to a seir@ry problems, and to enable the
use of basic SVM.

The first approach, called ‘one against all' (Foaay Mathur 2004; Dong, Suen
and Krzyzak 2005), uses a set of binary classifismsh trained to separate one class
from the rest. For a given inpmt there areé decision functionsy; is classified to be
in the one ok classes that gives the largest decision value.

The second approach is called ‘one against onethigrapproach, a series of
classifiers are applied to each pair of classed,amny the label of the most com-
monly computed class is kept for each case. Thécagipn of this method requires
k(k-1)/2 classifiers or machines be applied to eadh gfeclasses, and a strategy to
handle instances in which an equal number of vatesderived for more than one
class for a case. Once #k-1)/2 classifiers have been undertaken, the max-win
strategy is followed.

The multi-class model can be described as follows.

Givenn training data

Q:{( X1, yl)! (X21 y2)! ey (Xm yn)l
x OR",(i=12,...n)}, and y. 0 {123,...,k},

wherek is the number of classes. The classification fonds as:
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1, n,o
min E”Wj ||2+CZ<tj
WL _ e

(W')T¢,(xi)+bI zl—EE,if y, =i,
(Wi)TﬂXi)-i-bi S—1+£"|f yj Zi,

§ =20, j=1..n

where K (X, %) = @(X)" @A)
In APRN, Kk is 36, which includes 10 for digits and 26 fotées. The above for-
mula implies the following 36 decision functions &l 36 digits and letters:

(W) ¢(x) + b,

(W36)T ﬂX) + b36.
An x is classified to be the digit or letter a if iteaikion function gives the
maximum value in the SVM for a, i.e.,

UID-456(Z

b MW - TOWARDS 3560 ,

Fig.1. The number plate samples

4 Number Plate Classifier Design

The car number plate at the New South Wales stada@istralia has up to six charac-
ters as shown in Fig. 1. Usually, the number ptatesists of two main sections. The
upper section contains main information of the namplate, and the lower part is
for the name of the state. The upper part is mopoitant, and is separated into two
groups of characters. The first group usually cstssif three or four letters of Ato Z

and the second group consists of three or twosdddio to 9. In order to speed up the
process, two sets of SVMs are designed accorditigette two groups of characters.
One set of SVMs is designed for recognizing digitambers and the other one is
designed for letters. The details of our algoritrarns described as follows. For com-
parison, the ‘one against all’ and ‘one against omethods are both adopted.
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In the first approach using ‘one against all' methfor recognizing the digits in a
number plate, ten SVMs are designed for the teitsdigpm 0 to 9. Each SVM has
one digital number sample as one label and alboresof the other samples are as
another label. After training, each SVM gets itsnovalues of parameters. The deci-
sion value of the testing sample will be calculabeded on the values of parameters
obtained. The final recognition result will be ambed according to the class that
gives the maximum decision value. The procedurerdopgnizing the letters in a
number plate is the same as that for digits exitggttthe total number of SVMs is 26
for 26 letters.

In the second approach using ‘one against one’ edet8VM has one digital
number sample as one label and any one of the edmaples is taken as another
label. Therefore, 45 SVMs are designed for thedigits from 0 to 9, and 325 SVMs
are for letter Ato Z.

We summarize the SVM based algorithm for numbeogaition in this paper as
follows. In order to recognize a number plate, wehgough the following steps.

Step 1. Pre-process the image of number plate.

Step 2. Segment the image into several parts aflwdach contains only a single

character.

Step 3. Normalize each letter or digit on the nunpbate.

Step 4. Extract the feature vector of each norredlizandidate

Step 5. Recognizes the single character (a dig# katter) by the set of SVMs

trained in advance.

Step 6. If there are no more unclassified samphes; STOP. Otherwise, go to

Step 5.

Step 7. Add these test samples into their corredipgrdatabase for further train-

ing.

Step 8. Recognize number plate by bringing all ati@rs used together.

When a number plate region is located and extradted histogram projection
methods are applied for character segmentation.ntingoer plate is segmented and
the sub-images containing individual charactergifgliand letters) forming the num-
ber plate are obtained. In the pre-processing stagh sub-image of a character is
normalized into a certain size which is 20 pixelsaidth and 36 pixels in length.
Then the sub-image is binarized into range of 1] for enhancing the character
from background. The support vectors are calculdiezttly from the binarized sub-
images. The high dimensional feature vectors anedtinto two kinds of database,
one is for digital numbers, and the other is fateles. The above feature vectors are
used to train SVMs with RBF kernel (see Sectionbpur experiments, 720 dimen-
sional feature vectors are input into SVMs, whicvé been trained successfully.
Then, which character that a given candidate shbeldan be obtained in according
to the outputs of SVMs.

When all digits and letters on a number plate apagnized (or classified), the
recognition of the number plate is complete.
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5 Experimental Results

Support vector machines in our experiments aradrhusing algorithms as shown in
(Gunn 1997). Based on the approach we describedealee did experiments for
digital numbers of 0 to 9 and letters of A to Zdur database, there are average 768
training samples for character which are segmef@t real images of number
plates. Figure 2 presents some of example of cteagm number plates. We se-
lected randomly one third of them for training ahe rest samples were used for

ACESZ36
XQRTA58

Fig.2. Segmented characters

The experimental results are based on two methaasely ‘one against all’ and
‘one against one’. Two kernel functions that aredir kernel and RBF kernel are
used and shown below.

Linear: K(x,x)=(xX)

RBF: K(x,x)= exp(— [x=x H2 /202)

Tables 5.1 and 5.2 show a comparison of usingwloentethods. Also, we esti-
mate the matching rate using different kernel patansc and cost parametefa

Matching rate = Number of recognized charactersectly/Number of all testing
characters.

Table 5.1 The experimental results of characters (Digits lagitlers) of number plate (One

against all)
Diigmital Murobers Letters
EBF kemel Linear Ker- EBF Lemel Linear
(C=10"~10%, nel (C=10"~10%, Eernel
o=1~110 [o=10 o=1~110 [ =10
2104 .10
Ilatching rate E3EW TaT N ad 3%
Fercentage of 5V EERS 14.3%, 02824 11.5%
Traiming .46 03 a.l 12
Time(seconds)
Testing tire 1K 128 031 .56

We also report the training time, testing time #mel percentage of support vec-
tors in the tables. All the experiments are perfedron a Pentium 4 PC with 2.0GHz
CPU. The training time and testing time increasth e number of training sam-
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ples. However, the classification accuracy doeschange much. For further com-
parison, we also give the experimental resultshasve in Table 5.3 obtained from
well-known database iris and UCI (UCI).

Table5.2. The experimental results of characters (Digits lagitlers) of number plate (One
against one)

Diugital Nurabers Letters
RBF kemel Linear Fer- REF kemel
(C=10"=10%, nel (C=10°10°, o=5~110)
o=.1~110) { C=10
L. 10%)
Ivladching rate 68 8% TG 63%
Percentage of 5¥ OEY 14.5% DEEY
Traming 002 0ol 43
Timoe{seconds)
Testing tome 152 0.3 05

Table5.3. The experimental results of iris and UCI datab&®H) (One against all)

Cases | Test matching  rate Percentage ot 5V Traming Testing
C=(500~10%) o=.5~1 Tirnel(s) tirne
Iris 07.8% 16%, 0.1 0.01
UCI 20.86%, 20.3% 638 0.4

6 Discussion and Conclusions

The major advantages of SVMs are that each SVMn&xsimal margin hyperplane
in a feature space built using a Kernel functiomg @ach SVM is based on firm
statistical and mathematical foundations concergj@geralization and optimization
theory. The training for SVMs is relatively easyof the experimental results, it is
obvious that SVMs based on RBF kernel functionqrenfbetter due to its properties
described in above section. The algorithm basedona against all' gets higher
matching rate than method of one again one.

Due to noise contained in the image of real nunpibeties, the recognition rate is
lower than what obtained in some standard databaske asris (Gunn 1997) and
UCI (UCI). But the following conclusion still holddn ‘one against one method’,
each classifier must give a label to a candidatmatter if it is correct or not. There-
fore, in many cases, error label information isegivand data are mistrained. The
parameters after training have lower credit. Ondbetrary, however, ‘one against
all’ method shows better performance.

For the failed cases in our experiment, we notieg the amounts of every char-
acter’'s samples are not evenly in our database ekample, character ‘A’ owned
much more samples than other characters. Charaefesad ‘L' have smaller num-
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ber of samples in our database. The parameterinetitéhrough training are less
powerful than others which were trained using a dmgount of samples. Another
reason is that the images of these characters ach more blurred or distorted than
the training samples. These characters are midatgsinto other similar classes.
However, compared with earlier results using inthecRule3 (Zheng, He, Wu and
Hintz 2006) where the recognition accuracy rat& 186, accuracy rates obtained
using SVM is competitive and better.

Having said all above, SVMs can be applied in nunpibete recognition success-
fully especially for heavier noisy characters. SiIrf8/M has the highest classifica-
tion accuracy as a binary classifier, for furtheprovement of matching rate, we
should combine some other classifiers togetherakenthe number of characters in a
group as small as possible. Therefore, the ovenaliching rate will be definitely
higher than other methods for number plate recagnit
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