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Abstract: The accomplishment of some robotic tasks requires the coordination of a group of mobile robots, which generally outperform single robots operating independently. This chapter is devoted to the control design for deployment of multiple robots into desired geometric patterns or formations. First, a generic control structure is proposed as an unified approach, making use of its flexibility for various formation configurations while mitigating singularities. Swarm intelligence is then adopted in order to obtain near-optimal settings of the control parameters. Here, the cooperative control of the robots is formulated as an optimization problem, where the particle swarm optimization (PSO) algorithm is applied to satisfy the multi-objective goal of formation establishment and collision avoidance. Numerical results and a remark on experiments are included to illustrate the effectiveness of the proposed framework for a number of formation types.
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1 INTRODUCTION

The control of a group of autonomous vehicles or mobile robots into coordinated operations has a lot of advantages over the deployment of single robots. Potential applications span widely from transportation [1], surveillance, agriculture [2], defense, health-care and to many others. Moreover, the application of robotics in automating the construction process may become an important component in the future development of construction technologies including material handling and delivery, to name a few [3]. Mobile robots are very attractive in these applications and, in particular, multiple robots in cooperation are anticipated to outperform independently-operating robots in terms of flexibility and fault tolerance. Coordination or formation of multiple autonomous robots, therefore, has recently arisen as an active research area in mobile robotics. In this chapter, the focus will be on the control design for robotic formation, which is defined as the coordination of a group of mobile robots to get into and maintain a desired pattern with a certain geometric shape.

One of the critical issues in deploying mobile robots rests on their navigational abilities [4], specifically, with severe spatial constraints and this naturally leads to the need for formation control strategies [5]. In this regard, virtual robot tracking [6], hybrid control [7] and fuzzy logic [8] methods have been applied. The former approaches are theoretically rigorous but generally require precise model descriptions and special considerations may be needed to account for control singularities [9][10][11][12]. On the other hand, the latter techniques require expert design knowledge and controllers are mostly designed in a problem-dependent manner. In general, a configuration-flexible design approach would be an attractive solution.

The multi-robot coordination problem is concerned with the control or steering of the robots into desired geometrical shapes, e.g. a line, column, wedge, diamond or others. In the context of robotic formation, control approaches can be broadly classified into three categories: behavioral [13], virtual structure [14] and leader-follower [15]. In behavioral control approaches, primitives or reactive behaviors are defined for the vehicles.
A drive command is generated by aggregating a collection of weighted primitives. However, the determination of behaviors, the selection of their number and appropriate weights for them are issues depending on the designer's experience. The virtual structural control method treats the entire formation as a single or virtual entity. The desired dynamics of the structure are then translated into motion control for individual vehicles. The control of the virtual structure can be realized by a high-level controller where low-level motion controllers, within each robot, can be implemented by using a decentralised strategy [16]. In leader-follower approaches, one or more robots are selected as leaders while the others are assigned as followers and are driven to track the leaders. Desired formations can be considered as established after the followers have tracked their assigned leaders in a hierarchy. Although this method is well-founded, it may need a deliberative motion planning strategy [17], in particular when involving a large number of robots. Moreover, some enhancements need to be incorporated into the formation control design in order to alleviate the difficulties imposed from control constraints. Otherwise, some formation pattern, e.g., a line formation, cannot be established.

In the regard of individual robots, the cooperative motion of a group of mobile robots is attributed from designing appropriate paths to be followed by each robot. Various methodologies for robotic path planning, such as soft-computing and evolutionary computation have drawn the attention of researchers in recent years. For example, a neural network, applying the self-learning principle, was employed in the floor coverage problem scenario [18] in construction, but for just a single robot. In [19], an algorithm was proposed, inspired from natural ant societies for the enumeration of robots in accomplishing a cooperative task. The multi-agent concept, implementing genetic algorithms (GA), was applied in [20] for the roadside following problem in vehicle navigation. In essence, vehicles are treated as living species evolving by adaptation to natural selections imposed by the constraints from the kerb boundaries. However, one of the hurdles in applying the GA is the determination of the control parameters, e.g., selection schemes and crossover/mutation probabilities, during the algorithmic design stage.

From an alternative point of view, the motion of mobile robots can be treated as an aggregation of a group of living species evolving under social interactions, e.g., bird flocks or fish schools. Inspired by this natural phenomenon, the particle swarm optimization (PSO) algorithm [21], in the evolutionary computation family, was developed as an efficient solution searching method for a variety of optimization problems. Applications of PSO can be found in a wide domain in science and engineering practices. For example, a cantilevered beam was designed by using the PSO [22] in a structural application. Setting PID controller parameters was reported in [23] to achieve robustness against adverse operating conditions. The project scheduling problem with resource constraints was tackled in [24] where swarm intelligence led to promising results. Perhaps most remarkable is the application of the PSO for multi-objective optimization problems, see e.g., [25]. The successes reported are largely attributed to the implementation simplicity and flexibility of swarm algorithms. In the field of mobile robotics, the PSO has been applied for path planning [26], navigation control [27] and recently for mobile robot coordination [28].

The configuration structure of the group of mobile robots corresponding to different formation types is however foreshadowed to affect the formation process. This chapter presents a near-optimal design methodology which uses the PSO algorithm to derive the control parameters of a generic controller for configuration-changeable formations within the leader-follower framework. The ultimate objective is a high-performance and collision-free control strategy for various formation patterns. Our rational rests on the possibility of incorporating the control constraints into the fitness function and the effectiveness of PSO in solving a multi-objective optimization problem.

In fact, the swarm-based searching for feasible drive commands for mobile robots to establish desired formations has shown its simplicity and flexibility, allowing for incorporation of reactive collision avoidance schemes.

The remainder of this chapter is organized as follows. In Section 2, a generic control structure is presented and its various combination possibilities discussed on the basis of formation performance. The background of particle swarm optimization algorithm and swarm-based control is reviewed in Section 3. Section 4 presents the design of the formation controllers using swarm intelligence for multiple mobile robots. The proposed design framework also includes discussion on attempts to tackle collision avoidance and deadlock release. Numerical examples and some real-time
test results are given in Section 5 to illustrate the effectiveness of the proposed approaches. Finally, a conclusion is drawn in Section 6.

2 FORMATION CONTROL STRUCTURE

The objective of robotic formation control is to steer a group of robots into and maintain desirable moving patterns of the group. From the leader-follower strategy, let there be a leader robot positioned in \((x_i, y_i, \theta_i)\) in a world coordinate frame, where the orientation is referred to the x-axis, also let there be a number of follower robots at \((x_j, y_j, \theta_j)\), where \(i, j = 1, \cdots, N\) are the indices for \(N\) robots of the group, as shown in Figure 2.1.

2.1 Mobile Robot Model

Assuming that the robots are moving on a flat terrain, their motion models are given by:

\[
\begin{align*}
\dot{x}_k &= v_k \cos \theta_k \\
\dot{y}_k &= v_k \sin \theta_k \\
\dot{\theta}_k &= \omega_k,
\end{align*}
\]

where \((x, y)\) are the Cartesian coordinates, \(\theta\) is the orientation of the robot, the subscript \((k)\) is an index of the robot.

This model implies that the motion of the robot satisfies the pure-rolling condition:

\[
\dot{z}_k \cos \theta_k + \dot{y}_k \sin \theta_k = v_k,
\]

and the non-slip condition:

\[
\dot{z}_k \sin \theta_k - \dot{y}_k \cos \theta_k = 0.
\]

2.2 Generic Structure

There are a number of formation types available in the literature [10][6][29], however the configuration parameters appear in an incoherent manner. Here, a generic structure for leader-follower formation control is considered by appropriately assigning the configuration parameters to result in various formation types. Let a leader robot be placed at a position with respect to the leader as:

\[
\begin{align*}
x_{hi} &= x_i + H \cos \theta_i - K \sin \theta_i \\
y_{hi} &= y_i + H \sin \theta_i + K \cos \theta_i.
\end{align*}
\]

Similarly, virtual robots are denoted as

\[
\begin{align*}
x_{vj} &= x_j + L \cos \theta_j - R \sin \theta_j \\
y_{vj} &= y_j + L \sin \theta_j + R \cos \theta_j.
\end{align*}
\]

In order to configure a specific formation type, separations \(H, K, L, R\) need to be determined according to the task requirement. Furthermore, the tracking errors are denoted as:

\[
\begin{align*}
e_x &= x_j - x_{hi}, \\
e_y &= y_j - y_{hi}, \\
e_\theta &= \theta_j - \theta_i.
\end{align*}
\]

The formation control objective is achieved by deriving appropriate commands, velocity \(v_j\) and turn-rate \(\omega_j\) to drive the followers \(j = 1, \cdots, N\), \(j \neq i\) such that the tracking errors approach and maintain at zero. To this end, the error dynamics are obtained as:

\[
\begin{align*}
\dot{e}_x &= v_j + L \cos \theta_j - R \sin \theta_j - \dot{x}_j, \\
\dot{e}_y &= L \sin \theta_j + R \cos \theta_j - \dot{y}_j, \\
\dot{e}_\theta &= \dot{\theta}_j - \dot{\theta}_i.
\end{align*}
\]

which, by differentiation, become

\[
\begin{align*}
\dot{e}_x &= v_j \cos \theta_j - L \omega_j \sin \theta_j - R \omega_j \cos \theta_j - \dot{x}_j \cos \theta_j + H \omega_j \sin \theta_j + K \omega_j \cos \theta_j, \\
\dot{e}_y &= v_j \sin \theta_j + L \omega_j \cos \theta_j - R \omega_j \sin \theta_j - \dot{y}_j \sin \theta_j - H \omega_j \cos \theta_j + K \omega_j \sin \theta_j, \\
\dot{e}_\theta &= \dot{\theta}_j - \dot{\theta}_i.
\end{align*}
\]

The dynamics can be further written in matrix form as

\[
\dot{\mathbf{e}} = \mathbf{A} \mathbf{e} + \mathbf{B} \mathbf{u},
\]

where

\[
\begin{align*}
\dot{\mathbf{e}} &= \begin{bmatrix} \dot{e}_x \\ \dot{e}_y \\ \dot{e}_\theta \end{bmatrix} , \\
\mathbf{A} &= \begin{bmatrix} \cos \theta_j & -L \sin \theta_j - R \cos \theta_j \\ \sin \theta_j & L \cos \theta_j - R \sin \theta_j \end{bmatrix} , \\
\mathbf{B} &= \begin{bmatrix} -\cos \theta_j & H \sin \theta_j + K \cos \theta_j \\ -\sin \theta_j & -H \cos \theta_j + K \sin \theta_j \end{bmatrix} , \\
\mathbf{u} &= \begin{bmatrix} \dot{u}_j \\ \dot{\omega}_j \end{bmatrix} , \quad \mathbf{u}_i = \begin{bmatrix} \dot{u}_i \\ \dot{\omega}_i \end{bmatrix}.
\end{align*}
\]
The drive commands are generated by specifying the error attenuation rates as \( \lambda_x > 0, \lambda_y > 0 \) such that the errors approach exponentially to zero:

\[
\begin{align*}
    e_x(t) &= e_x(0) \exp(-\lambda_x t) \\
    e_y(t) &= e_y(0) \exp(-\lambda_y t),
\end{align*}
\]

(2.10)

where \( e_x(0) \) and \( e_y(0) \) are, respectively, the initial errors at time \( t = 0 \). Using this approach with the attenuation rate a matrix denoted as \( A = \text{diag}(\lambda_x, \lambda_y) \), then

\[
    u_j = -A^{-1}(Bu_i + \lambda e).
\]

(2.11)

The drive commands are

\[
    u_j = \frac{R}{L} \left( \lambda_x e_x \sin \theta_j - \lambda_y e_y \cos \theta_j \\ (v_i - \omega_i K) \sin \phi_j + \omega_i H \cos \phi_j \\ - \lambda_x e_x \cos \theta_j - \lambda_y e_y \sin \theta_j \\ + (v_i - \omega_i K) \cos \phi_j + \omega_i H \sin \phi_j \right)
\]

(2.12)

for \( \omega_j = \frac{1}{L} \left( \lambda_x e_x \sin \theta_j - \lambda_y e_y \cos \theta_j \\ (v_i - \omega_i K) \sin \phi_j + \omega_i H \cos \phi_j \\ - \lambda_x e_x \cos \theta_j - \lambda_y e_y \sin \theta_j \\ + (v_i - \omega_i K) \cos \phi_j + \omega_i H \sin \phi_j \right) \)

where the linear velocity is related to the angular velocity by

\[
    \omega_j = R \omega_j + \theta_j,
\]

(2.13)

in which

\[
    \omega_j = \frac{-L}{J} \sin(\theta_j - \varphi) = \omega_i,
\]

(2.14)

1. the drive command singularities to be mitigated, and
2. the leader turn-rate and angular tracking error to be taken into account.

2.2.2 Zero Dynamics

Since the dimension of the control commands \( (u_j \in \mathbb{R}^3) \) is one degree-of-freedom less than the system states \( (x_i \in \mathbb{R}^3) \), the stability of \( \theta_j \) is therefore determined by the zeros dynamics.

Re-writing the angular velocity command \( \omega_j \) and setting it equal to the leader turn-rate \( \omega_i \), one has

\[
    \omega_j = \frac{J}{L} \cos(\theta_j - \varphi) = \omega_i,
\]

where

\[
    J = \sqrt{\left( \lambda_x e_x - (v_i - \omega_i K) \cos \theta_j + \omega_i H \sin \theta_j \right)^2 + \left( -\lambda_y e_y - (v_i - \omega_i K) \sin \theta_j + \omega_i H \cos \theta_j \right)^2}
\]

and

\[
    \varphi = \arctan \left( \frac{\lambda_x e_x - (v_i - \omega_i K) \cos \theta_j + \omega_i H \sin \theta_j}{-\lambda_y e_y - (v_i - \omega_i K) \sin \theta_j + \omega_i H \cos \theta_j} \right).
\]

A solution trajectory for the follower’s orientation can be found as

\[
    \theta_j^* = \arccos \left( \frac{\omega_i L}{J} \right) + \varphi.
\]

(2.15)

(2.16)

Taking the partial differential of \( \omega_j \) with respect to \( \theta_j \) gives

\[
    \frac{\partial \omega_j}{\partial \theta_j} \bigg|_{\theta_j=0} = \frac{-J}{L} \sin(\theta_j^*) = \frac{-1}{L} \sqrt{J^2 - (\omega_i L)^2}.
\]

(2.17)

Hence stability is ensured if

\[
    L > 0 \quad \text{and} \quad |J| \geq |\omega_i L|,
\]

(2.18)

which is one of the constraints in the controller design.

2.3 Formation Initialization

Formation initialization is the process of deploying multiple robots from arbitrary initial locations to enter a formation pattern. A generic procedure for that is introduced in [29], but the process is time consuming. It is interesting to note here that some typical formations can be initialized by assigning appropriately configuration parameters \( (L, R, H, K) \). In particular, using this parameter setting in a single-leader and/or a multi-leader scheme with the control laws (2.12) allows
the robots to be initialized into a line or column formation, or their combination. Let there be a physical leader robot and N follower robots in the platoon then the following schemes are proposed.

2.3.1 Single-Leader: Line Formation

Referring to Figure 2.1, a line formation can be established when \( H_l = \text{const}, L_j = 0 \) or generally, \( H_l = L_j = \text{const} \). Now, there are two possible settings for parameters \( K \) and \( R \).

1. Set \( K_i = 0 \), \( i = 1 \) and \( R_j = -jR \), \( j = 1, \ldots, N \).

There is a single header in front of the leader and the virtual robots of the followers are separated consecutively according to their indices \( j \).

2. Alternatively, set \( K_i = iK_i \), \( i = 1, \ldots, N \) and \( R_j = 0 \), \( j = 1, \ldots, N \).

The virtual robots are straightly in front of the followers while the headers are displaced from the leader in scale factors according to their indices \( i \) associated with the follower indices \( i - j \).

By considering (2.12), a remark can be made on the magnitudes of the commands corresponding to these schemes.

In case 1, \( R_j = -jR \) and other configuration parameters are constants, a follower away from the leader (large \( j \)) will result in an increased magnitude of the linear velocity command. On the other hand, a low index follower will have a smaller velocity. Notably, nearby followers would suffer from actuator saturation while the faraway followers will suffer from a sluggish response.

For case 2, \( R_j = 0 \) and \( K_i = iK_i \), the linear velocity becomes \( j \) and depends mainly on parameters \( K \) and \( H \). Here, although \( K \) changes according to the followers’ indices, their effects are modulated by the magnitudes of the leader turn-rate and velocity through the term \( (v_l - \omega_l K) \). It can be seen that when the leader is moving on a straight line, i.e. \( \omega_l = 0 \), the effect of different values of \( K_i \) is diminished. Therefore, the configuration scheme in case 2 is practically preferable.

2.3.2 Single-Leader: Column Formation

For column formations, the simplest configuration is to set \( K_i = R_j = 0 \) and there are also two possibilities in setting parameter \( H_l \).

1. Set \( H_l = 0 \), \( i = 1 \) and \( L_j = L \), \( j = 1, \ldots, N \) where \( L = \text{const} \).

Since \( H_l = 0 \), the headers coincide with the leader. The followers are displaced behind the leader in displacements of multiple \( L \) in accordance to their indices.

2. Set \( H_l = L \), \( i = 1 \) and \( L_j = (j + 1)L \).

Here the header is located in front of the leader for all followers. The followers are displaced from the leader in incremented multiples of \( L \).

As in the line formation, these configurations also bear different effects on the control signals. For case 1, the \( L_j \) values are smaller than their counterparts in case 2, therefore, the commands are larger for given errors \( e_v, \omega_t \) while other conditions remained unchanged. Thus, the former case may be prone to saturation. Furthermore, since \( H_l = 0 \), components \( \omega_l H \cos \theta \) and \( \omega_l H \sin \theta \) are absent from the control.

In case 2, the drive commands are scales by \( L^{-1} \) and the commands will be much reduced for the robot with a high index, i.e. away from the leader. Also, with \( H_l \neq 0 \), the effects of \( \omega_l H \cos \theta \) and \( \omega_l H \sin \theta \) are complementary to the contributions from \( (v_l - \omega_l K) \sin \theta \) and \( (v_l - \omega_l K) \cos \theta \). Hence, the configuration in case 2 is preferable.

2.3.3 Multi-Leader: Line Formation

In line formations with multiple leaders, set \( H_l = H = \text{const}, L_j = 0, R_j = 0 \), and \( K_i = K = \text{const} \) for \( i, j = 1, \ldots, N \).

In this case, most parameters are kept constant and with \( R_j = 0 \), the linear velocity command becomes de-coupled from the follower angular velocity.

2.3.4 Multi-Leader: Column Formation

For column formations, set \( K_i = H_l = R_j = 0 \) and \( L_j = L = \text{const} \).

Note that \( L_j \) is the only non-zero parameter and the drive commands are further de-coupled. Particularly, with \( H_l = K_i = 0 \), the headers coincide with the leader and the effect of \( \omega_l \) is totally removed from the drive commands. Cautions have to be paid in this configuration scheme where drives are not sensitive to the leader's angular velocity.

The configuration schemes presented above have, on their own, advantages and disadvantages.
based on a variety of criteria. The design of an appropriate and effective controller for formation initialization may remain a challenging task. In the following, the design will be cast into an optimization problem. In essence, a swarm-based evolutionary computing technique, the particle swarm optimization (PSO) algorithm, will be adopted in the leader-follower control design.

3 PARTICLE SWARM OPTIMIZATION AND PSO-BASED FORMATION INITIALIZATION

3.1 Background
The particle swarm optimization algorithm can be viewed as a stochastic search method for solving non-deterministic optimization problems and can be described by the following expression,

\[
\begin{align*}
\mathbf{v}_k^{i+1} &= \mathbf{w} \mathbf{v}_k^{i} + c_1 (\mathbf{g}_{best,k} - \mathbf{x}_k^{i}) + c_2 (\mathbf{p}_{best,k} - \mathbf{x}_k^{i}) \\
\mathbf{x}_k^{i+1} &= \mathbf{x}_k^{i} + \mathbf{v}_k^{i+1},
\end{align*}
\]

(3.1)

where \(x\) is the particle position in the solution space, \(v\) is the velocity of the particle movement assuming a unity time step, \(w\) is the velocity control coefficient, \(c_1, c_2\) are the gain control coefficients, \(g_{best}\) is the global-best position, \(p_{best}\) is the position of a particular particle corresponding to the best fitness obtained so far, subscript \(k\) is the iteration index and superscript \(i\) is the particle index.

Since the pioneering work in PSO [30], the gain control coefficients \(c_1, c_2\) have been conventionally taken as random numbers sampled from a uniform distribution, that is

\[
c_1 \sim U[0, c_{1\text{,max}}], \quad c_2 \sim U[0, c_{2\text{,max}}],
\]

(3.2)

where \(U[\cdot]\) stands for a uniform distribution and \(c_{1\text{,max}}\) and \(c_{2\text{,max}}\) are the maximum value for \(c_1\) and \(c_2\), respectively.

3.2 Algorithm
At the start of the algorithm, the particle positions are randomly generated to cover the solution space. Their positions may be deterministically or randomly distributed, given a pre-defined number of particles. In general, a small number reduces the computational load at the expense of extended iterations required to obtain the optimum (but the optimal solution is not known a priori). The particle velocity \(v_k^i\) can also be set randomly or simply assigned as zeros. A problem dependent fitness function is evaluated and a fitness is assigned to each particle. For the set of fitness, the one with the highest value is taken as the global-best \(g_{best,0}\) (for a maximization problem). This set of initial fitness values are denoted as the particle-best \(p_{best,i}\). The velocity is then calculated using the random gain coefficients. The particle positions are updated and the procedure repeats. Finally, at the satisfaction of some termination criteria, the global-best particle is reported as the near-optimal solution to the problem.

The algorithm contains a recursive iteration loop (generations) and is described by the following pseudo-code:

1. Initialize particles randomly across the solution space
2. Set generation count to zero
3. While not terminate
   (a) Evaluate the particle fitness
   (b) Find the best particle
   (c) Find the best instances of particles
   (d) Calculate particle velocities
   (e) Update particle positions
   (f) Increase generation count
4. Terminate if generation count expires

3.3 Convergence
An analysis on the particle swarm behavior can be conducted using the control theory. Let the position error of a particular particle be denoted as (the particle index \(i\) is omitted):

\[
\mathbf{e}_k = \mathbf{g}_{best,k} - \mathbf{x}_k,
\]

(3.3)

the velocity expression becomes

\[
\mathbf{v}_{k+1} = \mathbf{w} \mathbf{v}_k + c_1 \mathbf{e}_k + c_2 \mathbf{g}_{best,k} - \mathbf{g}_{best,k} + \mathbf{g}_k
= \mathbf{w} \mathbf{v}_k + (c_1 + c_2) \mathbf{e}_k - c_2 (\mathbf{g}_{best,k} - \mathbf{p}_{best,k}).
\]

(3.4)

The particle update becomes

\[
\mathbf{x}_{k+1} = \mathbf{x}_k + \mathbf{v}_{k+1} = \mathbf{x}_k + (c_1 + c_2) \mathbf{e}_k - c_2 (\mathbf{g}_{best,k} - \mathbf{p}_{best,k}).
\]

(3.5)

By substituting the position error and assuming that the global optimal remains constant, i.e., \(g_{best,k+1} = g_{best,k}\), one has:

\[
\mathbf{e}_{k+1} = \mathbf{e}_k - \mathbf{w} \mathbf{v}_k - (c_1 + c_2) \mathbf{e}_k + c_2 (\mathbf{g}_{best,k} - \mathbf{p}_{best,k}).
\]

(3.6)
The particle position error and velocity can be written in the state-space form as

\[
\begin{bmatrix}
    \epsilon_{k+1} \\
    \nu_{k+1}
\end{bmatrix} =
\begin{bmatrix}
    1 - c_1 - c_2 & -\omega \\
    c_1 + c_2 & \omega
\end{bmatrix}
\begin{bmatrix}
    \epsilon_k \\
    \nu_k
\end{bmatrix} +
\begin{bmatrix}
    c_2 \\
    -c_2
\end{bmatrix} (\theta_{best,k} - \theta_{d,k}),
\]

or

\[
x_{k+1} = Ax_k + Bu_k,
\]

where \(x_{k+1} = [\epsilon_{k+1}, \nu_{k+1}]^T\) and \(u_k = \theta_{best,k} - \theta_{d,k}\) and matrices \(A\), \(B\) are self-explanatory.

It becomes clear that the requirement for convergence implies \(\epsilon_k \to 0\) and \(\nu_k \to 0\) as iteration \(k \to \infty\). When the best solution is found \(\theta_{best,k}\) becomes a constant and \(\theta_{d,k}\) will tend to \(\theta_{best,k}\) if the system is stable. The stability of a discrete control system can be ascertained by constraining the magnitude of the eigenvalues \(\lambda_{1,2}\) of the system matrix \(A \in \mathbb{R}^{2 \times 2}\) to be less than unity, that is

\[
\lambda_{1,2} = \frac{1}{2} (1 + \sqrt{1 - 4\omega^2}).
\]

By choosing the maximal random variables \(c_1\) and \(c_2\) to be \(c_{1,max} = 2\) and \(c_{2,max} = 2\) and take the expectation values from a uniform distribution, then the coefficient averages become \(c_1 = 1\) and \(c_2 = 1\). This case corresponds to a total feedback of the discrepancy of the particle positions from the desired solution at \(\theta_{best,k}\) [31]. The eigenvalues can be derived as:

\[
\lambda_{1,2} = \frac{1}{2} (1 - \sqrt{1 - 4\omega^2}).
\]

After some manipulations, it can be shown that \(\omega < 1\) with \(c_{1,max} = c_{2,max} = 2\) will guarantee stability for the system, hence, the particles will converge to \(\theta_{best,k}\).

### 3.4 PSO-based formulation

To speed up the formation initialization process, it is noted that \(\lambda_{1}\) and \(\lambda_{2}\) in (2.10) can be treated as controlled parameters in order to obtain a feasible orientation solution trajectory. Since they are coupled design parameters to be assigned in the controller for satisfactory performance, e.g. maximum error attenuation, the design can be cast as an constrained optimization problem. For this, the particle swarm optimization (PSO) algorithm is proposed owing to its flexibility and efficiency in handling complexity.

It is assumed that a high-level planner is available to assign a task dependent path for the leader-robot, where \(e_x, e_y, e_y\) are tracking errors under control laws (2.12) to be minimized with respect to the parameter defined as:

\[
z = [\lambda_x, \lambda_y]^T,
\]

where \(\lambda_x\) and \(\lambda_y\) correspond to the error attenuation rates. The goal is to obtain these rates optimally such that the resultant function \(J\) (2.15) satisfies the constraints for stability of zero dynamics while keeping the drive commands within practical bounds. The optimization problem is formulated as:

\[
\text{minimize: } \|e_x\|, \|e_y\|, \|e_z\| \\
\text{s.t.: } |J| > |\omega E|, \lambda_x > 0, \lambda_y > 0 \quad (3.12)
\]

where the subscripts \((\text{min}, \text{max})\) denote the control bounds on the velocity and turn-rate. The leader-follower controller augmented with the proposed PSO is also able to alleviate singularities with a proper choice of parameter \(H\), as previously stated.

### 3.5 Initialization Procedure

By combining the controller design and the PSO algorithm, the following optimization procedure is proposed. It is assumed the availability of the robot position information. Furthermore, for implementation simplicity, the zero dynamics stability condition (2.18) is checked at every time step in the following PSO optimization routine.

1. **Iteration \(k = 0\):** Initialize a set of \(P\) particles, \(\theta_i\), \(i = 1, \cdots, P\), as randomly generated potential solutions for (3.11).

2. The particles are then substituted into the controller (2.12) and check for the satisfaction of condition (2.18)

3. For those particles failing the test, reinitialize at Step 1 until all particles satisfy the stability condition.

4. **Iterations \(k > 0\):** With the fitness of each particle chosen as the difference \(|J| - |\omega E|\), the particle with a minimum difference is considered as the best particle in the group \(\theta_{best,k}\) as it is less sensitive to steering angle \(\theta\).

5. The fitness is compared to the record of individual fitness in previous PSO iterations. The record of every particle that gives \(\text{min}(|J| - |\omega E|)\) is assigned as the best-experience \(\theta_{best,k}\).
3. Check if constraints (3.12) are satisfied, if not the corresponding particle is de-activated or removed from further iterations. Those removed particles are replaced by re-initializing (Step 1) additional particles to maintain the total number of particles at \( P \).

4. Repeated from Step 4 until the expiry of a maximum iteration count, e.g., \( k = k_{\text{max}} \). The drive commands \( v_j \) and \( o_j \) are then generated with \( \mathbf{p}_{j,\text{PSO}} \).

The verification of the effectiveness of the formation controller design method will be given in the Section 5. In the sequel, an alternative approach for robotic formation coordination using directly swarm intelligence is proposed in the following to allow for collision avoidance while alleviating the design complexity in association with various formation configurations and control singularities.

4 FORMATION COOPERATIVE CONTROL USING SWARM INTELLIGENCE

In this section, the coordination of multi-vehicles into formations is achieved by combining the PSO algorithm and the behavior-based motion strategy in deriving the velocities and steering angles with inter-robot collisions taken into account.

4.1 Particle Structure

Let there be \( m \) robots to be coordinated, hence, there are \( m \) sequences of control commands to be determined by the PSO. The approach adopted assumes that a high-level path planner is available to design the required formation and each vehicle knows its current location. This gives a set of formation locations or virtual robots as

\[
F = \{F_1, \ldots, F_m\}, \quad F_j = [x_j^f, y_j^f]^T, \quad j = 1, \ldots, m, \tag{4.1}
\]

where each formation location contains its corresponding xy-coordinates and the orientations are aligned with the x-axis. On the other hand, the initial locations of the robots are not specified (i.e., not in a formation) but their locations are known to the PSO algorithm.

The control commands are represented by a set of particles. Note that there are \( m \) robots each also contains a set of \( P \) particles describing the robots' possible locations. At each time step, the

control particles are used to move the robots subject to their dynamics (2.1). The predicted locations are shown in Figure 4.1.

4.2 Indexing Robots in a Formation

In order to follow a formation, robots in the group need to be allocated an index corresponding to the virtual ones in the formation. At the start of the formation with the available knowledge of the virtual formation and robot locations, a cross-correspondence distance table is formed by calculating the distances

\[
d_{ji} = \sqrt{(x_i^f - x_j^i)^2 + (y_i^f - y_j^i)^2}, \tag{4.2}
\]

where the superscript \( f \) denotes the desired formation and \( i \) denotes the robot. Then, for each robot, find the minimum distance to its virtual one and assign the correspondence index

\[
i \leftrightarrow f, \quad \text{if} \quad d_{ji} = \min d_{ji}. \tag{4.3}
\]

By adopting this indexing scheme, the initial distances between the real and virtual robots are minimized.

4.3 Formation Strategy

The grouping of robots into a desirable platoon is treated as a tracking problem. Due to the non-holonomic constraints of the vehicles they cannot turn abruptly. First, the distances between the particles (robots) and their virtual ones are calculated, giving respectively \( \Delta x_i, \Delta y_i \). Consider a typical scenario where the formation is required to move along the x-axis from left to right (it is
straightforward to generalize to other formation movements as it is assumed to be performed by a high-level path planner. The strategy adopted here is to assign a pseudo target behind the virtual of a robot such that it chases and tracks the formation. The pseudo target, with superscript $v$, is given by:

$$
\begin{align*}
\Delta x^v_p &= \Delta x^f_p - 0.85d^{f1} \\
\Delta y^v_p &= \Delta y^f_p - 0.05d^{f3}\text{sign}(\Delta y^f_p).
\end{align*}
$$

(4.4)

The factors 0.85 and 0.05 are some scale factors empirically determined. Examining the expressions above reveals that the pseudo target will approach the virtual of a robot when it is moving into the vicinity of the formation where $d^{f1} \to 0$ and, thus, providing a smooth tracking.

4.4 Particle Fitness

The PSO algorithm relies on the determination of relative fitness values among the particles where the group-best and personal-best particles are obtained. The fitness function is an aggregation of the robot-to-formation distance and the robot-to-formation angular separation. The distance on a particle basis, $d^{f1}_p$, is given in (4.2) while the angular separation is obtained by:

$$
\phi^v_p = \phi^f_p - \arctan(\Delta y^v_p, \Delta x^v_p + L_v),
$$

(4.5)

where $L_v$ is the vehicle (robot) length. Here, each angle is referred to the angular separation between a robot particle and its corresponding virtual. The fitness value for each robot particle is given as:

$$
f^{j1}_p = d^{f1}_p + |\phi^v_p|.
$$

(4.6)

The group-best fitness is obtained from

$$
f^{j1}_g = \max_p(f^{j1}_p).
$$

(4.7)

Similarly, the personal-best fitness is

$$
f^{j1}_p = \max_j(f^{j1}_j),
$$

(4.8)

determined from the history of the fitness of the $p^{th}$ particle up to the $j^{th}$ generation.

Finally, these fitness values are used in calculating the particle velocities and updating their locations in the solution space.

4.5 Control Bounds

Since the PSO is a heuristic search method, the speed and steering commands derived may be infeasible for typical vehicles that exceed their kinematic or dynamic limitations. Therefore, the control signals should be bounded or clamped. Taking this into account, the values of the control particles are assigned as

$$
v^{j1}_{p,k} \left\{ \begin{array}{ll}
& v_{\text{max}}, \quad v^{j1}_{p,k} > v_{\text{max}} \\
& 0, \quad v^{j1}_{p,k} = 0 \\
& -v_{\text{max}}, \quad v^{j1}_{p,k} < -v_{\text{max}}.
\end{array} \right.
$$

(4.9)

That is, the robot is not allowed to travel backward in normal formation for a smooth motion. Similarly, the steering command is also bounded in magnitude:

$$
\gamma^{j1}_{p,k} \left\{ \begin{array}{ll}
& \gamma_{\text{max}}, \quad \gamma^{j1}_{p,k} > \gamma_{\text{max}} \\
& 0, \quad \gamma^{j1}_{p,k} = 0 \\
& -\gamma_{\text{max}}, \quad \gamma^{j1}_{p,k} < -\gamma_{\text{max}}.
\end{array} \right.
$$

(4.10)

4.6 Inter-robot Collision Avoidance

The path required for a robot to reach a desired location may incur potential collision with nearby robots if collision was not considered in the PSO routine. Therefore, a collision avoidance strategy is developed to address this issue.

For each robot located at $x^f_i$ at time $k$, calculate the distances to other vehicles, i.e.,

$$
d^{f1} = \sqrt{(x^f_i - x^f_j)^2 + (y^f_i - y^f_j)^2},
$$

(4.11)

which is a 2-dimensional array. Similarly, calculate the angular separation between robots as:

$$
\phi_{ji} = \arctan((y^f_i - y^f_j), (x^f_i - x^f_j)).
$$

(4.12)

For each robot $i$, find the distance to its associated virtual robot in the formation,

$$
f^i = \sqrt{(x^f_i - x^f_j)^2 + (y^f_i - y^f_j)^2}.
$$

(4.13)

Check for the collision condition defined as

$$
(d^{f1} < 2.5L_v + 0.05f^{i1}) \text{ and } (|\phi_{ji} < \pi/3),
$$

(4.14)

where $2.5L_v$ is taken as a safe distance and $\text{ and }$ is the logical AND-operator. The scale factors 2.5, 0.05 and $\pi/3$, determining the allowed tolerances for the inter-robot separations in distance and orientation, are obtained empirically.

A potential collision is then declared between robots $i$ and $j$ when they are close to each other or one of them is in front of and blocks the other. This condition has been taken into account for with the dynamic threshold, $f^{i1}$, depending on the degree of formation establishment, whereby the risk of collision diminishes when the robots enter the formation, i.e., $f^{i1} \to 0$. Reactive movements may also apply to the robots causing potential
collision by freezing the control commands temporarily for a time step such that their locations become:

\[
\begin{align*}
 x_{i+1} &= x_i, \\
 y_{i+1} &= y_i.
\end{align*}
\]  

Figure 4.2 illustrates the situation when a potential collision occurs.

4.7 Dead-lock Release

The inter-robot collision avoidance strategy adopted may, in turn, give rise to a dead-lock condition, especially when the robots are moving towards each other (both in front and block the other). A release of the dead-lock condition is proposed as follows.

During the collision avoidance stage, a list of colliding robot index pairing is maintained [29]. For example, let robots 1 and 3 are temporarily frozen, the list will read as

\[ L_{f2} = \{ 1 \ 3 \ \{ 3 \ 1 \} \}. \]  

which implies that robot 1 blocks robot 3 and the reverse also holds, thus, producing a dead-lock.

If the number of paired entries in the list is more than one, the list is searched for duplicated indices. Following the above example and applying the proposed strategy, robot 1 will be reactively-controlled until the corresponding entry in the dead-lock list is removed. The procedure then repeats for other dead-locked pairings such that multiple dead-locks can be subsequently removed.

5 RESULTS

In this section, extensive numerical examples are presented to illustrate the effectiveness of the methodology developed in this chapter. On the basis of equivalent leader trajectories, the impact of configuration schemes, of the generic structure, on the overall formation will be highlighted. Then test cases for PSO-based controller designs are illustrated by investigating the tracking errors obtained from a number of formation patterns. Finally, results from simulations for the PSO-based formation control are given as a proof-of-concept of directly applying PSO in the robotic formation problem. A remark on the implementation is also included.

5.1 Generic Control Structures

5.1.1 Single-Leader

Results from the single-leader formation scheme are shown in Figure 5.1 for 5 mobile robots deployed in two different trajectories made by their leader. In Fig. 5.1(a), robots (shown as small triangles) are initially driven from the centre of the workspace toward the right-hand-side, then turn upwards and finally follow a straight path to the left-hand-side. It can be seen that paths traced by the follower robots are maintained in close vicinities when the formation is moving in a straight line. In periods of turning, the high-index robot (away from the leader) tends to slow down on its previous location until the leader makes a straight line again. This illustrates that the drive commands of the last robot is much scaled-down by a multiple of the displacements \( L \) or \( H \).

In Fig. 5.1(b), the turns are sharper than the previous case. In addition, the path contains a third moderate turn (on the left of the workspace). For the two sharper turns, the follower trajectories are similar to the previous case. Notice that for the moderate turn, followers tend to maintain the curvature. It may be concluded that, as the task demands, the single-leader scheme may enable the formation to travel in narrow passages in a column formation.
5.1.2 Multiple-Leader

For the multiple-leader scheme, test results are depicted in Figure 5.2. Similar trajectories are designed for the leader as in the single-leader test case. In Fig. 5.2(a), the followers make diverted paths when they need to make sharp turns. Notably, the followers have to travel extended distances in order to be kept in formation. However, the duration of loss of the column formation is thus reduced. In Fig. 5.2(b), a moderate turn is also imposed. The followers also make diverted tours, compromising travel distance to tight formations. Again, as the task demands, tight column formations can be formed at the expense of extended follower travels.

5.2 PSO-based Leader-Follower Initialization

Simulations are conducted with line, column, wedge and diamond patterns for a group of typically 5 mobile robots for the sake illustration (the number of robots in the platoon may be increased). The robots start from arbitrary locations and orientations, and are steered by the drive commands towards forming the desired pattern. Let the leader initial position be the origin of the world coordinate, i.e., \( x_1 = y_1 = \theta_1 = 0 \). The leader then moves to the right, turns in the positive \( y \)-axis direction. It then makes a further turn towards the left-bottom of the work space. When the leader approaches \( x_1 = 0 \) again, it makes a final turn towards the right-bottom area. See, for example, the trajectory depicted in Fig. 5.3(a).

5.2.1 Line

There are two cases of line formations simulated, namely, lines formed when the followers are on the right and left hand sides of the leader. The configurations are specified by \( L = 1, R = \pm 1 \) and \( H = 1 \).
5.2.1 Line Formation

**Right-hand Sided Followers:** The path followed by the leader and followers (in small triangles) are shown in Fig. 5.3(a) while the tracking errors are plotted in Fig. 5.3(b). Followers start from arbitrary positions, as shown by the traces, initially move towards the center of the work space where the leader is located. This initialization phase is evident from the extended tracking errors plotted in Fig. 5.3(b). After 40sec and the line formation settles and is then maintained in the rest of the test duration. In this formation, the followers turn in an so-called outer-circle with \( R = 1 \) and the proposed leader-tracking controller is performing satisfactorily. The tracking error increases, e.g., during 80-100sec. The followers trace circular paths with smaller radius which is equivalent to a higher turn-rate and but performance of the formation establishment is generally acceptable.

**Left-hand Sided Followers:** In this case, the leader trajectory is the same as before but the followers are allocated on the left-hand side of the leader and follow a inner-circle with \( R = -1 \), Fig. 5.4(a). The formation is also well established and maintained through the test duration. Specifically, when the leader turns an abrupt corner on the center-top area, the inner-most follower has to make a reactive move in order to cope with the sharp turn. Note that, the tracking errors have been kept small as illustrated in Fig. 5.4(b). Here, in this difficult condition, the controller continues to perform satisfactorily.

5.2.2 Column

Results obtained from a column formation are shown in Fig. 5.5(a) and 5.5(b) for the trajectory and tracking errors respectively. It is observed that when the leader turns, the tracking error increases, e.g., during 80-100sec. The followers trace circular paths with smaller radius which is equivalent to a higher turn-rate and but performance of the formation establishment is generally acceptable.

5.2.3 Wedge

The wedge formation can be considered as a variation of the line formation where followers are located on both sides of the leader and progressively displaced behind the leader. Results are shown in Fig. 5.6(a) and 5.6(b) for the robot trajectories and tracking errors. A reactive movement is also observed for the inner-follower while making a sharp turn on the center-top area. Nonetheless, the formation has been maintained as expected.
5.2.4 Diamond

Figures 5.7(a) and 5.7(b) represent the trajectories and tracking errors. Similar trajectories as the previous cases are traced by the robots and the results are also compared favorably to the other cases. The tracking errors are generally smaller than others except for the line formation. It is because of the close proximity of the robots in the formation, i.e., small $L$, in order to ensure that the existence of the zero dynamics has been maintained.

5.3 Swarm-based Cooperative Control

The proposed multi-robot coordination framework for formation initialization and control, using PSO and the incorporation of behavioral control for collision avoidance, is applied in simulations for various formation types with different set of initial locations. The simulation conditions are listed below.

Consider seven vehicles that are homogeneous with each vehicle having measures $3m \times 2m$ in length and width. Let the operation site be bounded, e.g., $\pm 70m$ in the $xy$-coordinates. The formation starts at the center and the initial vehicle locations are chosen arbitrarily as well as their orientations are also initialized randomly. The formation moves from left to right (increasing $x$-coordinate) and the formation is allowed to change dynamically. The last virtual vehicle (located at the most negative $y$-coordinate) moves in a higher speed than the first virtual vehicle.

5.3.1 Line

In the line formation, trajectories of the vehicles are shown in Figure 5.8. Irrespective of the vehicle starting locations and the dynamically adjustment of the formation, the vehicles follow the formation closely. It is also illustrated that the trajectories are smooth and the formation virtual vehicles are well tracked. This observation has verified the satisfactory performance provided by the proposed PSO algorithm. The trajectories although indicate some crossovers, however, they are separated in the time domain where the inter-vehicle collision avoidance procedure has been operating effectively. Notably, as shown in the lower-left region of Fig. 5.8(c), one of the vehicle trajectories contains a rather sharp change. This is caused by the
5.3.2 Wedge

For the wedge formation case, similar levels of performances are also observed from the plots in Figure 5.9. It is noted that the successful establishment of the desired formation, from the initial vehicle locations, is independent on the type of the desired formation (column vs. wedge).

Furthermore, the tracking of virtual vehicles is formation-independent and the trajectory complexity is also not related to the type of formation. It is worth noting that the proposed approach can be straightforward extended to cases of a larger number of vehicles and inhomogeneous vehicle sizes.

5.4 A Remark on Implementation

Typical snapshots of experimental formations using two Amigo® and one Pioneer® mobile robots, in line, column and wedge are presented in Figure 5.10. The robots drive commands are derived from a PC and issued to the robots via a wireless

Figure 5.7: Diamond formation - (a) robot trajectories, (b) tracking error.

Figure 5.8: Results for Line formation.
The two Amigos steered in line, column and wedge formation patterns are shown in Figures 5.10(a) to 5.10(c) respectively. It is noted that the desired patterns are established successfully only on flat terrain, as required in conditions (2.2) and (2.3). In the wedge formation, the Pioneer (in the front of Figure 5.10(c)), having more sensing capability, acts as the leader while the two Amigos are the followers. The robots moving in a pattern can be controlled to change their formation to avoid obstacles, for example when passing a narrow passage.

6 CONCLUSION

This chapter has presented a swarm-based methodology to deploy and maintain the motion of a group of mobile robots in desired formations. Features of a generic formation configuration schemes are introduced indicating the capability of forming various configurations. As the robotic task required, different schemes are needed for trajectory tracking and formation maintenance while avoiding inter-robot collision and control singularities. A non-optimal leader-follower formation initialization design is developed with advantages adopted from the particle swarm optimization (PSO) algorithm. The application of swarm intelligence has also been demonstrated in the cooperative control design in the robotic formation context. With the use of behavioral collision-avoidance and dead-lock release procedures, the performance of the later method is also satisfactory when dealing with the complicated constraints in establishing various formation configurations and control singularities. Results from extensive numerical studies and some laboratory work have verified the effectiveness of the proposed swarm-based design approaches for multi-robot formations.
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