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Abstract

This paper considers a modified constant elasticity of variance (MCEV)
model. This model uses the familiar constant elasticity of variance form
for the volatility of the growth optimal portfolio (GOP) in a continuous
market. It leads to a GOP that follows the power of a time-transformed
squared Bessel process. This paper derives analytic real-world prices for
zero-coupon bonds, instantaneous forward rates and options on the GOP
that are both theoretically revealing and computationally efficient. In ad-
dition, the paper examines options on exchange prices and options on zero-
coupon bonds under the MCEV model. The semi-analytic prices derived
for options on zero-coupon bonds can subsequently be used to price interest
rate caps and floors.
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1 Introduction

The standard constant elasticity of variance (CEV) model has a distinguished
history. It was developed in Cox & Ross (1976), Beckers (1980), Schroder (1989),
Lo, Yuen & Hui (2000) and others, with summaries given in Cox (1996) and Shaw
(1998). Empirical tests of the CEV model can be found in MacBeth & Merville
(1980), Engel & MacBeth (1982) and Jones (2003). The CEV model has also
been applied to non-standard derivatives such as lookback and barrier options in
Boyle & Tian (1999), Davydov & Linetsky (2001), Linetsky (2004) and Lo et al.
(2004). Despite this extensive research, it is only recently that discussions on
the difficulties of applying risk-neutral pricing to the CEV model have appeared,
including Sin (1998), Lewis (2000), Delbaen & Shirakawa (2002), Cox & Hobson
(2005) and Heston, Loewenstein & Willard (2007). Another study detailing the
drawbacks of the risk-neutral approach for the CEV model in a modified setting is
that of Heath & Platen (2002). Here the standard CEV model is used as a model
for the growth optimal portfolio (GOP) without assuming that an equivalent risk-
neutral probability measure exists. The resulting model for the GOP under the
real-world probability measure, referred to as the modified constant elasticity of

variance (MCEV) model, is the subject of this paper. The GOP is the numeraire
portfolio that results in pricing under the real-world probability measure, as per
Platen & Heath (2006). In addition, the GOP can be interpreted as a global
market index.

The precise form of the MCEV model is most succinctly defined as an expression
for the volatility of the GOP. In words, the volatility of the GOP equals the GOP
itself raised to a power and multiplied by a scalar. This is a straightforward
generalisation of the classical risk-neutral Black-Scholes-Merton model with a
level-dependent local volatility function. Under this MCEV model we derive a
series of new analytic formulae for standard contingent claims.

First, the real-world price of a zero-coupon bond is given in terms of two indepen-
dent components, one driven by the short rate, the other driven by a discounted
GOP. This second component can be expressed in terms of the central chi-square
distribution and is found to be a supermartingale. A corresponding formula for
the instantaneous forward rate under the MCEV model is also presented and dis-
cussed. Second, the real-world price of standard European call and put options
on the GOP are obtained in terms of central and non-central chi-square distribu-
tions for the MCEV model. Thus we extend the work of Heath & Platen (2002)
where numerical solutions were utilised to price zero-coupon bonds and options
on the GOP. The analytic formulae derived in this paper facilitate direct com-
parison between real-world and risk-neutral prices, thus highlighting failures and
limitations of the risk-neutral approach, also observed in Lewis (2000) and Hes-
ton, Loewenstein & Willard (2007). Third, analytic pricing formulae are derived
for European call and put options on exchange prices in terms of the doubly
non-central beta distribution, which itself is related to a ratio of two indepen-
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dent non-central chi-square distributed random variables. Lastly, we calculate
real-world prices for both call and put options on zero-coupon bonds under the
MCEV model. These latter results are semi-analytic in nature, yet facilitate easy
transformation to prices for interest rate caps and floors.

2 Continuous Financial Market

We consider a continuous multi-asset market with d + 1 primary assets. Un-
certainty in this market is modelled by d independent standard Wiener pro-
cesses W k = {W k

t , t ∈ [0, T ]}, k ∈ {1, 2, . . . , d}. These are defined on a fil-
tered probability space (Ω,AT ,A, P ) with finite time horizon T ∈ (0,∞) and
filtration A = (At)t∈[0,T ] fulfilling the usual conditions, as given in Karatzas &
Shreve (1998). P is the real-world probability measure. In the following we
summarise the benchmark approach as developed in Platen (2002) and Platen &
Heath (2006).

First, we assume that the ith savings account Bi
t, associated with the short rate

ri
t in the ith currency denomination, satisfies the equation

Bi
t = Bi

0 exp

{∫ t

0

ri
s ds

}

(2.1)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. We set Bi
0 = 1 without loss of generality.

Second, we introduce the GOP as the portfolio that achieves the maximum ex-
pected growth rate in the long run, as outlined in Platen & Heath (2006). The
GOP has also been described as the best performing portfolio. It was studied pre-
viously in Kelly (1956), Long (1990), Karatzas & Shreve (1998), Platen (2002) and
by many other researchers. We define the GOP process Si,δ∗ = {Si,δ∗

t , t ∈ [0, T ]}
in the ith currency denomination by the stochastic differential equation (SDE)

dSi,δ∗
t = Si,δ∗

t

[

ri
t + |θi

t|2
]

dt + Si,δ∗
t |θi

t| dW i
t (2.2)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Here W i is a Wiener process and |θi| =
{|θi

t|, t ∈ [0, T ]} denotes the total market price of risk in the ith currency de-
nomination. However in this paper we interpret |θi

t| usually as the volatility of
the GOP in the ith currency denomination. Platen (2005) showed that appropri-
ately defined well-diversified portfolios represent approximate GOPs. Indeed, all
well-diversified portfolios exhibit similar behaviour. Therefore, total return stock
market indices such as the MSCI Growth World Stock (MSCI) Index, can be
used to approximate the GOP. This implies that market observable data, such as
the volatility of the MSCI Index, can be used in conjunction with the benchmark
approach of Platen & Heath (2006) for various practical applications.

Third, we define an exchange price X i,j
t as the amount one pays in units of the

ith primary asset at time t to obtain one unit of the jth primary asset. In
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equation form, an exchange price can be defined with respect to any strictly
positive portfolio. In terms of the two different denominations Si,δ∗

t and Sj,δ∗
t of

the GOP, one obtains

X i,j
t =

Si,δ∗
t

Sj,δ∗
t

(2.3)

for t ∈ [0, T ] and i, j ∈ {0, 1, . . . , d}. Thus exchange prices can be defined anal-
ogously to an exchange rate between different currencies, or a share price in a
given currency.

Fourth, we introduce the primary security account process Si,j = {Si,j
t , t ∈ [0, T ]}

for i, j ∈ {0, 1, . . . , d} to model the jth primary asset, when measured in units
of the ith currency. Each primary security account represents the accumulation
of all income, carrying costs plus capital gains or losses achieved whilst holding
the underlying primary asset. The exchange price thus provides a link between
primary security accounts and savings accounts, written as

Si,j
t = X i,j

t Bj
t (2.4)

for t ∈ [0, T ] and i, j ∈ {0, 1, . . . , d}. In this respect, one observes that under
the benchmark approach, an exchange price represents more than the exchange
rate between two currencies. As an example, an exchange price can also be
used to represent an ex-dividend stock price in a particular currency, whilst the
corresponding cum-dividend stock price in the same currency is represented by a
primary security account.

Lastly, consider the discounted GOP process S̄i,δ∗ = {S̄i,δ∗
t , t ∈ [0, T ]} in the ith

currency denomination, given by

S̄i,δ∗
t =

Si,δ∗
t

Bi
t

(2.5)

satisfying the SDE

dS̄i,δ∗
t = S̄i,δ∗

t |θi
t|2 dt + S̄i,δ∗

t |θi
t| dW i

t (2.6)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Thus discounting in each currency denomi-
nation, provides a natural way to separate the corresponding short rate and the
market price of risk components of the GOP in any given currency denomination.

Real-World Pricing

The concept of real-world pricing outlined in Platen & Heath (2006) involves
the selection of the GOP as the numeraire portfolio and using conditional ex-
pectation with respect to the real-world probability measure P . We start by
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defining a contingent claim H i
T̄

that matures at the stopping time T̄ ∈ [0, T ] for
i ∈ {0, 1, . . . , d} as an AT̄ -measureable, non-negative payoff that possesses a finite
expectation when given in units of the GOP.

Corollary 2.1 [Platen (2002)] The real-world price U
i,Hi

T̄
t in the ith denomi-

nation is obtained at time t by the formula

U
i,Hi

T̄
t = E

[

Si,δ∗
t

Si,δ∗
T̄

H i
T̄

∣

∣

∣

∣

At

]

(2.7)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}.

For a replicable contingent claim H i
T̄

this is also the minimal possible price be-
cause of the supermartingale property of benchmarked non-negative portfolios,
as explained in (Platen & Heath 2006).

To understand the link to risk-neutral pricing, consider the candidate Radon-
Nikodym derivative process Λi,θ = {Λi,θ

t , t ∈ [0, T ]} in the ith currency denomi-
nation for the putative risk-neutral measure Pi,θ. From Karatzas & Shreve (1998),
for the case of a complete market Λi,θ takes the form

Λi,θ
t =

dPi,θ

dP

∣

∣

∣

∣

At

=
Bi

t

Si,δ∗
t

Si,δ∗
0

Bi
0

=
S̄i,δ∗

0

S̄i,δ∗
t

(2.8)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d} with initial value Λi,θ
0 = 1. In fact, the candidate

Radon-Nikodym derivative is found from (2.6) and (2.8) to equal

Λi,θ
t = exp

{

−1

2

∫ t

0

|θi
s|2 ds −

∫ t

0

|θi
s| dW i

s

}

(2.9)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Obviously, Λi,θ as given in (2.9) is an (A, P )-
local martingale. Whether or not (2.9) describes a martingale will depend upon
the nature of the volatility of the GOP |θi

t|. For models where the candidate
risk-neutral measure Pi,θ and the real-world measure P are equivalent and the
Radon-Nikodym derivative process Λi,θ is an (A, P )-martingale, the real-world
pricing formula (2.7) simplifies via Bayes’ Theorem to the standard risk-neutral

pricing formula of

U
i,Hi

T̄
t = E

[

Λi,θ

T̄

Λi,θ
t

Bi
t

Bi
T̄

H i
T̄

∣

∣

∣

∣

At

]

= Ei,θ

[

Bi
t

Bi
T̄

H i
T̄

∣

∣

∣

∣

At

]

(2.10)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Here Ei,θ denotes conditional expectation with
respect to the risk-neutral probability measure Pi,θ.
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It should be noted that under the MCEV model discussed in this paper, the as-
sumptions underlying the risk-neutral pricing formula are not satisfied, and thus
the second equality in (2.10) does not hold. In contrast, the real-world pricing for-
mula (2.7) remains applicable under the MCEV model. This does not mean that
arbitrage exists, as defined in Platen & Heath (2006). The definition of arbitrage
used within the real-world pricing framework of Platen & Heath (2006) is that
“strictly positive profits can be generated under limited liability with strictly
positive probability from zero initial wealth”. This is different to the no-free-

lunch-with-vanishing-risk NFLVR condition of Delbaen & Schachermayer (1994).
One can argue, along with Loewenstein & Willard (2000), that the NFLVR con-
dition is too restrictive since the existence of an equivalent probability measure
is not necessary to capture the true economic spirit of no-arbitrage. Hence, the
NFLVR is mathematically convenient, but not an economic necessity.

3 Modified CEV Dynamics

Historically the standard CEV model was developed to model stock prices with
level-dependent volatility. This paper differs from that approach in that it follows
Heath & Platen (2002) in studying a modified constant elasticity of variance
(MCEV) model for the GOP. It is modified in the sense that the CEV form is
used to model the volatility of the GOP rather than in the diffusion term of a
stock price. The MCEV model for the GOP is obtained when its volatility takes
the form

|θi
t| = ξi (S

i,δ∗
t )βi−1 (3.1)

for t ∈ [0, T ] with exponent βi ∈ (−∞, +∞) and a constant scaling parameter
ξi > 0, i ∈ {0, 1, . . . , d}. One observes that in this form the volatility of the
GOP is stochastic when βi 6= 1, since it depends on the level of the GOP itself.
Combining (3.1) with (2.2) leads to an SDE for the GOP of the form

dSi,δ∗
t = [ri

t Si,δ∗
t + ξ2

i (Si,δ∗
t )2βi−1] dt + ξi (S

i,δ∗
t )βi dW i

t (3.2)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Hence the drift of the GOP is also stochastic.
Obviously, in the case when βi = 1 the dynamics reduce to geometric Brownian
motion, as in the Black-Scholes-Merton model.

A different interpretation of the MCEV model is that of a stochastic volatility
model with perfect correlation between the driving processes of the GOP and its
squared volatility. To see this we set vi

t = |θi
t|2 = ξ2

i (S
i,δ∗
t )2(βi−1) as the square of

the volatility of the GOP in the ith denomination. Then using (2.2), (3.1) and
the Itô formula we can write the SDE for the squared volatility of the GOP as

dvi
t = (βi − 1)[2 ri

t vi
t + (2βi − 1)(vi

t)
2] dt + 2 (βi − 1)(vi

t)
3/2 dW i

t (3.3)
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for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}.
Heath & Platen (2002) show under an MCEV model that it is possible to re-
express the dynamics of the GOP as a power of an underlying square root process.
In detail, they showed that

Si,δ∗
t = (Zi

t)
1

2(1−βi) , (3.4)

where Zi = {Zi
t , t ∈ [0, T ]} is a square root process satisfying the SDE

dZi
t = [ξ2

i (1 − βi)(3 − 2βi) + 2(1 − βi) ri
t Zi

t ] dt + 2 ξi (1 − βi)
√

Zi
t dW i

t (3.5)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d} with initial value Zi
0 = (Si,δ∗

0 )2(1−βi) > 0. In
turn, because of the close relationship between square root and squared Bessel
(BESQ) processes, the GOP can be expressed as a functional of a BESQ process.
To illustrate this, we introduce the scaling function

Ai
t = Ai

0 exp{2 (1 − βi)r
i
t t} (3.6)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Let us use the time change τ i = {τ i
t , t ∈ [0, T ]},

defined as

τ i
t = τ i

0 +

∫ t

0

ξ2
i (1 − βi)

2

Ai
s

ds = τ i
0 +

ξ2
i (1 − βi)

2 ri Ai
0

(1 − exp{−2(1 − βi) ri
t t}) (3.7)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Therefore defining

X i
τ i
t

=
Zi

t

Ai
t

(3.8)

yields in the transformed time scale of (3.7), an SDE of the form

dX i
τ i
t

=
3 − 2βi

1 − βi

dτ i
t +

√

4 X i
τ i
t

dŴ i
τ i
t

(3.9)

for τ i
t ∈ [τ i

0, τ
i
T ] and i ∈ {0, 1, . . . , d}, driven by the Wiener process Ŵ i =

{Ŵ i
τ i , τ i ≥ 0} in τ i-time. This is a BESQ process with dimension

ni =
3 − 2βi

1 − βi

(3.10)

for βi 6= 1 and i ∈ {0, 1, . . . , d}. It is convenient to introduce the index di of
the BESQ process, and its relationship to both the dimension ni and the CEV
exponent βi as

di =
ni − 2

2
=

1

2(1 − βi)
(3.11)
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for βi 6= 1 and i ∈ {0, 1, . . . , d}. The most reasonable family of models for the
GOP are obtained from the MCEV model when the exponent is restricted to
βi ∈ [0, 1). This ensures that the BESQ process underlying the GOP remains
strictly positive. It also matches key empirical features of equity indices such as
the leverage effect discussed in Black (1976). However, when βi ∈ (1,∞), the
underlying BESQ process has dimension ni < 2, and will reach zero with strictly
positive probability.

Approaching the problem from a different perspective, Heath & Platen (2002)
formulate an SDE for the MCEV model under a hypothetical risk-neutral measure
Pi,θ to match the classical literature. Following identical steps to the real-world
case, they find that the GOP is governed by an underlying BESQ process, with
dimension ni,θ, given as

ni,θ = 4 − ni =
1 − 2βi

1 − βi

(3.12)

for βi 6= 1 and i ∈ {0, 1, . . . , d}. Comparison between the two BESQ process
dimensions (3.10) and (3.12) leads to the conclusion that the candidate risk-
neutral measure Pi,θ under the MCEV model for βi 6= 1 is never equivalent to the
real-world measure P . The non-equivalence between the real-world and candidate
risk-neutral measures has now become an accepted feature of CEV models, noted
previously in Lewis (2000), Delbaen & Shirakawa (2002) and Heston, Loewenstein
& Willard (2007).

Now we introduce the transition density of pni
(τ i

t , x
i
t; τ

i
T̄
, xi

T̄
) for a BESQ process

X i = {X i
τ i , τ i ∈ [τ i

0, τ
i
T̄
]} with the dimension ni > 2, to move from xi

t = X i
τ i
t

at

time τ i
t to xi

T̄
= X i

τ i
T̄

at time τ i
T̄

> τ i
t as

pni
(τ i

t , x
i
t; τ

i
T̄ , xi

T̄ ) =
1

2(τ i
T̄
− τ i

t )

(

xi
T̄

xi
t

)

di
2

exp

{

−
xi

t + xi
T̄

2(τ i
T̄
− τ i

t )

}

Idi





√

xi
t xi

T̄

τ i
T̄
− τ i

t



 (3.13)

for τ i
t ∈ [τ i

0, τ
i
T̄
] and i ∈ {0, 1, . . . , d}. Note the inclusion of the modified Bessel

function of the first kind Idi
, defined in Appendix A as relation (A.3). It has

been common practise in most CEV related research to provide the underlying
transition density function, although this has been achieved with varying de-
grees of success because of a number of typographical errors, as noted by Shaw
(1998). The transition density for the MCEV case, as provided by Heath &
Platen (2002), also has a typographical error within the exponential term that
we remedy below. Hence, the transition density qni

(t, zi
t; T̄ , zi

T̄
) for a square root

process Zi = {Zi
t , t ∈ [0, T̄ ]} with the dimension ni > 2, to move from zi

t = Zi
t at

time t to zi
T̄

= Zi
T̄

at time T̄ > t can be shown via (3.6), (3.7), (3.8) and (3.13)
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to take the form

qni
(t, zi

t; T̄ , zi
T̄ ) =

1

Ai
T̄

pni

(

τ i
t ,

zi
t

Ai
t

; τ i
T̄ ,

zi
T̄

Ai
T̄

)

(3.14)

=
1

2(τ i
T̄
− τ i

t )A
i
T̄

(

zi
T̄
/Ai

T̄

zi
t/A

i
t

)

di
2

exp







−
zi
t

Ai
t
+

zi
T̄

Ai
T̄

2(τ i
T̄
− τ i

t )







Idi









√

zi
t zi

T̄

Ai
t Ai

T̄

τ i
T̄
− τ i

t









for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}.

4 Interest Rate Term Structure

Traditional approaches to CEV modelling focus on stock prices and say little,
if anything at all about the pricing of zero-coupon bonds, let alone attempting
to price the two financial instruments consistently. However, the benchmark
approach produces a consistent price system for all financial quantities via their
relationship to the GOP. A simple calculation under the benchmark approach is
to obtain the real-world price of a zero-coupon bond. Here, we will observe our
first explicit difference between real-world and putative risk-neutral prices under
the MCEV model.

The real-world price of a zero-coupon bond P i(t, T̄ ) in the ith currency at time
t with fixed maturity T̄ ∈ [0, T ] is defined as the value of a payoff of one unit of
the ith currency and is found using the real-world pricing formula (2.7) as

P i(t, T̄ ) = E

[

Si,δ∗
t

Si,δ∗
T̄

∣

∣

∣

∣

At

]

(4.1)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Note that P i(T̄ , T̄ ) = 1. Throughout this
paper we will assume that the ith short rate process ri and the discounted GOP
process S̄i,δ∗ are independent. This assumption allows us to decompose the real-
world zero-coupon bond price P i(t, T̄ ) in the following multiplicative way

P i(t, T̄ ) = E

[

S̄i,δ∗
t

S̄i,δ∗
T̄

Bi
t

Bi
T̄

∣

∣

∣

∣

At

]

= M i
T̄ (t) Gi

T̄ (t) (4.2)

where the discounted GOP contribution to the zero-coupon bond price is

M i
T̄ (t) = E

[

S̄i,δ∗
t

S̄i,δ∗
T̄

∣

∣

∣

∣

At

]

= E

[

Λi,θ

T̄

Λi,θ
t

∣

∣

∣

∣

At

]

(4.3)

and the short rate contribution to the zero-coupon bond price is

Gi
T̄ (t) = E

[

Bi
t

Bi
T̄

∣

∣

∣

∣

At

]

(4.4)
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for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Empirical evidence to support the assumption
of independence between the driving process of the discounted GOP and the short
rate is provided in Miller & Platen (2005).

To simplify calculations and exposition we assume that the short rate is constant
for the remainder of the paper, hence ri

t = ri for all t ∈ [0, T ] and i ∈ {0, 1, . . . , d}.
This will focus attention on the differences that arise from the discounted GOP
contribution to the zero-coupon bond given in (4.3). The proof of the following
lemma for the price of a zero-coupon bond under the MCEV model is contained in
Appendix B. It requires knowledge of the central chi-square distribution function
χ2(·; ν) where ν represents the degrees of freedom defined in Johnson, Kotz &
Balakrishnan (1994).

Lemma 4.1 The real-world price of a zero-coupon bond P i(t, T̄ ) in the ith cur-

rency calculated at time t with maturity T̄ under the MCEV model is

P i(t, T̄ ) = exp{−ri (T̄ − t)}χ2

(

Li
T̄ ;

1

1 − βi

)

(4.5)

where

Li
T̄ =

2 ri

|θi
t|2 (1 − βi) [1 − exp{−2 (1 − βi) ri (T̄ − t)}] (4.6)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}.

The zero-coupon bond price decomposition of (4.2) applies to Lemma 4.1. Hence
it can be deduced from (4.3) and (4.4) that for the MCEV model

Gi
T̄ (t) = E

[

Bi
t

Bi
T̄

∣

∣

∣

∣

At

]

= exp{−ri (T̄ − t)} (4.7)

M i
T̄ (t) = E

[

S̄i,δ∗
t

S̄i,δ∗
T̄

∣

∣

∣

∣

At

]

= χ2

(

Li
T̄ ;

1

1 − βi

)

(4.8)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. The discounted GOP contribution to the
zero-coupon bond price given in (4.8), can also be proven independently using
the transition density associated with the time-transformed BESQ process, or
by equivalent methods. In fact, this result expressed in terms of the incomplete
gamma function ratio [see Abramowitz & Stegun (1970)] appears in Feller (1951),
Shaw (1998) and Lewis (2000), but not in the context of pricing zero-coupon
bonds. On the other hand, Heston, Loewenstein & Willard (2007) find a similar
quantity when pricing a zero-coupon bond under the Cox, Ingersoll & Ross (1985)
model. However, none of the above authors use the probabilistic interpretation
of the central chi-square distribution proposed above.

Two interesting points arise from the above result. First, we recall from (4.3)
that M i

T̄
(·) represents both the discounted GOP contribution to the zero-coupon
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bond and the expected value of the Radon-Nikodym derivative for the putative
risk-neutral measure. Then by (4.6) and (4.8), one observes that M i

T̄
(t) ∈ [0, 1]

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}, as it is described by a distribution function.
Since the Radon-Nikodym derivative Λi,θ under the above MCEV model is a
non-negative strict (A, P )-local martingale, it is a strict (A, P )-supermartingale.
This property explains the differences between the real-world and candidate risk-
neutral zero-coupon bond prices under the MCEV model. Furthermore, one im-
mediately observes that the key assumption of the risk-neutral approach, namely
the martingale property of Λi,θ, is not satisfied. Thus under the MCEV model,
not only are the real-world and candidate risk-neutral measures not equivalent,
but the corresponding Radon-Nikodym derivative is not an (A, P )-martingale
either. Thus the MCEV model is an example of a viable financial market, as
discussed in Loewenstein & Willard (2000), where the traditional NFLVR condi-
tion of no-arbitrage specified by Delbaen & Schachermayer (1994), is too strong.
Hence a more general methodology such as the benchmark approach discussed in
Platen (2002) and Platen & Heath (2006) is more suitable.

The second observation comes from examining a graphical depiction of M i
T̄
(0) for

T̄ > 0. In Figure 1 a chart is given for the exponent range β ∈ [0, 1) and the
maturity range T̄ ∈ [0, 100]. We use the input parameters of: t = 0; ri = 0.05;
and |θi

0| = 0.25. Inspection of Figure 1 reveals that M i
T̄
(0) remains at unity

under the case of βi = 1, which is equivalent to the classical Black-Scholes-
Merton model. However, for exponent levels of βi ∈ [0, 1), Figure 1 shows the
strict supermartingale property of M i

T̄
(0).

Figure 1: Discounted GOP contribution M i
T̄
(0) with βi ∈ [0, 1) for T̄ ∈ [0, 100].

Figure 1 also reveals the fact that M i
T̄
(0) appears to approach a constant for large

11



maturity times T̄ → ∞. In particular, one finds that

M i
∞(0) = lim

T̄→∞
M i

T̄ (0) = χ2

(

2 ri

|θi
0|2 (1 − βi)

;
1

1 − βi

)

(4.9)

for i ∈ {0, 1, . . . , d}. In addition, if we impose reasonable restrictions on the
parameter inputs, such as ri > 0, |θi

0| > 0 and βi ∈ [0, 1) with economically
sensible upper bounds for both ri and |θi

0|, then M i
∞(0) will be strictly positive.

Therefore, the real-world price of a zero-coupon bond under the MCEV model
possesses lower and upper bounds, these being

χ2

(

2 ri

|θi
t|2 (1 − βi)

;
1

1 − βi

)

Gi
T̄ (t) ≤ P i(t, T̄ ) ≤ Gi

T̄ (t) (4.10)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. The upper bound Gi
T̄
(t) is the putative

risk-neutral zero-coupon bond price. A graphical depiction of the relationships
between the three quantities in (4.10) is shown in Figure 2 using the parameters:
t = 0; ri = 0.05; |θi

0| = 0.25; and βi = 0.5 for the maturity range T̄ ∈ [0, 100].
The obvious implication of this result is that the difference between real-world
and putative risk-neutral bond prices under the MCEV model will be limited in
the manner described above.
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Figure 2: Upper and lower bounds for P i(0, T̄ ) for T̄ ∈ [0, 100].

By referring to Heston, Loewenstein & Willard (2007) a money market bubble
is allegedly at play and a weak form of arbitrage seems to arise. To exploit this
form of arbitrage the investor has to violate the non-negative wealth constraint
that the benchmark approach employs, see Platen (2002), which coincides with
the one used in Heston, Loewenstein & Willard (2007). This means temporary
losses are likely before an ultimate profit can be generated from such weak form
of arbitrage.
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Given zero-coupon bond prices we can also calculate the instantaneous forward

rate f i(t, T̄ ) at time t for the maturity date T̄ ∈ [0, T ] in the ith currency as

f i(t, T̄ ) = − ∂

∂T̄
ln[P i(t, T̄ )] (4.11)

for all t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Therefore, in the case when the zero-
coupon bond price can be decomposed into the product (4.2), then the forward
rate (4.11) takes the form

f i(t, T̄ ) = mi
T̄ (t) + gi

T̄ (t) (4.12)

where the discounted GOP contribution to the forward rate is

mi
T̄ (t) = − ∂

∂T̄
ln[M i

T̄ (t)] (4.13)

and the short rate contribution to the forward rate is

gi
T̄ (t) = − ∂

∂T̄
ln[Gi

T̄ (t)] (4.14)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}.
Since we assume that the short rate is assumed to be constant, the short rate
contribution to the forward rate is trivially calculated to be the short rate it-
self. In contrast to the classical Black-Scholes-Merton type model, the discounted
GOP contribution to the forward rate, denoted by mi

T̄
(t), is non-zero since the

Radon-Nikodym derivative Λi,θ is a strict (A, P )-supermartingale. Specifically,
we calculate its value using (4.8) and (4.13) to be

mi
T̄ (t) =

(
Li

T̄

2
)
1+ 1

2(1−βi) |θi
t|2 (1 − βi) exp{−2 (1 − βi) ri (T̄ − t) − Li

T̄

2
}

Γ(1 + 1
2(1−βi)

) χ2(Li
T̄

; 1
1−βi

)
(4.15)

for all t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. In essence mi
T̄
(t) is a transformation of the

rate of change of M i
T̄
(t) with respect to maturity. Figure 3 illustrates the general

shape of mi
T̄
(0) for the parameters: t = 0; |θi

0| = 0.25; ri = 0.05; βi ∈ [0, 1)
and T̄ ∈ [0, 30]. The resulting contribution to the forward rate is hump-shaped,
and as with all aspects of the MCEV model, depends heavily on the value of the
exponent βi. For lower levels of the CEV exponent βi, the hump shape is more
peaked and occurs earlier in the term structure. Also note that mi

∞(0) = 0.

Both forward rates and zero-coupon bond prices under the MCEV model are
reasonably sensitive to changes in the initial level of the volatility of the GOP. The
economic interpretation of this relationship between |θi

t| and mi
T̄
(t) is interesting

and intuitive. The volatility of the GOP primarily affects medium- to long-
term maturities of the yield curve, as can be observed in both Figures 1 and
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Figure 3: Discounted GOP contribution to the forward rate mi
T̄
(0) for βi ∈ [0, 1)

and T̄ ∈ [0, 30].

3. This accords well with both economic theory and practice. While short-
dated interest rate instruments are primarily influenced by the monetary policy
specific to that currency, longer dated maturities of the yield curve are influenced
by many factors, most notably supply and demand, as well as local and global
economic conditions. Therefore, the economic drivers of both equity markets and
the long-end of the yield curve are correlated. Since the volatility of the GOP
is a good proxy for the volatility of a well-diversified equity index, it can also be
interpreted as the volatility, or general level of uncertainty of underlying economic
conditions. Furthermore, the relationship between general market volatility and
long-term interest rates is usually directional. In periods of increased uncertainty,
volatility increases, and hence the ‘risk premium’ component of long-term yields
must also increase to compensate for the increased level of uncertainty. Such a
directional relationship between |θi

t| and mi
T̄
(t) is evident within the given MCEV

model, as can be seen in Figure 4 below. A corresponding inverse relationship
exists between |θi

t| and M i
T̄
(t). The input parameters used in Figure 4 were: t = 0;

ri = 0.05; and the CEV exponent values βi ∈ {0.0, 0.25, 0.5, 0.75}. Interestingly,
we see that the level of initial GOP volatility has no impact on the forward rate
until a ‘threshold’ volatility level has been reached, which is also intuitive. More
generally, one observes from Figure 4 that the magnitude and placement of the
hump within the forward rate curve varies with the initial level of GOP volatility.

14



Figure 4: mi
T̄
(0) for |θi

0| ∈ [0.05, 0.50] and T̄ ∈ [0, 30] with βi ∈
{0.0, 0.25, 0.5, 0.75}, clockwise.

5 Options on the GOP

Below we provide new analytic formulae for European call and put options on
the GOP in terms of central and non-central chi-square distributions. The follow-
ing results significantly reduce the computational burden of examining implied
volatility surfaces from previous numerical techniques, such as those employed by
Heath & Platen (2002). These formulae also contribute to the ongoing discussion
on the limitations of risk-neutral pricing. In addition to previous notation, we
require the non-central chi-square distribution function χ2(· ; ν, λ) with degrees
of freedom ν and non-centrality parameter λ.

Lemma 5.1 The real-world prices of call and put options on the GOP in the

ith currency at time t with expiry T̄ and strike price K under the MCEV model
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are

ci
T̄ , K, Si,δ∗ (t) = Si,δ∗

t

[

1 − χ2

(

ũi
T̄ ;

3 − 2βi

1 − βi

,Li
T̄

)]

− K exp{−ri(T̄ − t)}χ2

(

Li
T̄ ;

1

1 − βi

, ũi
T̄

)

(5.1)

pi
T̄ , K, Si,δ∗ (t) = −Si,δ∗

t χ2

(

ũi
T̄ ;

3 − 2βi

1 − βi

,Li
T̄

)

+ K exp{−ri(T̄ − t)}

·
[

χ2

(

Li
T̄ ;

1

1 − βi

)

− χ2

(

Li
T̄ ;

1

1 − βi

, ũi
T̄

)]

(5.2)

where

ũi
T̄ =

2 ri (S
i,δ∗
t /K)2(βi−1)

|θi
t|2 (1 − βi)[exp{2 (1 − βi) ri (T̄ − t)} − 1]

(5.3)

for t ∈ [0, T̄ ], i ∈ {0, 1, . . . , d} with Li
T̄

as per definition (4.6).

Call options on the GOP yield exactly the same prices under either the real-world
or candidate risk-neutral measures, however the prices of put options on the GOP
differ. The proof of the lemma is provided in Appendix B.

The calculation of contingent claims under the real-world measure involves taking
the expectation of the inverse of the GOP at some future point in time. In the
case of the given MCEV model, this translates into taking the expectation of the
inverse of a scaled and time-transformed BESQ process with dimension ni > 2.
It was shown in Yor (1992) that this is equivalent to taking the expectation of
a BESQ process with dimension ni,θ = (4 − ni) < 2 with an absorbing barrier
at zero. Therefore, there exists positive probability for the equivalent process
to reach zero, impacting real-world contingent claim values calculated under the
given MCEV model. This means that all contingent claims with a non-zero payoff
at the level zero, such as zero-coupon bonds and put options, will have lower real-
world prices compared to corresponding putative risk-neutral prices. Attempting
to price such payoffs under the risk-neutral paradigm will lead to higher prices
under the MCEV model, and thus incorrect results.

In addition to the price of a call option on the GOP given in Lemma 5.1, we can
also derive an alternative representation based on the two-parameter gamma dis-
tribution. The corresponding density and complementary distribution function,
denoted by pG(·/β ; α) and G(·/β ; α) with shape parameter α > 0 and scale pa-
rameter β > 0, are given in Appendix A as formulae (A.6) and (A.7), respectively.
One then obtains the real-world price for a call option as

ci
T̄ , K, Si,δ∗ (t) = Si,δ∗

t

∞
∑

ℓ=0

pG

(

Li
T̄

2
; ℓ + 1

)

G
(

ũi
T̄

2
; ℓ +

1

2(1 − βi)
+ 1

)

(5.4)

− exp{−ri (T̄ − t)}
∞
∑

ℓ=0

pG

(

Li
T̄

2
; ℓ +

1

2(1 − βi)
+ 1

)

G
(

ũi
T̄

2
; ℓ + 1

)
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for t ∈ [0, T̄ ], i ∈ {0, 1, . . . , d} and βi ∈ [0, 1), with (4.6) and (5.3). Comparison of
(5.4) to results in Cox (1996), Cox & Ross (1976), Beckers (1980), Shaw (1998),
Delbaen & Shirakawa (2002) and Schroder (1989) reveal that the price of a call
option on the GOP under the MCEV model matches the putative risk-neutral
price. The two prices are equal because a call option has a zero payoff for all
outcomes below the strike price K at expiry.

We provide in Figure 5 the implied volatility surface obtained for call options on
the GOP based on: t = 0; Si,δ∗

0 = 2, 000; ri = 0.05; |θi
0| = 0.25; T̄ = 30; for

βi ∈ {0.00, 0.25, 0.50, 0.75}. Here the rate ri
T̄

= 1
T̄

ln[P i(0, T̄ )] is used as an input
when calculating the implied volatility via the Black-Scholes-Merton formula.
Otherwise put-call parity will fail. Beginning with the top LHS in Figure 5, one
observes for βi = 0.00, a negatively skewed, downward sloping implied volatility
surface that is typical for the Gaussian model. Then moving clockwise as the
exponent increases to βi ∈ {0.25, 0.50, 0.75}, the implied volatility surface flattens
out both in terms of skew and slope. Recall for βi = 1.00, a Black-Scholes-Merton
model possesses a completely flat implied volatility surface.

Figure 5: Implied volatility surfaces for options on the GOP with T̄ ∈ [0, 30] for
βi ∈ {0.0, 0.25, 0.5, 0.75}, clockwise.
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The MCEV zero-coupon bond price (4.5) is critical in the statement of put-call
parity for options on the GOP, given as

ci
T̄ , K, Si,δ∗ (t) + K P i(t, T̄ ) = pi

T̄ , K, Si,δ∗ (t) + Si,δ∗
t (5.5)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Heston, Loewenstein & Willard (2007) argue
that for the standard CEV model “one can choose either put-call parity or risk-
neutral option pricing, but not both”. Arguments with the same implications
are also provided in Lewis (2000). We can only agree with the first of these
conclusions, since under the MCEV model, put-call parity is achieved using real-
world pricing, but it is shown to be inconsistent with risk-neutral pricing. Cox
& Hobson (2005) repeat the claim that put-call parity does not hold under risk-
neutral pricing, but contrary to Heston, Loewenstein & Willard (2007), do not
provide an alternative where it will work. The above discussion clarifies this
issue by providing put-call parity under the real-world probability measure using
minimal prices for calls, puts and zero-coupon bonds.

Let us relate the results of this section further to the existing CEV literature.
Lewis (2000) presents a broad study on option valuation with stochastic volatil-
ity, pioneering in its discussion of the failure of the classical risk-neutral pricing
methodology. Lewis (2000) discusses a restricted CEV model within a stochas-
tic volatility framework similar to (3.3) under the risk-neutral paradigm. To
maintain similar notation to Lewis (2000) we denote the squared GOP volatility
process by vi = {vi

t = |θi
t|2, t ∈ [0, T ]} for i ∈ {0, 1, . . . , d}. Upon re-arranging

(3.1) we can write the GOP as

Si,δ∗
t =

(

vi
t

ξ2
i

)
1

2(βi−1)

=

(

ξ2
i

vi
t

)
1

2(1−βi)

(5.6)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. One can then show via (3.4), (3.8) and (5.6),
that the squared volatility of the GOP can be expressed as the inverse of a BESQ
process, that is

vi
t =

ξ2
i

Ai
t Z̄

i
τt

(5.7)

for t ∈ [0, T ] and i ∈ {0, 1, . . . , d}. Broadly speaking, the arguments of Lewis
(2000) are as follows. Using the test for explosions in Feller (1951), one finds that
the squared GOP volatility (3.3) will reach infinity in finite time with strictly
positive probability. This is because when the exponent falls within the range
βi ∈ (−∞, 1), the BESQ process in (5.7) will have a risk-neutral dimension
ni,θ = (4−ni) < 2 that reaches zero with strictly positive probability. The natural
extension of this fact and (5.6) is that the GOP under the putative risk-neutral
measure will reach zero with strictly positive probability, and for the solution to
the SDE (3.2) to hold, zero must be an absorbing rather than a reflecting barrier.
Hence it is the explosion of the squared volatility of the GOP that leads to an
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‘explosion probability adjustment’, which achieves corrections equivalent to our
results. The work of Lewis (2000) is systematic, however because it assumes that
an equivalent risk-neutral probability measure exists, the adjustment appears to
be ad-hoc. For example, it is shown that for put-call parity to hold, the ‘explosion
probability adjustment’ is required, but the important link to the prices of zero-
coupon bonds is not explored. The adjustments suggested in Lewis (2000) are a
straightforward consequence of the benchmark approach.

Heston, Loewenstein & Willard (2007) also remain within the risk-neutral frame-
work, and therefore produce similar results to Lewis (2000). They begin a discus-
sion on the standard CEV model by specifying an SDE for a stock price under an
assumed risk-neutral measure, with the exponent range βi ∈ [1,∞). In contrast,
we study the GOP under the real-world probability, and hence are careful when
making comparisons. For the GOP, when βi > 1 the underlying BESQ process
will remain strictly positive under the risk-neutral measure, since it has dimension
ni,θ = (4− ni) ≥ 2. However, this implies real-world dynamics for the underlying
BESQ process with dimension ni < 2, and thus absorption at zero with strictly
positive real-world probability. Therefore Heston, Loewenstein & Willard (2007)
are following the specification of Engel & MacBeth (1982), where the volatility
increases for higher levels of the underlying, and vice-versa. This is contrary to
the observed leverage effect documented by Black (1976).

The importance of the work of Heston, Loewenstein & Willard (2007) is their aim
to bridge the gap between mathematics and economic understanding, as in the
previous work of Loewenstein & Willard (2000). They provide three conditions
that must be satisfied such that ‘asset pricing bubbles’ will not exist. The first is
that the market price of risk must be finite, while the second is that the candidate
Radon-Nikodym derivative, must be an (A, P )-martingale. The third condition
amounts to the existence of an equivalent risk-neutral local martingale measure
Pi,θ under which the discounted underlying is an (A, Pi,θ)-martingale. Under the
benchmark approach, the market price of risk is the volatility of the GOP. The
second and third conditions of Heston, Loewenstein & Willard (2007) are not
required. Ultimately the question of ’asset pricing bubbles’ amounts to whether
or not the boundaries at zero and infinity can be reached. The nature of the
solutions obtained are determined by whether these boundaries are reflecting or
absorbing, as described within the framework of Feller (1951). The advantage
of using the benchmark approach is that real-world pricing will always recover
the minimal price and does not require an examination of the boundaries at
zero and infinity. However, other pricing rules can only generate non-negative
replicating price processes that are greater than or equal to those derived using
the real-world pricing formula (2.7) due to the supermartingale property of all
non-negative benchmarked portfolios.
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6 Options on an Exchange Price

Since the GOP value is effectively modelled as a non-central chi-square random
variable under the MCEV model, an exchange price (2.3) is modelled as a ratio
of non-central chi-square random variables. By the assumption of independence
between different GOP denominations, an exchange price will be given in terms
of doubly non-central beta random variables. Hence we introduce the doubly
non-central beta distribution function, denoted by I(· ; νi, νj ; λi, λj) with the
two degrees of freedom parameters νi, νj and the two non-centrality parameters
λi, λj, as defined in Johnson, Kotz & Balakrishnan (1995). Second, the CEV
exponent βi = β is assumed to take identical values in each GOP denomination.
Then the index di = d of each of the BESQ processes underlying the GOP
must also be identical by (3.10). Third, we employ the symmetry property of
the modified Bessel function of the first kind (A.3), such that Id(·) = I−d(·)
for all d ∈ {. . . ,−2,−1, 0, +1, +2, . . .}, which restricts the CEV exponent to β ∈
{1

2
, 3

4
, 5

6
, . . .}. We now evaluate exchange price options under the given constraints.

Lemma 6.1 The real-world prices of call and put options on an exchange price
in the ith currency at time t with expiry T̄ and strike price K under the MCEV
model for exponent β ∈ {1

2
, 3

4
, 5

6
, . . .} are

ci
T̄ , K, Xi,j (t) = −K e−ri(T̄−t)

[

1 − I
(

di,j

1 + di,j
;
1 − 2β

1 − β
,
3 − 2β

1 − β
; Li

T̄ , Lj
T̄

)]

(6.1)

+ Xi,j
t e−rj(T̄−t)

[

I
(

1/di,j

1 + 1/di,j
;
1 − 2β

1 − β
,
3 − 2β

1 − β
; Lj

T̄
, Li

T̄

)

−Q
(

L
j
T̄

2
;

1

2(1 − β)

)]

pi
T̄ , K, Xi,j (t) = −Xi,j

t e−rj(T̄−t)

[

1 − I
(

1/di,j

1 + 1/di,j
;
1 − 2β

1 − β
,
3 − 2β

1 − β
; Lj

T̄
, Li

T̄

)]

+ K e−ri(T̄−t)

[

I
(

di,j

1 + di,j
;
1 − 2β

1 − β
,
3 − 2β

1 − β
; Li

T̄ , Lj
T̄

)

−Q
(

Li
T̄

2
;

1

2(1 − β)

)]

(6.2)

where

di,j =
|θj

t |2 [exp{2 (1 − β) rj (T̄ − t)} − 1] ri

|θi
t|2 [exp{2 (1 − β) ri (T̄ − t)} − 1] rj (X i,j

t /K)2(1−β)
(6.3)

for t ∈ [0, T̄ ] and i, j ∈ {0, 1, . . . , d}, where Lk
T̄

for k ∈ {i, j} equates to (4.6).

One can verify with Lemma 6.1, proven in Appendix B, that put-call parity holds
for options on an exchange price when the real-world domestic zero-coupon bond
is used to discount the strike price, and the foreign zero-coupon bond in the jth
denomination is used to discount the exchange price, that is

ci
T̄ , K, Xi,j(t) + K P i(t, T̄ ) = pi

T̄ , K, Xi,j(t) + X i,j
t P j(t, T̄ ) (6.4)

for t ∈ [0, T̄ ] and i, j ∈ {0, 1, . . . , d}.
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We provide in Figure 6 implied volatility surfaces for call options on exchange
prices under the MCEV model for the exponent levels of β ∈ {0.00, 0.25, 0.50, 0.75},
clockwise respectively. The remaining input parameters used were: t = 0;
X i,j

0 = 1.0; |θi
0| = |θj

0| = 0.25; ri = rj = 0.05; for T̄ ∈ [0, 30] in each case.
The results show that higher levels of implied volatility are exhibited for greater
values of the exponent. Again, one observes the transformation from a downward
sloping, skewed volatility surface associated with the Gaussian model of β = 0.0
to the flat volatility surface of the Black-Scholes-Merton model with β = 1.0.

Figure 6: Implied volatility surfaces for exchange price options with T̄ ∈ [0, 30]
for β ∈ {0.0, 0.25, 0.5, 0.75}, clockwise.

We remark that by using non-central Wishart distributions, see Bru (1991), for
related non-central chi-square random variables one can, in principle, expect an
analytic formula for options on exchange prices.

7 Interest Rate Options

Finally, we derive real-world prices for basic interest rate options under the given
MCEV model. We reiterate the assumptions of a constant short rate, that is
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ri
t = ri for all t ∈ [0, T ] and i ∈ {0, 1, . . . , d}, and that the volatility of the GOP

satisfies relation (3.1). The assumption of a constant short rate is essential to
the derivation of the semi-analytic results presented below. Despite the limi-
tations of a constant short rate, the interest rate term structure derived under
the MCEV model is useful because of its simplicity, tractability and ability to
highlight interesting effects resulting from the volatility of the GOP.

We know that real-world MCEV zero-coupon bond prices are bounded, as pre-
viously observed in (4.10). Obviously, bounds for the bond price translate into
bounds for forward rates. In particular, when the short rate is constant the
forward rate will never fall below the value of the short rate.

In order to determine real-world prices for options on zero-coupon bonds we first
introduce the inverse of the regularised incomplete gamma function, denoted by
Q−1[·; ν] with ν degrees of freedom, as defined in Abramowitz & Stegun (1970).
Also note that when βi = 0.5 the following formulae reduce to analytic forms.

Lemma 7.1 The real-world prices of call and put options on a forward zero-
coupon bond, P i(T̄ , T ) with maturity T ≥ T̄ in the ith currency with strike price
K and option expiry T̄ under the given MCEV model are

zbci
T̄ ,T,K(t) = [+e−ri(T−t) − Ke−ri(T̄−t)]χ2

(

Li
T̄ ;

1

1 − βi
, p̃i

)

− Ξi,+
T̄ ,T,P i(T̄ ,T )

(t) (7.1)

zbpi
T̄ ,T,K(t) =























−e−ri(T−t)
[

χ2
(

Li
T̄
; 1

1−βi

)

− χ2
(

Li
T̄
; 1

1−βi
, p̃i

)]

+Ke−ri(T̄−t)
[

χ2
(

Li
T ; 1

1−βi

)

− χ2
(

Li
T̄
; 1

1−βi
, p̃i

)]

−Ξi,+
T̄ ,T,P i(T̄ ,T )

(t)















for K < Gi
T (T̄ )

−P i(t, T ) + K P i(t, T̄ ) for K ≥ Gi
T (T̄ )

(7.2)

where

Ξi, +
T̄ , T, P i(T̄ ,T )

(t) = E

[

Si,δ∗
t

Si,δ∗
T̄

Bi
T̄

Bi
T

Q
(

(Si,δ∗
T̄

)2(1−βi)

2 Ai
T̄

(τ i
T − τ i

T̄
)
;

1

1 − βi

)

1
{Si,δ∗

T̄
≥pi}

∣

∣

∣

∣

At

]

(7.3)

with

p̃i =
2 (1 − exp{−2 (1 − βi) ri (T − T̄ )})

exp{2 (1 − βi) ri (T̄ − t)} − 1
Q−1

[

Gi
T (T̄ ) − K

Gi
T (T̄ )

;
1

2 (1 − βi)

]

(7.4)

Li
T =

2 ri

|θi
t|2 (1 − βi) [1 − exp{−2 (1 − βi) ri (T − t)}] (7.5)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d} with notation (4.5)−(4.7).

The most interesting aspect of Lemma 7.1, also derived in Appendix B, is the
price of the put option on a zero-coupon bond. The separation of (7.2) into two
cases arises because of the restriction implied by the inverse of the regularised in-
complete gamma function within equation (7.4). In the case when this restriction
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is binding, that is K ≥ Gi
T (T̄ ), the put option price reduces to a simple relation

involving only zero-coupon bond prices and the strike price. On the other hand,
for the general case of a call option on a zero-coupon bond and for the specific
case of a put option when K < Gi

T (T̄ ), numerical evaluation is necessary because
the solutions require evaluation of the expectation (7.3). This can be achieved by
using the substitution (3.4) and numerical integration of the transition density
(3.14).

The results in Lemma 7.1 can also be used to verify the put-call parity relationship
for options on zero-coupon bonds, given as

zbci
T̄ , T, K(t) + K P i(t, T̄ ) = zbpi

T̄ , T, K(t) + P i(t, T ) (7.6)

for 0 ≤ t ≤ T̄ < T and i ∈ {0, 1, . . . , d}.
One observes that in the case of a call option on a zero-coupon bond, the real-
world MCEV price will always be less than or equal to the corresponding putative
risk-neutral price. Therefore risk-neutral prices, for both zero-coupon bonds and
call options thereon, form an upper bound for corresponding real-world MCEV
prices. Unlike the call option case, the relationship between the risk-neutral and
MCEV put option prices is complex and no obvious conclusions seem to emerge
from a comparison between the two results.

Finally we provide results obtained for interest rate caps and floors under the
real-world MCEV model. Recall that interest rate caps and floors are defined in
terms of simple transformations from options on zero-coupon bonds, as described
in Brigo & Mercurio (2005).

In Figure 7 we display the at-the-money (ATM) caplet implied volatility term
structure under the MCEV model for βi ∈ {0.00, 0.25, 0.50, 0.75}, clockwise re-
spectively. Numerical values used were: t = 0; |θi

0| = 0.25; ri = 0.05; for
T̄ = [0, 30] in each case. Since we only consider ATM implied volatilities, real-
world MCEV interest rate floorlet prices would produce the same results. The
key features of Figure 7 are that the hump-shaped caplet volatilities are only
significant for medium- and long-term segments of the term structure, and that
the magnitude is greater for lower levels of the exponent βi. This latter feature
is consistent with previous results in this paper and emphasizes the fact that the
long-dated real-world prices will be less than putative risk-neutral prices.

Conclusion

New analytic formulae for zero-coupon bonds, options on the GOP, and options
on exchange prices have been derived for the MCEV model under the real-world
probability measure. Related semi-analytic formulae for options on zero-coupon
bonds were also provided. This paper has shown explicitly that real-world and
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Figure 7: ATM interest rate caplet implied volatility term structure with T̄ ∈
[0, 30] for β ∈ {0.0, 0.25, 0.5, 0.75}, clockwise.

putative risk-neutral prices are not usually the same under the given modified con-
stant elasticity of variance (MCEV) model. This is because the Radon-Nikodym
derivative of the putative risk-neutral measure is a strict supermartingale. Nu-
merical evaluation of the results reveal that the benchmark approach yields sig-
nificantly lower real-world prices than corresponding putative risk-neutral prices
of medium- and long-term contingent claims.

Appendix A

For a central chi-square random variable with ν ≥ 0 degrees of freedom, the
probability density is pχ2(u ; ν) and its distribution function χ2(u ; ν), as defined
in Johnson, Kotz & Balakrishnan (1994). We also introduce the gamma function
Γ(α), the incomplete gamma function Γ(u ; α) and the regularised incomplete
gamma function Q(u ; α) for u ≥ 0 and α > −1, as given in Abramowitz & Stegun
(1970). The inverse of the regularised incomplete gamma function Q−1(p̃ ; α) is
such that p̃ = Q(u ; α).

Johnson, Kotz & Balakrishnan (1995) define a non-central chi-square distributed
random variable with ν degrees of freedom and non-centrality parameter λ with
the probability density

pχ2(x ; ν, λ) =
∞
∑

ℓ=0

exp{−λ
2
}(λ

2
)ℓ

ℓ!

(x
2
)

ν
2
+ℓ−1 exp{−x

2
}

2 Γ(ν
2

+ ℓ)
(A.1)
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for x > 0, u ≥ 0, ν ≥ 0 and λ ≥ 0. The corresponding distribution function is
given by χ2(u ; ν, λ). The density (A.1) can be rewritten as

pχ2(x ; ν, λ) =
1

2

(x

λ

)
ν−2
4

exp

{

−λ + x

2

}

I ν−2
2

(√
λ x
)

(A.2)

for x ≥ 0, ν ≥ 0 and λ ≥ 0, using the modified Bessel function of the first kind

Id(w) =
(w

2

)d
∞
∑

ℓ=0

(

w
2

)2ℓ

ℓ! Γ(ℓ + d + 1)
. (A.3)

A comparison of the transition density associated with the MCEV model in (3.14)
with (A.2) reveals that

Li
T̄ =

zi
t

(τ i
T̄
− τ i

t )A
i
t

=
Zi

t

(τ i
T̄
− τ i

t )A
i
t

=
(Si,δ∗

t )2(1−βi)

(τ i
T̄
− τ i

t )A
i
t

(A.4)

ui
T̄ =

zi
T̄

(τ i
T̄
− τ i

t )A
i
T̄

=
Zi

T̄

(τ i
T̄
− τ i

t )A
i
T̄

=
(Si,δ∗

T̄
)2(1−βi)

(τ i
T̄
− τ i

t )A
i
T̄

(A.5)

will recover the two equations.

Central chi-square random variables are a specific case of the more general gamma
distributed random variables. The probability density pG(x

β
; α) is defined as

pG(
x

β
; α) =

exp{−x
β
} (x

β
)α−1

β Γ(α)
(A.6)

for x ≥ 0, α > 0 and β > 0. We also introduce the complementary distribution
function G(u

β
; α), defined as

G(
u

β
; α) =

∫ ∞

u

pG(
x

β
; α) dx (A.7)

for u ≥ 0, α > 0 and β > 0.

Appendix B

Proof of Lemma 4.1: Set zi
t = Zi

t and zi
T̄

= Zi
T̄

in (3.4), then from (4.1) we
obtain

P i(t, T̄ ) =

∫ ∞

0

(

zi
t

zi
T̄

)

ni−2

2

qni
(t, zi

t; T̄ , zi
T̄ ) dzi

T̄ (B.1)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Use (A.4)−(A.5), (3.10) and algebra to obtain
(4.5). �
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Proof of Lemma 5.1: Apply the real-world pricing formula (2.7) to a call option
payoff on the GOP, thereby obtaining

ci
T̄ , K, Si,δ∗ (t) = E

[

Si,δ∗
t

Si,δ∗
T̄

(

Si,δ∗
T̄

− K
)+
∣

∣

∣

∣

At

]

= Si,δ∗
t E

[

1{Si,δ∗
T̄

≥ K}
∣

∣

∣

∣

At

]

− K E

[

Si,δ∗
t

Si,δ∗
T̄

1{Si,δ∗
T̄

≥ K}
∣

∣

∣

∣

At

]

= Ai, +

T̄ , K, Si,δ∗
(t) − K Bi, +

T̄ , K, Si,δ∗
(t) (B.2)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. Set zi
t = Zi

t and zi
T̄

= Zi
T̄
, use (3.4), (3.10) and

(3.14) to determine an asset binary call option on the GOP as

Ai, +

T̄ , K, Si,δ∗
(t) = Si,δ∗

t

∫ ∞

K
2

ni−2

qni
(t, zi

t; T̄ , zi
T̄ ) dzi

T̄ (B.3)

whilst the corresponding bond binary call option on the GOP is

Bi, +

T̄ , K, Si,δ∗
(t) =

∫ ∞

K
2

ni−2

(

zi
t

zi
T̄

)

ni−2

2

qni
(t, zi

t; T̄ , zi
T̄ ) dzi

T̄ (B.4)

for t ∈ [0, T̄ ] and i ∈ {0, 1, . . . , d}. The corresponding put option price can be
found using the put-call parity relationship (5.5). �

Proof of Lemma 6.1: Apply the real-world pricing formula (2.7) to a put option
payoff on an exchange price to yield

pi
T̄ , K, Xi,j(t) = E

[

Si,δ∗
t

Si,δ∗
T̄

(

K − X i,j

T̄

)+
∣

∣

∣

∣

At

]

= −X i,j
t E

[

Sj,δ∗
t

Sj,δ∗
T̄

1{X i,j

T̄
< K}

∣

∣

∣

∣

At

]

+ K E

[

Si,δ∗
t

Si,δ∗
T̄

1{X i,j

T̄
< K}

∣

∣

∣

∣

At

]

= −Ai,−

T̄ , K, Xi,j(t) + K Bi,−

T̄ , K, Xi,j(t) (B.5)

for t ∈ [0, T̄ ] and i, j ∈ {0, 1, . . . , d}.
First, assume that the BESQ processes underlying each GOP denomination have
identical dimensions, that is n = ni = nj, which obviously implies β = βi = βj for
all i, j ∈ {0, 1, . . . , d}. Second, assume that different currency denominations of
the GOP are independent. Third, substitute zk

t = Zk
t and zk

T̄
= Zk

T̄
for k ∈ {i, j}

to obtain the asset binary put option relation

Ai,−

T̄ , K, Xi,j(t) = X i,j
t

∫ ∞

0

∫ ∞

zi
T̄

K
2

n−2

(

zj
t

zj

T̄

)
n−2
2

qn(t, z
j
t ; T̄ , zj

T̄
) qn(t, z

i
t; T̄ , zi

T̄ ) dzj

T̄
dzi

T̄

(B.6)
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and the corresponding bond binary put option relation of

Bi,−

T̄ , K, Xi,j(t) =

∫ ∞

0

∫ ∞

zj

T̄
K

2
n−2

(

zi
t

zi
T̄

)
n−2
2

qn(t, z
i
t; T̄ , zi

T̄ ) qn(t, z
j
t ; T̄ , zj

T̄
) dzi

T̄ dzj

T̄

(B.7)

for t ∈ [0, T̄ ] and i, j ∈ {0, 1, . . . , d}. Now we use the substitutions (A.4)−(A.5) in
both currency denominations together with the symmetry property of the modi-
fied Bessel function of the first kind, Id(·) = I−d(·) for all d ∈ {. . . ,−1, 0, +1, . . .},
and some algebra to yield (6.2). The corresponding call option price is found via
the put-call parity relationship (6.4). �

Proof of Lemma 7.1: Apply the real-world pricing formula (2.7) to a call option
payoff on a forward zero-coupon bond P i(T̄ , T ) to obtain

ci
T̄ , K, P i(T̄ ,T )(t) = E

[

Si,δ∗
t

Si,δ∗
T̄

(

P i(T̄ , T ) − K
)+

∣

∣

∣

∣

At

]

= Ai, +

T̄ , K, P i(T̄ ,T )
(t) − K Bi, +

T̄ , K, P i(T̄ ,T )
(t) (B.8)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d}. In the case of a bond binary call option
we obtain

Bi, +

T̄ , K, P i(T̄ ,T )
(t) = E

[

Si,δ∗
t

Si,δ∗
T̄

1{P i(T̄ ,T )≥K}

∣

∣

∣

∣

At

]

= E

[

Si,δ∗
t

Si,δ∗
T̄

1{Si,δ∗
T̄

≥pi}

∣

∣

∣

∣

At

]

(B.9)

where

pi =

(

2 Ai
T̄ (τ i

T − τ i
T̄ )Q−1

[

Gi
T (T̄ ) − K

Gi
T (T̄ )

;
ni − 2

2

])

ni−2

2

(B.10)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d}. Since the short rate is constant, the
solution to (B.9) comes from the result for a bond binary option on the GOP.

The asset binary call option on a forward zero-coupon bond P i(T̄ , T ) is found as

Ai, +

T̄ , K, P i(T̄ ,T )
(t) = E

[

Si,δ∗
t

Si,δ∗
T̄

P i(T̄ , T )1{P i(T̄ ,T )≥K}

∣

∣

∣

∣

At

]

= Gi
T (T̄ ) E

[

Bi
t

Bi
T̄

S̄i,δ∗
t

S̄i,δ∗
T̄

M i
T (T̄ )1{S̄i,δ∗

T̄
≥ p̄i}

∣

∣

∣

∣

At

]

= Gi
T (t) χ2(Li

T̄ ; ni − 2, p̃i) − Ξi, +

T̄ , T, P i(T̄ ,T )
(t) (B.11)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d} using (4.7), (4.8) and (B.10) and notation
(7.3). The special function Ξi, +

T̄ , T, P i(T̄ ,T )
(t) can be calculated using (3.4), (3.10)
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and substituting zi
t = Zi

t and zi
T̄

= Zi
T̄

as

Ξi, +
T̄ , T, P i(T̄ ,T )

(t) =
Bi

T̄

Bi
T

∫ ∞

p
2(1−βi)
i

(

zi
t

zi
T̄

) 1
2(1−βi)

Q
(

zi
T̄

2Ai
T̄
(τ i

T − τ i
T̄
)
;

1

1 − βi

)

qni
(t, zi

t; T̄ , zi
T̄ )dzi

T̄

(B.12)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d}.
For a put option on a forward zero-coupon bond P i(T̄ , T ) it is advantageous to
separate the solution into two cases because of restrictions imposed by parameter
(7.4). For a bond binary put option on a zero-coupon bond, one obtains

Bi,−

T̄ , K, P i(T̄ ,T )
(t) = E

[

Si,δ∗
t

Si,δ∗
T̄

1{P i(T̄ ,T ) < K}

∣
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∣

At

]

=

{

P i(t, T̄ ) − Bi,+

T̄ , K, P i(T̄ ,T )
(t) for K < Gi

T (T̄ )

P i(t, T̄ ) for K ≥ Gi
T (T̄ )

(B.13)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d}. The solution to (B.13) when K < Gi
T (T̄ )

comes from (4.5) and (B.9), and when K ≥ Gi
T (T̄ ) the solution equals (4.5). The

corresponding asset binary put option on a zero-coupon bond is found using
iterated expectations, (4.5) and (B.11) to equal

Ai,−

T̄ , K, P i(T̄ ,T )
(t) = E

[

Si,δ∗
t

Si,δ∗
T̄
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∣

∣
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=

{

P i(t, T ) − Ai,+
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(t) for K < Gi
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P i(t, T ) for K ≥ Gi
T (T̄ )

(B.14)

for 0 ≤ t ≤ T̄ ≤ T and i ∈ {0, 1, . . . , d}. �
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