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Abstract— Suppose Alice and Bob try to transform an en- problems of quantum entanglement theory is thus to find the
tangled state shared between them into another one by local conditions for when an entangled state can be transfornted in

operations and classical communications. Then in general a 5 5ther one using LOCC. This problem can be approached in
certain amount of entanglement contained in the initial stae will

decrease in the process of transformation. However, an intesting two different, but _comp_lementary, contexts: _the f'_n'te neg|
phenomenon called partial entanglement recovery shows that and the asymptotic regime. In the asymptotic regime Bennett
is possible to recover some amount of entanglement by adding and his collaborators [5] proposed a reversible protocativh
another entangled state and transforming the two entangled shows that any two bipartite entangled pure states withitafin
states collectively. copies can be converted into each other without any loss of

In this paper we are mainly concerned with the feasibility t f ent | t Si . i v h
of partial entanglement recovery. The basic problem we add¥ss entropy or entangiement. since in practice one can only have

is whether a given state is useful in recovering entanglemen finitely many copies of an entangled state, itis of grearese
lost in a specified transformation. In the case where the soge to consider the problem of entanglement transformation in a
and target states of the original transformation satisfy tre strict  finite (non-asymptotic) setting. Arguably, the most impaoit
majorization relation, a necessary and sufficient conditia for step in the finite regime was made by Nielsen in [6], where
partial entanglement recovery is obtained. For the generatase h ted d sufficient dition f bieart
we give two sufficient conditions. We also give an efficient € reported a necessary and suficien an iion for a mear
algorithm for the feasibility of partial entanglement recovery in ~ €ntangled pure state to be transformed into another pure one
polynomial time. deterministically using LOCC. Suppose two distantly lecht
As applica_tions, we establish some interesting connectisn parties, Alice and Bob, share an entangled stajen C" ®C"
betv\(een partial entanglement recovery and. the generation fo \with Schmidt decompositiop) = Znﬂ \/a_i|iA>|iB>, where
maximally entangled states, quantum catalysis, mutual catysis, > > > > 0 are SZ(;hmidt coefficients and
and multiple-copy entanglement transformation. aln— Q2 = = O‘”. = )
>0y =1.]ia) and|ip) are orthonormal bases of Alice’s
Index Terms— Quantum entanglement, Entanglement trans- Zd Bob'’ t tively, S the tw i
formation, Partial entanglement recovery, Entanglement ataly- N9 BOD'S Systeéms, respectively. suppose the two parlies
sis, Majorization. want to transform|y)) into another statdy) with Schmidt
decompositiony) = D1 | /B;|iy)|i%s), wherep; > (B, >
-+ > B, > 0and " B = 1. The orthonormal bases
|. INTRODUCTION li4) and|i,) (similarly, |iz) and|i’;)) are not necessarily the

UANTUM entanglement is a valuable resource in quarf@me. For the sake of convenience, we wite (a1, -+, an)
Qtum information processing. It can implement som@nd ¢ = (61,---,8,) for the respective ordered Schmidt
infStmation processing tasks that cannot be accomplishegefficient vectors ofy) and|p). Nielsen proved that Alice
classically. As a consequence, entanglement has beenywid¥ld Bob can achieve this transformation|gf to |¢) with
used in quantum cryptography [1], quantum superdense godfrtainty using LOCC, writterjy)) — |¢), if and only if
[2], and quantum teleportation [3]; see [4], Chapter 12 for & = ¥- Here the s_ymbol%’ stgnds for ‘majorization relation’,
excellent exposition. Due to the great importance of quant2Nd? <  holds if and only if
entanglement, a fruitful branch of quantum information-the ! I
ory named quantum entanglement theory is currently being Zo‘i < Z@. forall 1 <l<n
developed. =1 =

Since quantum entanglement exists between different sub- __ n ) o
systems of a composite system shared by spatially separdt8f 2_i—1 @ = >, fi. If all inequalities in the above
parties, a natural constraint on the manipulation of erieang€duation hold strictly ang_;_, a; = >°i, 5;, then we say
ment is that the separated parties are only allowed to parfol'at? is strictly majorized byy. Majorization is an interesting
local quantum operations on their own subsystems and @8d Well-developed topic in linear algebra. For more detail
communicate to each other classically (LOCC). Using thi¥€ refer the reader to [7] and [8]. _
restricted set of transformations, the parties are oftgnired ~ Nielsen's theorem establishes a connection between the

to optimally manipulate the entangled state. One of therabnttheory of majorization and entanglement transformatiors |
of fundamental importance in studying entanglement tiansf
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of majorization, it follows thafy)) — |¢) implies E(|¢)) < glement lost in information processing tasks. So it is ofagre
E(J¥)) [6]. Indeed, these properties of majorization implyheoretical interest to characterize the entanglemenvering
that any well-behaved entanglement measures, such as'fRerability of a given entangled state, as it may lead to a better
entropy, or any other suitable concave functions, alsoedeser understanding of some fundamental properties of quantum
under LOCC. Intuitively, this means that a certain amouentanglement. In addition, as will see later, the solutibthe
of entanglement will be lost in a LOCC transformation. labove problem leads us to a rich mathematical structure and
would be desirable to save some entanglement lost and redpo®vides new insight into the process of partial entangtgme
the net loss of entanglement in the transformation, sinee trecovery. The second motivation is more practical. Suppose
saved entanglement can be used, for example, to increasevikeare required to perform a couple of different entangldmen
classical capacity of a quantum channel [9]. transformations. In most applications the available eyitsth
The possibility of recovering lost entanglement was first olstates shared between two parties are pre-specified and very
served by Morikoshi [10]. We outline Morikoshi’s recovegin limited. A solution to the above problem will help us to
scheme as follows. Suppose Alice and Bob share an entangletermine whether partial entanglement recovery for these
state|y) and they can transform it int@) by LOCC. As we transformations is possible with other pre-specified egitah
mentioned above, this process is generally a dissipatiedron states. It is also worth noting that this problem is more gaine
the sense that the quantity of entanglement in the target stdoan the ones discussed in [10] and [12], and its solution
is less than that in the source state. Suppose now an ayxiliautomatically resolves many trivial cases.
state|y) is supplied to Alice and Bob. Instead of transforming To state the above problem more formally, let us assume
|¢) into [p) directly, they perform collective operations orthat |v)) and |¢) are the source state and the target state of
the joint state|y)) ® |x), and transform it into another jointthe specified transformation, respectively, and|jgt be the
state|p) ® |w). Of course, as required by Nielsen’s theorengiven auxiliary state. Furthermore, suppose that can be
entropy of entanglement of the whole system decreases tgansformed intdy) with certainty using LOCC. Our goal is to
But by choosing a suitable auxiliary stafg), sometimes a determine whether there exists another statesatisfying (i)
state|w) with more entropy of entanglement can be obtainethe transformation o)) ®|x) to |¢)®|w) can be implemented
Intuitively, this process enables part of entanglemertifothe  with certainty using LOCC, and (ii)w) is more entangled
original transformation to be transferred to the auxiliatate, than |y). Next, we clarify a subtle point: what is meant by
and it was termegartial entanglement recoverpMorikoshi the statement that a state is more entangled than anoth2r one
demonstrated that partial entanglement recovery for astramn exact mathematical definition is needed. One way to do
formation betweer2 x 2 states is always possible by using ahis is to use some measures of entanglement such as entropy
2 x 2 auxiliary state. of entanglement mentioned above, as in [10] and [12]. Note
Partial entanglement recovery for transformations betwethat for deterministic transformations, a single measure o
higher dimensional states was considered by Bandyopadhyayanglement is usually not enough to quantify entanglémen
et al. in [12]. To avoid trivial cases (a perfect recovery caamount since there exist incomparable statésand |o), i.e.,
always be achieved by letting) = [p) and |w) = [¢)), @ neither|)) — |p) nor |p) — [2)) is possible [6]. So in the
notion of genuinepartial recovery was introduced. A partialpresent paper, we adopt an alternative view-point: we saty th
recovery scheme is genuine if the dimension of the auxiliafy) is more entangled thay) if |w) — |x) and|x) - |w). By
state is smaller than that of the original source state. TherNjelsen’s theorem, this is equivalentdo< y andy # w (here
was proven that for any stat@s) and|y) such that) is strictly  bothy andw are in non-increasing order). We believe that this
majorized byy andn > 2, a genuine partial recovery is alwaysyiew-point is more reasonable than only considering a singl
possible by using onlg x 2-dimensional auxiliary states. Thismeasure. Now the mathematical problem of the feasibility of
extensively generalized the result in [10]. The possipibf partial entanglement recovery can be clearly formulated as
genuine partial recovery for the transformation|¢f to |¢) follows:
such thaty is not strictly majorized byy was also examined
carefully in [12]. However, several fundamental problem
concerning partial entanglement recovery are still opew. F
example, the existence of genuine partial recovery in tise céﬁ
of a,, = B, is unknown. Furthermore, the proof confirming the If such a statdw) does exist, then we call it a solution of
existence of auxiliary states for partial entanglementvecy Problem 1. In the above formulation we made no additional
presented in [12] is nonconstructive. In general, this proassumptions on the dimension gf except that it is finite.
method does not provide a way to find these auxiliary stat€e even in the case that the dimensionyos larger than or
efficiently. equal to that of) (andyp), the above problem still makes sense.
In this paper, we study the feasibility of partial entangbetn  This enables us to consider the process of partial entamgiem
recovery. We consider the problem of whether a given entarecovery in a general mathematical framework. It is alsotlwor
gled state can be used to recover some entanglement lospamting out that Problem 1 cannot be directly solved bydine
a specified transformation. Our motivations are twofolde Ttprogramming methods because the majorization relation
first one is more theoretical. In some sense, the processyok ¢ ® w cannot be expressed by linear constraints, unless
partial entanglement recovery reveals a new kind of apiidica we know how to order a tensor product of two probability
of quantum entanglement: it can be used to store some entegetors,y ® w. The main difficulty here is that the order of

Problem 1. Given a triple of staté$y)), |©), |x)) such that
< ¢, determine whether there exists a state such that
QY <PQuw,w <X, andx # w.



p®w is not related in any simple way to the ordersgfnd tensor producty ® w cannot be determined by a simple
w. method even after we know the orders @fand w. Thus
The principal aim of the present paper is to solve Problemohe cannot apply standard linear programming techniques
stated above. We first introduce three indices of uniforifdty directly. A naive enumeration of the possible orderspof w
bipartite entangled pure states. With the aid of these @wlicyields about(nk)! results, which is intractable. A simple but
we prove that whethefy) can save some entanglement logpowerful lemma is introduced to reduce the number of orders
for the transformation ofi)) to |¢) only depends on the targetof the tensor product. The basic idea behind this lemma comes
state|¢) and the presence of the equalities in the majorizatidrom the observation that for a fixed, ¢ ® w has at most
relation ¢y < . To be concise, let)) be a state withm  O((kn)?(*—1)) different orders whew varies. This number of
distinct Schmidt coefficients, say; > --- > o/, > 0. If the possible orders is only a polynomialirnwhenk is treated
m > 1, then the maximal local uniformity df/), denoted by as a constant. For each possible order, we can employ linear
Ly(|¢)), is given by the maximal ratio ofi;,, and«; for programming methods to solve the majorization inequality
all 1 <4 <m — 1. In contrast, the global uniformity dfy), ¥ ®x < p®w. Consequently, an algorithm of time complexity
denoted byg,(|¢))), is given by the ratio ofv/,, and /. In  O(n*~!log,n) is obtained (Theoref 8.1). This algorithm is
the special case ol = 1, both indices are defined to e not efficient in the case where can vary freely. Fortunately,
These indices have many useful properties. Indeed, they byeexamining the mathematical structure of partial entangl
key tools in studying partial entanglement recovery. Withse ment recovery carefully, we can further refine this alganith
notions, Problem 1 is completely solved in the case whieise into a new one with time complexit®(n2k*) (Theoreni5.R).
strictly majorized byy (Theoreni.3.R). We achieve this goal byTherefore we can efficiently determine the feasibility oftjzé
considering two cases. First, Problem 1 is examined cdyefuéntanglement recovery by using algorithmic methods.
for a special case where all nonzero Schmidt coefficients ofTo illustrate the utility of the above results, we show
|x) are identical, i.e.L,(]x)) = 0 or L,(|x)) = 1. Second that partial entanglement recovery also happens in siositi
we consider the general case that L, (|x)) < 1 and prove: such as quantum catalysis, mutual catalysis, and multiple-
@) if L.(x)) > gu(le)), then |x) can recover some copy transformation. As an interesting application, we-con
entanglement lost for the transformation|gf to |¢); sider the generation of maximally entangled states usieg th
(2) if Lu(|x)) = gu(|®)), then there is only a special formscheme of partial entanglement recovery. We prove that any
of |¢) for which |x) can save some entanglement lost in thieansformation with the Schmidt coefficient vector of the

transformation of/¢)) to |p); and source state being strictly majorized by that of the targmtes
() if Lu(|x)) < gu.(]¥)), then|y) cannot recover entangle-can always concentrate some partially entangled stateainto
ment lost in any transformation with the tardeb. maximally entangled one. We also find a close connection

It should be pointed out that the proof we present providégtween partial entanglement recovery and quantum caalys
an explicit construction of the resulting stdte). In view of (see [18], [19], [21]). That is, if a transformation can be
this, the above results are very useful in pursuing prdctidenplemented with certainty by using some quantum catalyst,
applications of partial entanglement recovery. Some @stting then entanglement lost in the transformation can be plrtial
special cases of these results are also discussed. recovered by a suitable auxiliary state. Moreover, we stnat t

For the case where is not strictly majorized byp, a com- partial entanglement recovery is directly connected toualut
plete solution of Problem 1 appears to be very difficult. Necatalysis [23]. As a consequence, a systematic construofio
ertheless, two sufficient conditions for partial entanglaein the instances with mutual catalysis effect is sketched. Whe
recovery are presented (Theorems] 4.1 4.2). Employing consider the possibility of partial entanglement recpve
these conditions as tools we show that the genuine pariiaimultiple-copy transformations (see [15], [19], and [R1}e
recovery is not always possible when the dimension of thtice a very interesting phenomenon: although an auxiliar
target state is larger thath x 2. For example, ifn = 3 and state cannot be used to do partial entanglement recovegy for
a1 = f1, |x) should be at least ax 3 entangled state, which single-copy transformation, it can recover some entangfém
means any recovery scheme cannot be genuine. (This resulbst in certain multiple-copy transformations.
fact has been obtained implicitly in [12]). When = 5, and The rest of the paper is organized as follows. Section Il
an, = Bn, We show thatt x 4-dimensional auxiliary states arepresents some notations and concepts, including the defisit
necessary and sufficient. In the case where 4, a genuine of uniformity indices. In Section lll, we present a complete
partial recovery is not possible. On the other hand, even s$olution to Problem 1 in the case thats strictly majorized by
these special cases, it still makes sense to consider whgthe . We consider general transformations in Section 1V and give
is useful in recovering entanglement lost in the transfdiona two sufficient conditions for partial entanglement recgver
of |¢) to |¢). Some special but interesting cases of these conditions are

Besides the mathematical characterization of partialrentanvestigated in detail. In Section V we discuss the feaisjilf
glement recovery outlined above, we also present an afgoripartial entanglement recovery from an algorithmic viewyoi
mic approach to Problem 1. Letandk be the dimensions of and present two algorithms to solve Problem 1. To understand
¥ (as well asp) and x (as well asw), respectively. Our goal whether partial entanglement recovery is possible in 8dna
now is to design polynomial time algorithms i or/andk  such as quantum catalysis, mutual catalysis, and multiple-
to solve Problem 1. As mentioned above, the main difficuligopy transformation, we give more examples and discussions
in solving Problem 1 lies in the fact that the order of then Section VI. In Section VII, we draw a brief conclusion.



The proofs of some lemmas and theorems are completedghn= (0.5,0.25,0.25,0). It is obvious that the statds) and
Appendices. |©’) are essentially the same. However, according to the above
definitions,S(|e)) is completely different fromS(]¢’)). This
Il. PRELIMINARIES design decision in defining(|¢)) enables us to considerably

First, it is helpful to introduce some notations associateSlmplncy the presentation of our main results. The same rema

with finite dimensional vectors. Let be ann-dimensional aﬂsla ?hﬁghe; t:rtr,:ﬁede::?;;zn‘g a(1|r(tfi)t>e)'entan led pure state’ |
vector. The dimension of: is denoted bydim(z), i.e., paper, P P gled p

dim(z) = n. The notationz! is used to stand for the vector.useOI frequently. So, for convenience, sometimes we alteevi

that is obtained by rearranging the componentszointo it to ‘state’ or ‘quantum state’. This should not cause any
. . o T confusion from the context.

non-increasing order. Similarlyy' denotes the vector that . . . .

. : . Now we introduce three notions which are key mathematical

is obtained by rearranging the componentsaofnto non-

. . . tools in describing partial entanglement recovery.
decreasing order. The notatiaf?* denotes the direct sum of . ) gp 9 . y
e ; . ok Definition 2.1: Let |¢)) be ann x n partially entangled state
x with itself £ many times. In particular, for constaat ¢

; . . with compact form(«// %1, ..., o/P*m) wheren = 7, k;
is the k-dimensional vectofc,c,...,c). If every component b (™™, e ™) 2z ki

of x is nonnegative, then we can write andm > 1. Then
* 9 ' (i) the minimal local uniformity of|¢)) is defined by

b= (a:'leakl oo ®km) o
L(¥)) = min{ - 11 <i < m};
wherez} > --- >/, >0, k; > 1 for eachi = 1,...,m, Q;
and>>7", k; = n. The above form ofi:! is usually called the (i) the maximal local uniformity ofi¢) is defined by
compact form ofz. It is obvious that the compact form of a ,
nonnegative vector is unique when the dimension of the vecto Lu(l9) = max{% 1<i<m)
space under consideration is fixed. a;

The sum of them largest components of the vectoris (iii) the global uniformity of |¢) is defined by
denoted bye,,(z). That is, e,,(z) = Y., x}. It is easily ,
to verify thate,,(x) is a continuous function of for each gu([¥)) = O‘_T_
m=1,...,n. «

1
. . . It is easy to see that the minimal local uniformity, the
We say thatr is majorized byy, denoted byr <y, if maximal local uniformity, and the global uniformity of a

em(®) <em(y), foralll1<m<n—1 (1) quantum statéy) with ¢! = (aq,...,a,) may be rewritten

) o _ in a slightly different way:
ande,(z) = e,(y). If all inequalities in Eq.[(l) are strict and

en(r) = e,(y), then we follow the terminology in [12] and L(¥)) = min{% 1 <i<n}
say thatr is strictly majorized byy, denoted byr <1 y. @i
A vector z is a segment of a vectary if there existi > 1 ‘
andk > 0 such thatt = (y;, Yit1,- .-, Yitk)- L,(J¥)) = max{% 1 <i<nand a; > a1}
Now we apply the above terminology to bipartite entangled i
pure states. Lety) be ann x n entangled pure state with gu([0)) = Qn
ordered Schmidt coefficients; > ags > --- > «, > 0. ai
As we have mentioned in the introduction, the symigols The above rewriting will help us to simplify some proofs.
used to denote the Schmidt coefficient vector|o¢f, i.e., From the above rewriting of Definitidn 2.1, it is easy to see
Y = (o, ..., ), Which is just am-dimensional probability that bothi,(|1))) and g, (|®))) are continuous with respect to

vector. We often identify the compact form @f with the |). Thus it is reasonable to define the minimal local unifor-

compact form of statéy). We call |) ann x n maximally mity and the global uniformity of a maximally entangled stat

entangled state if the compact form|ef) reduces tq%)@”; to be 1. However, such a continuous property does not hold

otherwise we say that)) is a partially entangled state. ff!  for the maximal local uniformity. To keep many properties

is a segment op!, then we call|¢’) an unnormalized state. of these indices valid even in the case that the quantum state
To apply Nielsen’s theorem to unnormalized states, it camder consideration is maximally entangled, it is converie

be restated agy)) — |p) if and only if ¢ < . define the maximal local uniformity of a maximally entangled
We define S(|¢)) to be the set of alln x n entangled state to bel. Also, for the sake of convenience, when the

pure stategy) which can be directly transformed infg) dimension of the state under consideration is one-dimeasio

by LOCC. By Nielsen’s theorem$(|p)) = {|¢¥) : ¥ < ¢}. we define the uniform indices as

We also defineS°(]¢)) to be the set of alln x n states  In applying the above definitions of uniformity indices,

|t)) such thaty is strictly majorized by, i.e., S°(J¢)) = it should be noted that the dimension pf) is somewhat

{J®) : ¥ < p}. It should be noted that statés) in S(|¢)) arbitrary, as one can append zeroes to the vectamd thereby

are required to have the same dimension|@s Such a increase its dimension without changing the underlyingnqua

requirement forces us to distinguisti|¢)) from S(j¢’)) when tum state. Suppose that the number of nonzero components of

|p) and|¢’) are essentially the same state but their dimensioisis n. If | is treated as an x n state, all the above three

are different. For example, lep = (0.5,0.25,0.25) and uniformity indices are positive. However, if we append &0



to ¢ and yield a statéy’), then the uniformity indices dfy’) B) Lu(J¥) < Lu(J1)®F) < min{z—%, a?‘; 1}, wherey! =
are changed rapidly. For example, ket= (0.5,0.25,0.25) ( /@k a/®hr). P

. . 1 A 8
and 9" = (0.5,0.25,0.25,0). It is obvious that both the = proof, (1) follows immediately by Definitioi211. (3) is a

minimal local uniformity and the global uniformity df)) are simple application of (2) and Definitidi 2.1. So it is enough
0.5. However, the minimal local uniformity and the global, prove (2).

uniformity of |¢)") are changed int0. To avoid any confusion | o Wt = (ar,--,am) and gt = (B1,---,B,). Since
that may be caused by the phenomenon that we just mentioged minimal uniformityl,, is a continuous functional, we can

in the above definition, the dimension of the states areetobatassume without loss of generality that all components)of
as fixed. In other words, if¢)’) is obtained from|y) by and ¢ are positive. Let

appending zeros in its Schmidt coefficient vector, they may
be thought of being two different states. Therefore, it is a=apf; and b=a,fs, a<b,

reasonable to allow that sometimés(|v)) # lu([¢")) (as be any two successive elements of the ordered probability

well as L, (|v)) # Lu(|4')) andgu([¥)) # gu(|9"))- vector (¢ @ ). It is obvious thatr < m or s < n. Suppose

Some simple but useful properties of the three |nd|ce7;s< m is the case, let us try to prove

defined above are presented in the following:

Lemma 2.1:Let |¢) and |p) be two quantum states Lu(J)) < 2 (2)
with compact formsy! = (o/%% ... o/®*) and o} = o b
(B4, ..., p®l), respectively. Then Indeed, from the definition of, we have
(1) 0 < Lu([)), Lu(l9)), gu(|)) < 1. () <2
() 17 1(0)) < gul¥)) < (). —ahfe o 3)
(3) gu(|¥)) < Ly (|¥)): T |
@) gu(|¥) < Lu(J)) < Lu(J0)). Thusa,.1+10s < b. But, sincea andb are successive elements,
(5) if r = sanda, = B fori = 1,...,r, then o410 cannot belong to the intervak, b), that is,
() = Lu(g). Smilarly, L,(j¥) = Lu(l¢)) and arirfh < a. 4
gu([¥)) = gu(l)). - _
(6) if [1) — |¢), theng,(|¥) > gu(|e)). From Egs.[(B) and{4) we get immediately Eg. (2).

Proof. (1)—~(5) follow immediately from Definitior(2]1. If » = m then we can be sure < n. Thus we can apply

(6) follows directly from Definition[ 21 and the fact that ifanalogous arguments to prove that
N / / / / .

) lp) thena) < B; anda;, > f3; i L(|@)) < %

We give some remarks on the above properties. (1) shoyspoth cases one has
that the three indices of minimal local uniformity, maximal
local uniformity and global uniformity are all between 0 ahd min{ly (), lu(l9))} <
Moreover, they take valukif the state is maximally entangled. .. o :

L . : ’ : Since this is true for any successive< b, we have proved

The minimal local uniformity and the global uniformity take atement (2) a
the valueO if the state in question has zero as one SchmiaE '
coefficient, while the maximal local uniformity takes valoe
if it is a maximally entangled state in a state space with fow

o~ oS

? The above lemma deserves some more remarks. Intuitively,
. . : . - 1) shows that the global uniformity is multiplicative umde
1\ypm ndn—m

dimension, i.e., with a compact forr(z;)®™, 0 ) for tensor product. (2) means that the tensor product of twestat

somem < . If ?“(W)» " .O or l“(.w).» N 1.’ Le., |¢) has is at least as uniform as one of them. (3) provides an upper
zero as a Schmidt coefficient or it is maximally entangle%s,

then both the inequalities in (2) hold with equalities. Ire th °.‘;”d and ? lower bound re?p‘?"“"ef'y forl .thle minimal '?Ca'
case that0 < [,(|v)) < 1, the first equality in (2) holds uniformity oMany_state <_:on|5|s_t|n?1 © mhu t|phe copies 0" a
if the distinct Schmidt coefficients dfy) form a geometric given state. More interestingly, it shows that the mini

; : . uniformity of a2 x 2 or 3 x 3 state remains invariant under
sequence; while the second equality hold&/if has at most y 2 OF 93 < .
tensor products involving multiple copies.

two distinct Schmidt coefficients. The equality in (3) holds One of the most interesting applications of the uniformity

if and or_1|y if the distinct Schmidt coeff|C|ent.s .MU) form a indices introduced above is that they provide a characttéoix
geometric sequence. (4) can be analyzed similarly. (5) seal - on a strict majorization relation holds
that these indices only depend on distinct Schmidt coeffisie '

. : L . Lemma 2.3:Let |p) and|y) be two quantum states, and let
of the state. (6) indicates that global uniformity is desirg
under LOGC. S°(Jp)) ® |x) denote the set of all states of the fof) @ |x)

In addition to these trivial properties displayed in Lemmwltagl;/’)é'”_rﬁeg@). i.e., S°(lp)) @ x) ={lv) ®Ix) : |¥) €

213, the following lemma presents three more interesting

properties of global uniformity and minimal local unifortyri S°le)) @ Ix) € S°(le) @ x)) < (X)) > gulle))-
Lemma 2.2:Let |¢)) and|y) be two quantum states. Then Proof. See Appendix A. O
D) gull¥) ® [9) = gull¥))gulle). In particular,
gu(|)E™) = g (|2b)) for anym > 1. Roughly speaking, the above lemma shows that if the aux-

@) lLu(J¥) @ |e)) = min{l,(|v)), l.(|J))} iliary state|x) is uniform enough, then the strict majorization



relationy) ® x < ¢ ® x can be kept providing> <t ¢, and vice of [¢) to |¢) such that|i) is in S°(J¢)). A necessary and

versa. What we would like to emphasize here is that the orgyfficient condition for such a recovery is presented. Thus,

constraint on the source statg) is v < ¢. a complete characterization of such auxiliary stafes is
In the introduction we have frequently used the notion afbtained.

partial entanglement recovery. We present a rigorous diefini  First, we define the distance betwegf) and |p) to be

as follows. the Euclidean distance between twedimensional ordered
Definition 2.2: Let |¢)) and|¢) be twon x n states, and let probability vectors)! andy!, i.e,

|x) be ak x k state. We say thak) can do partial entanglement

recovery for the transformation d¢f)) to |p) if there exists a

k x k state|w) such that 1) = Il =
(i) both the transformations dt)) ® |x) to |¢) ® |w) and

lw) to [x) can be realized with certainty under LOCC. That Before presenting the main result of this section, we prove

is, 1) ® [x) — [¢) @ lw) and|w) — [x); a useful theorem. Assuming that) is in S°(|¢)), we shall
(ii) the transformation oflx) to |w) cannot be achieved prove that if,(|x)) > gu(J¢)) then a suitable collective

with certainty under LOCC. That igx) - |w). operation can transform the joint staig) ® |x) into another
Some remarks follow: joint state |p) ® |w) such that|w) is not ‘far from’ |x).

1) In the above definition, both the dimensions of th8urprisingly, this result does not depend on which soura st
source statdy) and the target statgp) are n x n. |¢) we have chosen at the beginning.
Similarly, the dimensions of the auxiliary stdte) and Theorem 3.1:Let |¢) and |p) be two states withy) €
the resulting statév) are bothk x k. These constraints S°(|¢)). If |x) is an auxiliary state such thdt,(|x)) >
are reasonable since during the transformation procesg|y)), then there exists a positive numbgrsuch that for
the state space under consideration isn’t modified. lany statelw) satisfying]||w) — |x)|| < 4, it holds that
tuitively, |¢)) and |p) are two different states of the
same two particles entangled between Alice and Bob. V) @ [x) = [¢) ® |w). (5)
The dimensions of these particles are assumed to bd’roof. Since l.([x)) > gu(|p)) and [¢) € S°(|¢)), it
finite and fixed. Similar arguments apply to the statdgllows from Lemmd 2.8 that
|x) and |w). This is in fact the reason that we have
to require that the dimensiofy) is fixed in defining VXX (©)

S([e)), So(le)), lulle))s Lu(le)), andgu(|e)), since all - Notice that a small enough perturbation on the right hand
of them are introduced in this paper to describe partigide of Eq. [(5) will not change the relatior:* since every
entanglement recovery. inequality in Eq. [[(L) is strict. Thus it is possible to take a
2) According to Nielsen’s theorem, the above definition cagyfficiently small positive numbef such that for any state
be rewritten as: & x k auxiliary stately) can do partial lw) satisfying|||w) — |x)|| < 4, the relationy ® x < ¢ @ w
entanglement recovery for a transformatiorjf to |©)  holds, which confirms the validity of EqC](5). With that we

if there exists anothek x k state|w) such that all three complete the proof of Theoren B.1. O]
relationsy ® y < ¢ ® w, w < x, andx! # w! hold
simultaneously. The following simple corollary of Theorefn 3.1 establishes

3) It is obvious that(z,0) < (y,0) if and only if z < 3 connection between uniformity indices and partial enang
y. Without loss of generality, we can assume that th@ent recovery.
number of nonzero S(_:hmidt c_ogfficients |gf) is n. In Corollary 3.1: If g, (|¢)) < Lu(|x)) < 1, then|x) can do
other words, all Schmidt coefficients of the source staffyrtial entanglement recovery for any transformatiof/dfto
are positive. o) with [1) € S°(|)).

For technical simplicity, we apply the above discussiornts nimtuitively, if the minimal local uniformity of a partially
only to normalized but also to unnormalized states. Sonestimentangled pure statg) is larger than the global uniformity
we shall use a clause such &g)'can save some entanglemendf |y), then the transformation df}) to |¢) such thaty < ¢
lost for the transformation ofy) to |p)’, and we shall say can always increase the entanglement degreg Jof
that [)) can transfer some entanglement into the state  Example 3.1:Let |¢)) and |¢) be two 2 x 2 states with
whenever|x) can do partial entanglement recovery for the)! = (a,1-a) andp! = (b, 1-b), where} < a < b < 1. The
transformation from+) to some unspecified target stdte) goal here is to find &x 2 state that can do partial entanglement
to mean thatf’y) can do partial entanglement recovery for theecovery for the transformation ¢f) to |,).

transformation of¢)) to [¢)". Take an auxiliary statéy(p)) with x*(p) = (p,1 — p). It
is easy to check thdt) is in S°(|¢)). By Corollary[31, if
I1l. PARTIAL ENTANGLEMENT RECOVERY FOR A |x(p)) satisfies
TRANSFORMATION BETWEEN STATES WITH STRICT
MAJORIZATION gu(lp)) <lu(lx(p))) <1, (7)

In this section, we focus on whether a given auxiliary stateen |x(p)) can be used to do partial entanglement recovery
|x) can do partial entanglement recovery for a transformatidor the transformatiom)) — |p). It is easy to see that EQ.1(7)



is equivalent to state. Therx) can do partial entanglement recovery for the
1-0 < l-p 1 transformation ofv)) to |¢) if and only if one of the following
b p ’ three cases holds:

or L < p < b The desired statdw) such that both () Lu(|x)) =0 andna >n'(a +1). Herea andn’ are

) ® [x) — |¢) ® |w) and |w) — |x) hold can be taken asthe numbers of nonzero Schmidt coefficients|gf and |¢),

lw) = |x(p — €)) with a suitably small positive number It ~respectively;

is obvious that|x) - |w) whenevere is positive but small (i) gu(le)) < Lu(lx)) <1; _

enough. 0 (i) Lu(lx) = gulle)) and ! = (x'®™/C)*. Herex' is

a segment ofy! with only two distinct components) is a

In Example[3.1L, the condition gf < b means thaty(p)) nermalization factor, and: > 1.

is more entangled thafy). A simple analysis shows that Moreover, if none of the above cases holds, thencannot

this condition is also necessary to guarantee ti4t)) does do partial entanglemept recovery for any transformatiop/of

partial entanglement recovery for the transformationjf O ) such thaty) is in S(|g)).

to o). So we rediscover the main result in [10]: farx 2- Proof. See Appendix B. O

dimensional states, the auxiliary stdt¢) can do nontrivial )

partial entanglement recovery for a transformation witigea 10 Petter understand the above theorem, we give the fol-

state|y) if and only if |y) is more entangled thaip). lowing remarks:

Example 3.2:This is a generalization of Examgle B.1. Let 1) The case thaL,(|x)) = 1 is not included in cases (i),

lv) and|¢) be two states such thap) is in $°(|¢)). Our aim (if), and (iii). Hence a simple corollary of Theorém B.2
here is to decide whether there exists sotne 2 state that is that a maximally entangled state cannot be used to do
can do partial entanglement recovery for the transformatfo partial entanglement recovery. This is reasonable since
1) to |). for such a statéy), there does not exist & x k state
Take an auxiliary statéy(p)) with x!(p) = (p,1 — p). By |w) which is more entangled than).
Corollary[311, if 2) The case thal,(|x)) = 0 is slightly different from
the above case and is more interesting. Altholigh
gu(le)) < lullx(@)) <1 (8) is a maximally entangled state in a state space of lower
then |x(p)) can do partial entanglement recovery for the  dimensionuxa with a < £, itis only partially entangled
transformation of1)) to |¢). Moreover, Eq.[(B) is equivalent when it is considered as & x k state. Hence it is
to still possible to transformyy) ® |x) into another state
p< ; 9) lp) ® |w), where|w) is more entangled thafy). Case
2 L+ gu(le)) (i) shows that the necessary and sufficient condition is
Therefore, the entanglement lost in the transformation of  that the Schmidt numbers ¢f) and|y) satisfy a simple
|1} to |p) can always be partially recovered by2a< 2 state inequalityna > n’(a + 1). In some sense, the solution
Ix(p)) satisfying Eq. [[P). Again, the desired stdte) such in this case explains why the dimensions of the states
that both|¢)) ® |x) — |¢) ® |w) and|w) — |x) can be taken need to be fixed.

as|w) = |x(p—¢€)) with a suitably small positive number 3) Case (ii) means that ify) is partially entangled and
the maximal local uniformity oflx) is larger than the
In Example[3.2, we show that the entanglement lost in a  global uniformity of |), then|x) can be used to save

transformation of|y) to |¢) such that|y) € S°(|p)) can some entanglement lost in the transformatiorjf to
always be partially recovered by &ax 2 state|y), and the |p). This case provides a feasible sufficient condition
explicit construction of such a state) is also presented. This for partial entanglement recovery.

is a considerable refinement of Theorem 1 in [12]. We also4) Case (iii) is of special interest. It supplies the solntio
point out that in the proof of Theorem 1 in [12], an important at the critical pointZ, (|x)) = gu(|®)). As we will see,

constraint orp, i.e.,pf, < (1—p)B1 orlu(|x(»))) > gul|®)), the proof of this case is very complicated. We include
is missing, therefore the case (ii) in the proof of Theorem 1  this case for the following two reasons. First, from the
in [12] is possible ifxr = s = n andy = ¢t = 0, which makes aspect of the completeness of the solution. Including
the proof there invalid. such a special case enables us to completely solve the
Corollary[3.1 only provides us with a sufficient conditiom fo feasibility of partial entanglement recovery for alf
which |y) can be used to receive some entanglement lostin a and ¢ with ¢ < ¢. Second, from the special form that
transformation of|y)) to |¢) with |¢) € S°(|¢)). However, |©) should satisfy. A careful observation shows thait
this condition is too strong to be satisfied in many cases. has only two different Schmidt coefficients and should
Nevertheless, the following theorem gives a weaker caoiti be constructed by repeating a segmentyof finitely

and indeed it provides a complete characterization of state  many times. In our opinion this provides new insight
|x) that can be used to do partial entanglement recovery for into the process of partial entanglement recovery. In

a transformation with target state) and source statg)) in addition, in the proof of this case we have extensively
Se(|e))- employed the techniques introduced in the present paper
Theorem 3.2:Let |[¢)) and |¢) be twon x n states such and the properties of majorization. Hopefully, these

that |¢) is in S°(|¢)), and let|y) be ak x k auxiliary proof techniques will be useful in solving other problems



in quantum entanglement theory. to the main results, it will be helpful to introduce some

In sum, Theoreni 32 provides a necessary and sufficiéigtations. Letz and y be two finite dimensional vectors.
condition under whicHy) can do partial entanglement recov\We write = C y or y 3 z if vf < yi anda] > yl.
ery for some transformation with the target state Therefore Roughly speakingy C y means that the values of the extreme
it can be treated as a basic result about partial entanglem@@mponents of: are strictly bounded by those gt We use
recovery. In view of Theorefi 3.2, it seems reasonable to U§g formal expressio; 3 I as a convenient rewriting of
maximal local uniformity to describe the partial entangten =’ ® y” J 2" @y’
recovery power of an auxiliary state. For simplicity, in this section we only deal with vectors

It is worth noting that in the above theorem, the choice éhat are already in non-increasing order. That is, for adinit
1)) has some free degree. That is,|¥f) can be used to do dimensional vector, we assume that = x*.
partial entanglement recovery for a transformation|of to We now introduce the following concept.

o) such thatly) is in S°(|¢)), then for any|y’) € S°(|)), Definition 4.1: A decomposition of a vector is a sequence
lx) can also recover entanglement lost in the transformati@hvectorsa?, ... z™ satisfying _ _
of [¢') to |). (i) each of these vectors has dimension at least one, i.e.,

Theorem[32 has many interesting corollaries. We onfym(z‘) = 1;and _
consider the following one where the auxiliary statg is (i) = is the direct sum of these vectors, i.e:, =
9 % 9-dimensional. (x!,..., ™), or simply,z = &,z _

Corollary 3.2: If |x) and |¢) are two partially entangled __The following simple lemma provides a special decompo-
states withx! = (p,1 — p) and ¢! = (B1,...,05n), then sition of two vectorsr andy such thatr <y
|x) can be used to do partial entanglement recovery for theLemma 4.1:If = andy are vectors sat|sfy|{1g <y, thenz
transformation of¢) to |¢) such that) is in S°(|)) if and  @Nd¥ can be uniquely decomposed as= (z", ..., 2™) and
only if one of the following three cases holds: y=(y,...,y™) such that

() p=1andn > 21/, wheren' is the number of nonzero () ' <y" orz* =y'foreachi=1,....m; arzjd ;
components of; (i) there does not exist an indexsuch thatz’ = y* and

. i+l it i
(i) $<p< B x y*** hold simultaneously.

5 Bi+Bn’ ) Proof. The proof is simple, and the details are omitted.[
(iii) p= 555 and |¢) has a special form such that =
((p, 1 —p)®*/k)* for somek > 1. The decompositions of andy in LemmalZ.]L are called

Moreover, if none of (i)—(iii) is satisfied, thefry) cannot do  the normal decompositionsf = andy.
partial entanglement recovery for any transformatiofx/ofto Motivated by Lemmd 411, we shall define two index sets

|p) such tha‘g|¢> is ir_1 S(|e)). _ I, and D, , for any vectorsz andy satisfyingz < y.
The most interesting part of the Corolldry 8.2 is case (iiisuppose that: and y have normal decompositions as in
The following example demonstrates this point. LemmaZ.l. Then we define

Example 3.3:Let |x), |¢'), |¢”), and|¢"’) be four states I i gi— i and 1 <<
with x* = (p.1 —p), ¢"* = (p,p,1 = p,1—p)/2, ¢ = co =t =y and 1 <i<m}
(p,p,1 —p)/(1+p), ande™* = (p,1 —p,1—p)/(2—p), and

wherei < p < 1. Obviously, Dy ={i:2" <y’ and 1 <i <m}.
1—p It is obvious that
Lu(Ix) = gu(1¢') = gull¥")) = gu(l¢")) = —.
p I.,NDyy=0and I, ,UD,,={1,...,m}.

By Corollary[3.2, it is easy to see thgt) can do partial  one can easily check that< y is equivalent tol, y =10
entanglement recovery for any transformation|of to |¢')  gng Dy, = {1}. "
with [¢) € S7(|¢)) sinceg’! = ((p,1—p)®?/2)". In what follows, we only consider the auxiliary state with

However, again by the above corollaty,) cannot recover positive Schmidt coefficients, as our major purpose here is t
anything for any transformations with the target state$) fing the states that can do partial entanglement recoverg for
or [¢"). U given transformation. For simplicity, the maximally enged

) ) ] state is also not considered.

Until now we only deal with the transformations pf) to  wjth these preliminaries, we present one of the main results
) such thaty is strictly majorized byp. What about the i, this section, which gives a sufficient condition under ethi
other cases? In next section, we will prove two more generdh can do partial entanglement recovery for a transformation
theorems about partial entanglement recovery wiefeand f 1) to ).
|p) only need to satisfy the non-strict majorization relation Theorem 4.1:Let 1)) and |¢) be two states with normal
P =< decompositiong) = (¢',...,¢™) and g = (o', ..., ¢™)

such thaty is majorized byy , and let|x) be an auxiliary
IV. PARTIAL ENTANGLEMENT RECOVERY FOR A GENERAL state with a similar decomposition @) and |p), say,x =
TRANSFORMATION Ot x™). I

In this section we deal with partial entanglement recovery X_l . ©°

for a class of more general transformations. Before prdoged i~ g for all i € I, and j € Dy, (10)



and m such that the inequality in Eq.J(1) holds with an equality,
. . ie.,
min{ly(|x")) : 1 <@ <m} > max{gu(|¢')) : i € Dy},
(11) Agy={m:en(z) =€n(y) and 1 <m <n—1}.
;gfnqgi):i?@? tza|rtl>al entanglement recovery for the TaNRote thatl A,y is equivalenttar; = y; andn—1¢€ Ay,
e is equivalent tar,, = y,,.

Moreover,_lf |x) satisfies Eqs.[(10) and (1), then.there Now we present two examples to illustrate the use of
exists a positive numbef such that for any statev) with Corollary[Z1

) m e
a decompositions = (", ..., w™) satisfying Example 4.1:Let |¢)) and|p) be twon x n states such that

() w*=x"foranyi€ Iy, and ) isin S(|p)) (n > 2). Assume that\,, , = {1}. We hope
(i) Jlw* —x'|| < & and} w* = 3_x" foranyi € Dy, the lo >find an (Lu>x)ili(ary st;t¢><> with the mwimmal{d%mension to
transformation ofy) ® [x) 10 |¢) ® |w) can be realized with partial entanglement recovery for the transformatiop/of
certainty by LOCC, i.e.[t)) ® |x) — |¢) ® |w). o |,).
Proof. See Appendix C. U To be more specific, lep = (1, ..., Bn). Since Ay, =
, {1}, it is obvious thaty has a normal decompositiop =
Here we give some remarks: (o1, 02), wherep! = (1) andg? = (Ba, . .., ). Moreover,
1) Inthe above theorem whethlgr) can save entanglement]ww = {1} and Dy, = {2}. Take an auxiliary statey)
lost for the transformation di)) to |¢) does not directly with y = (x',x?), wherex' = (71), x> = (72,73), and
depend on the choice of the source state. It only ~; > 45 > 3 > 0.
depends on the decomposition of the target gtateand By Corollary[41, if |y) satisfies Eqs.[{12)=(1L3), the)
the index setdy, , and Dy, ... For this reason, in what can do partial entanglement recovery for the transformatfo
follows, it is not necessary to specify the source stat@) to |¢). So we have
|4) clearly. We only need to give a decompositiongof
and two index setg and D. Based on these conditions, n/v2 > Bi/Be; (14)
we can identify a class of auxiliary statgg) that can Y1 /73 < B1/Bn, (15)
do partial entanglement recovery for any transformation
of |¢)) to |) with source statéy) satisfyingI, , =1 and
and Dy, = D. v3/v2 > Bn/ B2 (16)

2) When |x) can be used to _do partial entanglement re- By Eqs. [I#) and{16), we can take positive numbesnd
covery for the transformation dfy) to |¢), the more 1« such that

entangled statev) generated fronfy) is also explicitly — (1 + A\ 17
given by the above theorem. It should be noted that in n = V1P a7
general the resulting state) is determined by the statesand

IX), ) and |¢) together, although the choice of) v3 = y2(1 + w)Bn/B2. (18)

doesnjt depend on the source state. _In other words, Substituting Eqs[{17) anf{1L8) into EG.I15) yiels: A <
sometimes ther(/a may not exist a universal statein 11. Moreover, the constraint, > ~5 and Eq. [IB) yieldu <
the sense that’) @ |x) — |<p>/® @), |w) — [x) and 55 y/5  ~, is used to make the following normalization
[X) - |w) hold for all stategy’) with Dy, = Dy ondition satisfied:
and Iw/#, = I’l/J#J' 3
We now examine some special cases of Thedrefn 4.1. The Z%’ =1 (19)
first special case is that both and I are singletons. _ =1 _
Corollary 4.1: Let |¢) and|x) be two states with decom- Notice that 3, > (3,. One can easily check that such
positionsy = (¢!, ¢?) andy = (x*, x2), and letl = {1} (v1,72,73) satisfying Eqs.[(TI7)E(19) is a solution of the sys-

andD = {2}. If |¢) and|y) satisfy tem of inequalities defined by Eq§.{14)J(16). The pararseter
) . A andy satisfy0 < A < p < (82 — )/ Bn.
X ¥ (12) Thus by Corollany[411, the x 3 auxiliary state|x) can
X2 ¢t do partial entanglement recovery for the transformation
and of |¢)) to |p). Moreover, the statew) such that both
min{Ly (X)), Lu(X)} > gu(|¢)). (13) @) = |p) ®|w) and|w) — |x) hold can be chosen
asw = (71,72 — €,73 + €) with a sufficiently small positive
then|x) can do partial entanglement recovery for any transfonumbere. O
mation of ) to |) with source statéy) such thatly, , = I
andDy , = D. We point out that the existence of such an auxiliary state

A corresponding result for the dual of cafe= {2} and |x) with x = (y1,72,73) has been proven in Theorem 3 in
D = {1} can be obtained by exchanging with x? andy! [12], where|y) is of the formx(p,q) = (p,q,1 — p — q),
with 2 in Eq. (I2) and Eq.[(13), respectively. p>q>1-—p—gq > 0. However, an important constraint

For the sake of convenience, for twedimensional vectors on thep andq or the regionR, i.e., (1 — p — q)B2 > qf,, is
x andy with z < y, we defineA, , as the set of all indices missing in [12]. Thus an additional case which is not inchiide



10

in Case (i) and Case (ii) in [12] is possible, which makes thanhd
proof invalid. .
A dual case of Example4.1 is as follows: mindlu(X), L) L (DD} > gu(l9%), (28)

Example 4.2:Let [+¢) and|p) be twon x n states such that then |y) can do partial entanglement recovery for any trans-
) is in S(|¢)) (n > 2). Assume thathy , = {n —1}. We  formation of |¢)) to |) with I,,, = I and D, , = D.
hope to find an auxiliary state) with the minimal dimension A very interesting application of the above corollary is the
to do partial entanglement recovery for the transformatibn following:
1) to |o). Example 4.3:Let |¢)) and |¢) be twon x n states such
To be more specific, lep = (B1,...,8n). SinceAy, = that|¢) is in S(|¢)) (n > 3). AssumeA, , = {1,n — 1}.
{n—1}, itis easy to check that has a normal decompositionoyr purpose here is to find an auxiliary state to do partial
¢ = (¢',¢%), wherep! = (B1,...,8,-1) and¢® = (B,). entanglement recovery for the transformationf to |¢).
Similarly, let an auxiliary satéy) have a decompositiog = Take a4 x 4 auxiliary statex) with x = (71,72, 73, 74). Let
(X', x?), wherex! = (y1,72), X* = (73), andv > 72 > ys decompose andy, respectively, intgy = (¢!, 2, ©*) and
v3 > 0. By Egs. [12) and(13) again, noticing thit , = {2} x = (X' x%x3), wherep! = (1), ¢ = (Ba, ..., Bn_1),
andDy,, = {1}, we have the following system of inequalities; ;3 — Br)y X' = (1), X2 = (v2,73), X* = (n), and

> B, /B, 20) 71 > Y2 >3 > ya > 0. SinceAy,, = {1,n— 1}, it is
13/ > O/ Br (20) easy to check thai, , = {1,3} and D, , = {2}. Thus by
v3/7v2 < Bn/Bn-1, (21) Corollary42,|x) can do partial entanglement recovery for the
and transformation ofiy) to |p) if Egs. (26)-{(28) hold. A routine
o)1 > Brr/Br. 22) calculation leads to the following solution of Eqs._J(26)8):2
By using a similar argument as in Examplel4.1, we can take M =721+ A)B1/ B,
2 =111+ p)Bn-1/5 (23) 13 =22l + )+ p)Bn-1/Be,
and Ya = y2(1 + p)Bn/ P2,
s =1+ A6/ B, @D where1+ A < (14 m)(1 + 1) < B2/Bur, A, 1, andy

where0 < A\ < u < (81 — Bu_1)/Bn_1. (\ < p is deduced are all positive real numbers, and is used to validate the
by substituting Eqs[(23) anf(24) into EG.X21),< (3, — hormalization condition

Bn_1)/Bn_1 comes from Eq.[(23) ang; > 72). 71 is taken 4
to validate the following normalization condition Z% =1.
3 i=1
Z v = 1. (25) Sosuch an auxiliary statg) for partial entanglement recovery
i=1 always exists.

Since f; > fB._1, one can easily check that such a state Ultimately, to partially recover entanglement lost in the
Ix) with x = (71,72,73) is a solution of the inequalities transformation of+)) to |¢), it is sufficient to use an auxiliary

system defined by Eqd_(20)-(22). Thus by Corollary 41 state|y) with dimension4 x 4. Again, the more entangled

can do partial entanglement recovery for the transformatistate|w) generated fronfy) after the recovery process can be
of [4) to |p). Again, the desired statgs) such that both chosen asy = (y1,72 —¢, 73 +¢,74), Wheree is a sufficiently

) @ |x) — |¢) ® |w) and|w) — |x) hold can be chosen assmall positive number. O
w = (71 — €,72 +¢€,73) with a suitably small positive number
€. O In [12], it is proven that any3 x 3 state cannot be used

to partially recover entanglement lost in the transfororatf
If one of the cased\, , = {1} or Ay ,, = {n—1} occurs, [|¢) to |¢) with ¢ < ¢ andAy , = {1,n —1}. By the above
we can always use & x 3 state |y) to partially recover example, we are able to show thht 4 auxiliary states are
entanglement lost in the transformation |af) to |). The necessary and sufficient to do partial entanglement regover
explicit construction of suchy) has also been presented irfor this special case.

the above examples. In practice, we hope that the dimension of the auxiliary
The following corollary is another important special case state|x) is as small as possible. In Theoréml4.1, if there are
Theoreni41: two successive integefsandsi + 1 both contained Dy , (in
Corollary 4.2: Let |p) and |x) be two states withp = Iy, this case cannot happen), we in fact can comiineith
(o1, 0%, 0% andy = (x!, x% x%). I = {1,3} and D = {2}. x'*" to reduce the dimension of. So a careful investigation
If |x) and|y) satisfy of the structure oD, ,, is necessary.
o Let us see a simple example. Suppose that for séteand
o (26) |¥), Iy = {1,4,7,12} and Dy, = {2,3,5,6,8,9,10,11}.
X ® By the construction in Theorerh_4.1, we should use an
2 _ B 7 auxiliary state [y) with x = (x',...,x*?), where each
2 - 02’ (27) X' (i € Dy,,) has dimension at least. Thus the vector
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x has dimension at leastly | + 2|Dy | = 20. If we and

combine the successive integers fin, , together, we have . (I . max J
Dy, , = {{2,3},{5,6},{8,9,10,11}}, and the dimension of min{ly ([x'*)) 14 € Iy} > max U/ {gulle )
x Is reduced tq1y .| +2[Dy, | = 10. TEDy. .

min J
More formally, suppose thafz)) and |¢) are two states gulle Db (31)
with normal decompositiong) = (¢!,...,9™) and p =
1 m
(@5 0™). Let then|y) can do partial entanglement recovery for the trans-
Iy ={ki,... kp}, LSp<m, formation of|t)) 10 |). |
Moreover, if |x) satisfies Eqs.[(29]-(B1), then there exists
where a positive numbers such that for any statéw) with a
decompositiony = @;c;r  upr W' satisfying
= .. — . : : ¥, ¥,
O0=ko <ki<---<kp<kpyr1=m+1L () wi = for anyi ewljl,_’w;wand
We define (i) w' =Xl <d and} - w' = 3" X' foranyi € Dj, , the
transformation ofy)) ® |x) to |¢) ® |w) can be realized with
Dy, ={Di:D;# 0 and 0 <i < p}, certainty by LOCFZ, i..e..lw ® |x) = |¢) ® |w). _
Proof. The proof is similar to Theoreim 4.1, and we omit the
where details. O

Di:{SZki—l—lSSSkH_l—l}.

The key idea in the above theorem is to let all vectors
betweeny® 1 and*+1~! correspond to a singlg”:. This
reduces the dimension qof efficiently.

An interesting special case of Theoréml4.2 is when the
majorizationy < ¢ splits intom strict majorizations)’ <.

The constrain; # () in the definition ofD;W needs a careful
explanation. For any < < p, we have thak; € I, , implies
ki+1¢ Iy,. SoD; # 0 in this case. However, ik, = 1
or k, = m then we haveD, = () or D, = (), respectively.
To avoid these two trivial cases, the constraipf # ) is

necessary. In particular, i 0 then D/ (D} We state this result in the following:
) y M), = P, = P, = . .
{{1,...,m}}. For the sake of convenience, we also define . Corollary 4.3: Let|v) and|y) be two states such tht) s

in S(|¢)). Suppose that andy have normal decompositions
I ={{iY:iel,.}. Y=t ...,¢9™) andp = (p',...,¢™), and letly, , = 0.
we = 1} 2 If |x) is an auxiliary state such that

In the following discussions, we shall use the elements of ; )

I, ., and D),  as indices. We define the natural order of the Lu(lx)) > max{gu(|¢)) : 1 <@ < m},

elements inf;, U D),  as then |x) can do partial entanglement recovery for the trans-
formation of |¢) to |y).
D k D k e k D . . .
o< thip < Di<fhef <o <k} < Dy, Proof. In fact, in this special caseD) , = {Dy,} =

where we assume that any term which doesn't exist shodldil, - --,m}}, I, , = 0. Thus, by Theor_er'_@.z, to do partial
be omitted automatically without affecting the orders dfest €ntanglement recovery, the only non-trivial conditionttha

terms. should satisfy is Eq[{30), which is exactly the assumptibn o
Suppose that/ is a finite set of integers. We use thehe present corollary. O

notationsmax J andmin J to denote the maximal and the .

minimal elements of, respectively. For any real functigff.) It is easy to check that in the above corolldgy) can be

defined on.J, the expressionarg min,. ,f(k) denotes the chosen as & x 2 state. However, by Theoren 4.1, we can

index i € J such thatf (i) = minge, f(k) (here we assume Only find a statey) of dimension at leastm x 2m.

that there is a uniquée of J that can attain the minimum). By summarizing Theorendis 3.2, %.1, and]4.2, we have the
Now we can present another condition for the existence felowing:

partial entanglement recovery, which complements TheoremIheorem 4.3:Suppose thajt)) and|y) are twon x n states

. such that) < ¢. We can always find an auxiliary stalte) to
Theorem 4.2:Let 1) and|y) be two states with normal de-d0 partial entanglement recovery for the transformatiof/of
compositions) = (1, ...,¢™) andy = (¢!, ...,o™) such 1O |@), where the dimension of is betweer2 x 2 andn x n.
thate) is majorized by, and let|x) be an auxiliary state with Moreover, such a stafg) can only depend on the target state
a decompositiony = (xP°,xt1}, P, xR} DPr) = |¢) and the presence of equalities in the majorizatjor .
Sicr up X If Proof. The proof follows immediately from Theorerhs B.2,
peme I ; 4.3, and4.p. O
X5 2 (29)
X Lo The upper bound x n cannot always be reduced (o —
for all i € Iy, J € D, andJ; = arg ming i — k|, 1)x (n—1). We have seen in Example #.3 that whee- 4, an
' . auxiliary state|y) of dimension4 x 4 is needed to do partial
min{l,(|x”)): J € Dy o} > max{gu(l¢")) : i € Dy o}, entanglement recovery for the transformation|of to |¢)

(30) such thatA, , = {1, 3}.
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We conclude this section by giving an example to illustratéhe parameters, A, u, andh satisfy

the use of Theorefn 4.2. This example is taken from [13].

Example 4.4:Let |¢)) and |¢) be twon x n states such

that|y) is in S(|¢)) (n > 6). Assume that\,, , = {2,3,5}.
The goal here is to find an auxiliary state) to do partial
entanglement recovery for the transformationf to |¢).

To be specific, letp = (54, ...
that » has a normal decompositiop = (¢!, ©?, 3, ),
where o' = (81,062), ¢* = (B3), ¢ = (04,55), and
ot = (B6,...,Bn). Also, I, , = {2} and Dy, , = {1,3,4}.
Sory , ={{2}} andD;W”: {{1},{3,4}}. _

Take a 5 x 5 auxiliary state |x) with x =
(x4, where xt1 = (91,72), X1 = (1),
xB34 = (34,75), andy; > --- > 45 > 0. By Theoren{ 4R,
Eq. (29) yields

X{2} @2
and 2 )
% - %. (33)
Eq. (30) yields
min{l, ([x™")), L(x®*)} > max{g.(l¢")),
9u(19))s gu(l9™))}-
(34)
Eq. (31) yields
LX) > max{gu(l¥")), 9u(1¢)), 9u(|¢*)},  (35)

which is automatically satisfied sinég(|x{?})) = 1 while the
right hand side of EqI(35) is strictly less than
More explicitly, we have

Yo Paq 2 B (36)
Mmoo B Y2 o P
and
E>&aundﬁ<&7 (37)
Y4 Ba Y5 Bs
and 8, 5 A
. Y2 5 2 U5 Pn
12 05) o max{ 2,28 Duy 38
mm{’h 74) max{ﬁl Ba’ B (38)

With a routine calculation one can check that

7= #’73é

B3’
12 =(1 +77)73&,
B3

Y4 = h%%,
Bs

5= (14+ A —
¥ = ( )7353

,Bn). It is easy to check

B — B2 Ba— Bs
O<77<762 ,0<)\<7B5 .

and

B284
G105’

B18s B586
(1+)\)E G204’ 54511’1}'

Notice that3; > 32, 84 > B5, and 3¢ > 3, and such a state
Ix) with x = (71,...,75) always exists. So we have actually
constructed a class of statég) with dimension5 x 5 that
can do partial entanglement recovery for the transformatio

of [¢) to |¢). O

B2
ﬁlﬁn ’

B2
B
B

< p < min{(1+n)

(1+mn) (1+m) 1},

< h <min{(1+ A)

(1+n)

V. A POLYNOMIAL TIME ALGORITHM FOR PARTIAL
ENTANGLEMENT RECOVERY

In this section we study partial entanglement recovery from
the algorithmic viewpoint. We present a polynomial algumit
of time complexity O(n?k*) to decide whethety) can be
used to recover some entanglement lost in the transformatio
of |¢) to |¢), wheren andk are the dimensions af and x,
respectively.

The key part of Problem 1 is to solve the majorization
relationy ® x < ¢ ® w. As argued before, the main difficulty
here is how to deal with the order of the tensor produetw
whenw varies. We will develop some techniques to overcome
this difficulty. Notice that the map fromw to ¢ ® w is an
affine one. To make our discussions more general and more
readable, in what follows we consider affine maps instead of
tensor products.

To be concise, some concepts are introduced first.

Definition 5.1: Let f and g be real functions defined on
R™, and letS C R™. f andg are said to be comparable on
S if

(i) vz €S, f(x) = g(x); or

(i) Vo €S, f(z) < g(x).

Let ' be a map fromR™ to R™. We write F'(z) =
(f1(z), -, fn(x)), where eachf; is a real function defined
onR™.

Definition 5.2: F' is said to have a fixed order a# if for
anyl <i < j<mn, f; and f; are comparable o8§.

Supposé€r’ has a fixed order o8, and assume that whether
fi and f; are comparable o& can be determined i®(1)
time. Then there exists a common algorithm which can sort
the entries off’(x) into non-increasing order for any< S in
O(nlog, n) time. This fact is extremely useful in the following
discussions.

If some entries off" are not comparable ofi, then by the
above definitionf’ does not have a fixed order. An important
guestion naturally arises: how many different orders é¢an

is a solution of the system of inequalities defined by Edfaye ons?
(36)-38), wherey; > 0 is used to satisfy the normalization  pefinition 5.3: £ is said to have at most/ different orders

condition:

on S if there exists a decomposition &, say, Sy, -+, S,
such that
(I) S=85 U---USy; and
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(i) F' has a fixed order on eac$}, i =1,---, M. disjoint interiors. We call the set of these pari-arrangement
Now let F' be an affine mapF(z) = Az + b, whereA € of H. A celebrated result in computational geometry shows
R™™ andb € R™. At first glance,F’ may haven! different that the d-arrangement ofH{ can be enumerated efficiently
orders onR™. However, this is not always true. A somewhaf24].
surprising fact is that the number of different ordersfotan Lemma 5.2:The d-arrangement of: hyperplanes may be
be dramatically reduced t0(n>™) whenm is a constant. ~ computed in timeO(n?).

Lemma 5.1:F has at mos©(n*™) different orders orR™. Employing Lemmd_5]2, we can easily see that the above
Proof. For any1 < i < j < n, the difference off;(x) and decompositiorD,---, Dy, can be computed i®(n*™) time

fj(z) crosses zero (from positive to negative, or negative to the case thatn > 1.
positive) if and only ifz crosses the hyperplane determined With the aid of Lemmal5]1, we are able to solve a

by the equatioryf;(x) — f;(x) = 0, or more precisely, majorization inequality of the formt < Az + b by using
m linear programming methods.
Ly ={(z1,2m) > (ais — ajs)zs + (b; — b;) = 0}. Lemma 5.3:The majorization inequality < F'(x) can be
! ; ’ ! solved in O(n?™*!log, n) time, wherem is treated as a
constant.

It should be noted that there are two cases wiigyedoes not Proof By Lemma5.LF has at moshl — O(n?™) different

define a Iegal hyperglane. The first casdllg = 0 and_the -orders onR™. Let us decompos&®k™ into M parts and
second one i§;; = R™. We will exclude these cases since in

both of themf; and f; remain comparable whatevervaries. enumerate them ag,---,Dy. On each p?;ﬂ)i’ I has
Denote : a fixed order. This procedure needs tién="). In what

follows we will show on each part, the majorization ineqtyali
D={ly;:Ty#0and I;; #R™, 1 <i<j<n} ¢ < F(z) can be solved inO(nlog,n) time by using
standard methods of linear programming. Hence we obtain an
The number of hyperplanes ifi is less than or equal gigorithm with time complexityO (n?™) + O(n?™nlog, n) =
to n(n — 1)/2. These hyperplanes dividR™ into at most ((p2m+1 199, ) to solve the desired majorization inequality
O((n(n —1)/2)™) = O(n*™) different parts.F has a fixed onR™.
order on each part. With that we complete the proof. [ Let us concentrate on a specifig. An algorithm to solve

) ) the majorization inequality of®; is as follows:
Itis obvious that the above lemma holds for any subset ofstep 1. Sortc and F(z) into non-increasing order, re-

R™. o . spectively. Assumect = (¢ ... ¢™) and Fl(z) =
Lemmal[51 indicates that we can decompd@® into (D (x),---,a™(z)).
O(n?™) parts, Dy, -+, Dy, such that on each park; has a  step 2. Transform the majorization inequality F(z) into

fixed order. In practice it is important to construct theseia the following linear system of inequalities:
explicitly. To see how this procedure can be done efficiently
let us first examine a special case whete= 1. (
Example 5.1:Let F(z) = (a1@— by, - - -, anx — by, ), Where >c
x > 0. For simplicity assume,; # a;, b; # bj, a;, b; > 0 for
anyl <i<j<n. with equality holding wher = n.
By Lemma5.1,F has at mosO(n?) different orders when ~ Step 3. Solve the system of inequalities in E(q.] (39) using
x varies as a non-negative number. In what follows we wifitandard techniques of linear programming.
show how to determine these orders explicitly. Now let us calculate the time complexity of each step. It is
Step 1. For each < i < j < n, solve equatiom,;z —b; = Obvious thatc can be sorted non-increasingly @(n log, n)
a;z—b;. The solution is given by;; = (b;—b;)/(a;—a;). Let time. SinceF has a fixed order orD;, F(z) can also be
I ={6;:1<i<j<n}uU{0}. The number of elements of sorted into non-increasing order @(n log, n) time. So Step
I is denoted byl/. It is easy to see that/ < n(n—1)/2+1. 1canbe completed i@(nlog, n) time. To figure out the time
Step 2. Sort the elements in into non-decreasing order,complexity of Step 2, we need the following simple fact: the

l
s) < Za(s) (x), 1<1<mn, (39)
s=1

s=1 =

say0=cop<c1 << Cpi. linear transform ofy, - - - ,yn) to (y1,y1 +y2, -, y1 +y2+
Step 3. Construct a sequence of intervals:= [co, ¢1], ---, ***+ ¥n) N€EAs onlyO(n) time. So Step 2 needS(nm) =
Dy = [ear—1, +00). O(n) time. The time complexity of Step 3 needs a careful

It is clear thatF' has a fixed order on each interval. Th@nalysis. By applying the well-known Karmarkar's algonith
above procedure is completed (n2) + O(M log, M) + N the theory of linear programming [25] directly, Step 3 dee
O(M) = O(n? log, n) time. O(n3-%) time. However, in [26], it has been shown that linear

It is notable that the leftmost intervély, ¢;] can be located Programming can be solved in linear tint(n) when the
in O(n?) time. This fact will be useful in the following dimension of variable: is fixed. Hence the total time to solve

discussions. O c=<F(x)onD;is
O(nl +0(n)+0O(n) =0(nl .
To deal with the general case, we need a lemma in com- (nlogyn) () () (nlogyn)
putational geometry. Let{ be a set ofr hyperplanes irfR? With that we complete the proof of Lemrhab.3. O
with d > 1. ThenH dividesR? into O(n?) parts with pairwise
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Now we are able to present our algorithms about partitdrmulation of Problem 1. O
entanglement recovery. The first algorithm to solve Proklem

is a direct consequence of Leminals.3. Lemma 5.5:If |x(4, 4, €0)) is a solution of Problem 1, then
Theorem 5.1:Problem 1 is solvable inD(n?*~1log,n) forany0 < e < ¢, |x(i, ], €)) is also a solution.

time, wherek is treated as a constant. Proof. Immediately from the formulation of Problem 1 and
Proof. The key here is to solve the majorization inequalitiq. (40). O

Y ® x < ¢ ® w. Notice that wheny is fixed, the map
from w to p® is an affine one. So Lemnma 5.3 works. A We are now in a position to state the main result of this
subtle point here is that is a k-dimensional probability section, the promised algorithm of time complexidyn?k*).
vector and has onlyk — 1 independent parameters. In
addition, the relationss < y and x! # w! can easily = Theorem 5.2:Problem 1 is solvable i) (n?k*) time.
be cast into linear constraints af. The total number Proof. By Lemmal[5#, we only need to consider the
of these constraints is at mosb(k!) O(1) when following problem: for each specific paifi,j) such that
k is a constant. Hence the time complexity is in fact < i < j < k, decide whether there existse (0, d;;] such
O((nk)?*=ND+1log, n) + O(1) = O(n?*~1logy n). O thaty® x < ¢® x(i, j,€). In what follows we show that this
problem can be solved i@(n2k?) time. Then by enumerating
The main advantage of the above algorithm is that it cail possible pairs ofi,j), we get anO(k(k — 1)/2n%k?) =
determine all the resulting statés) in the process of partial O(n?k*) time algorithm to solve Problem 1.
entanglement recovery. However, this algorithm is efficien Let us begin with two specific indicesandj. By Lemma
only whenk is treated as a constant. #fvaries freely, it will [5., the number of the different orders @f® x (i, 7, €) is at
turn into exponential time complexity and cannot be effitiemost O((nk)?) whene varies in[0, §;;]. With Lemma[&.b in
anymore. To further reduce the time complexity, some lemmasnd, it is enough to consider one special order among them.
are necessary. More precisely, suppose the interyal ¢;;] is divided into M
Let x! = (y1,---,7%). For the sake of convenience, weparts (intervals), namely,
assume allk entries ofy are distinct. The general case can
be considered similarly by using the compact formyoffFor
eachl < i < j < k ande > 0 we introduce the following where0 = ¢y < ¢1 < -+ < ey = di5, and M = O((nk)?).
vector: On each intervab®x(i, 4, €) has a fixed order. By lemnia.5,
Coy if |x(i,7,€0)) is a solution of Problem 1, then any(i, j, €
Xy ) = (s m 6y 6 w). (40) su|ch( thal())<> e < min{eg, c1} is also a solution. ﬂéo( we r2>eed
To keep the order ofx(i,j,¢) fixed when e varies, the only to consider the leftmost interv@!,. Our algorithm goes
constraints as follows:
Step 1: Findey;
Step 2: Sorty ® x and ¢ ® (4, j, €) into non-increasing
should be satisfied. Le%; be (y; —v;4+1)/2 if 1 =i+ 1, and order, respectively, wherec [0, ¢,];
be min{vy; — vi+1,7vj—1 — 7, } otherwise. Ther € [0, d;;]. Step 3: Solve the system of inequalities induced by the
The following two lemmas exhibit some interestingnajorization relation) @ x < ¢ ® x(i, J, €).
properties of the solutions of Problem 1. Interestinglye th Step 4: Output: if a solution of > 0 is obtained in Step 3,
first lemma shows that we only need to consider the solutithen Problem 1 has a solutidr(s, j, €)); otherwise Problem
lw) with the Schmidt coefficient vector of a special fornml does not has a solution of the for(i, j, €)) for fixed i
given in Eq. [@D). andj, ande € (0, d;;].
Step 1 requires that we search for the smallest positive
Lemma 5.4:Problem 1 has a solution if and only if thereelements among/ items, which require® (M) = O((nk)?)
existl < i < j < kande € (0,4;] such thaty ® x < time (see also Example 5.1). Step 2 needsk log, nk) time.
0 ® x(i,7,¢€). Step 3 merely need®(nk) time since there is only a single
Proof. Sufficiency: Suppose such j, ande do exist. It is parametek. Step 4 only need®(1) time. In sum, only
easy to verifyx(i, j,¢) < x andx' # x'(4, j, €). These facts, 2 B 2
together with the hypothesis @ x < ¢ ® x(i, 7, €), indicate O((nk)") + O(nklogy nk) + O(nk) + O(1) = O((nk)7)
that x (4, j, €) is a solution of Problem 1. time is required. O
Necessity: Assume Problem 1 has a solufioh Then we
havey ® x < ¢ @w, w < x, andw! # x!. The existence of In view of Theorem[ 52, we can say that Problem 1 is
i, , ande such thaty ® ¢ < ¢ ® x(1, j,€) follows directly efficiently solvable. It also suggests that we can study the
from the following two facts: process of partial entanglement recovery using algorithmi
(@) If w < x and x! # w! then there exist <i < j <k methods.
ande € (0, ;5] such thatw < x(4,j,€) < x. This is a direct ~ To conclude our discussions about Problem 1, we would
consequence of Lemnia V.1 in Appendix B. like to address an important issue for further study. In &mo
(b) Any state|x’) such thatw < ¥’ < x andx! # x'' is all the results we obtained so far, we are only concerned
also a solution of Problem 1. This follows directly from oumith the feasibility of partial entanglement recovery, {ghthe

Dy = [co,c1], D2 = [c1,¢2], -+, Dy = [em—1, cuml,

Vi —€2>vip1 and ;-1 > y; +e€
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efficiency of this process has not been touched yet. Thasepartially entangled states was derived. In what follows,

results are of limited use in practice, when we hope tmnsider deterministic transformations only.

minimize entanglement lost in LOCC transformations. Ineoth  The following theorem shows that almost all deterministic

words, we require the resulting stdte) to be not only more entanglement transformations can concentrate a partaHy

entangled tharjx), but also an “optimal” one that we cantangled pure state into a maximally entangled state with the

achieve in this process. Using entropy of entanglement same dimension providing that they are close enough to each

a measure, we suggest the following optimization problemther.

We also note that some aspects of the efficiency of partialTheorem 6.1:Let |¢)) be a state ir5°(|¢)) and let|®™) =

entanglement recovery have been discussed in [14]. Zle ﬁ|¢>|¢> be ak x k maximally entangled state. Then
Open problem: Given a triple of stateg|)), |»),|x)) such there exists a positive numbérsuch that for anys x k state

thaty < o, letQ = {w Y ®x < p@wand w < x}. |x) satisfying|||x)—|®")| < d, the transformation dfi)) ®|x)

Maximize E(|w)), subject tow € Q. to |p) ® |®T) can be realized with certainty by LOCC, i.e.,
In the above problem we remove the constrajit # [¥) ® |x) — |¢) @ |[PT).

w!. This makesQ compact. Thus the continuous function Proof. This is a simple application of Lemnia_2.3. Since

E(|lw)) can attain its maximum of). Supposew) is one S°(|¢)) is not empty and, (|®*)) =1 > g.(|¢)), it follows

of the states attaining the maximum. Noticing that the gaytro from LemmaZ2.B that

of entanglement decreases under majorization, we have the Yoot g et (41)

following simple relation ) ) ]
An arbitrary but small enough perturbation ¢a™) in the

E(1x)) < E(Jwo)) < E(|¥)) — E(l¢)) + E(1x)), left hand side of Eq.[{41) can still keep the relation’.

o - Hence the existence af is proven. O
where the first inequality is fromwy < x, and the second P

inequality is fromy ® x < ¢ ® wo and the additivity of
entropy of entanglement. The first inequality is an equali
if and only if w! = x! for anyw € Q, i.e., |x) cannot do
partial entanglement recovery for the transformatiotdfto
|p). The second inequality is an equality if and only(if ®
X)! = (p®wp)t. Theoren{BR in fact provides a polynomia
time algorithm to determine whether the first inequalitydsol
strictly. How to design efficient algorithms to find the opéiim
state|wy) seems to be a challenging and worthwhile proble

The above theorem tells us that for any givei € S°(|p))
Ynd k& > 1, we can find a partially entangled pure state
|x) satisfying |¢) @ |x) — |¢) ® [®T). It is obvious that
|x) depends not only ony) and k, but also|y). At first
Elance, this seems to be contradicting our result aboutapart

ntanglement recovery, which states the auxiliary gtetdor
partial entanglement recovery only depends on the targsd st
) and the presence of equalities in the majorizatior .

he key point is when we consider whethg} can be used to
do partial entanglement recovery for a transformation with
VI. SOME APPLICATIONS target statdy), the resulting stat¢v) is not specified; while

In this section, we establish some interesting connecténstn€ resulting state here is given and is maximally entangigd

partial entanglement recovery to the generation of majmal¥€/Sen’s theore+mlx>h§hhoultc)i be dletc(ejrmme(;i by thﬁ relation
entangled states, quantum catalysis, mutual catalysid, 4h® X = ® ® @7, which obviously depends on the source

multiple-copy entanglement transformation. state, the target statg and . .
P Py g Theoren{ 6.1l confirms the existence of the partially entan-

gled statey). But it cannot yield a complete characterization
A. How to obtain maximally entangled states by using partiaf |y). To obtain such a characterization, we need to apply
entanglement recovery Nielsen’s theorem and solve the corresponding majorizatio

Maximally entangled states play a crucial role in many strikelation directly. To illustrate this procedure better les
ing applications of quantum entanglement such as quant@fmine a simple case whefe) and |¢) are both2 x 2-

superdense coding [2] and quantum teleportation [3]. It gimensional. In particular, the following example dealdhwi
very important to generate such states in practical inftiona the case ok = 2.

processing. Under the constraint of LOCC, a natural way Example 6.1:Let [¢), [¢), and|®) be threel2 x 2 states
to obtain a maximally entangled state is to concentrate"dth ¥ = (a,1—a), o = (b1 —b), and®™ = (3, 5), where
large number of partially entangled states [5]. Howevechsuz < @ < b < 1. We are going to find & x 2 partially

a concentrating protocol involves infinitely many copies dintangled statgy) such that the transformation @) to |)

the source state while in practice only finitely many copig concentrate) into the maximally entangled stajé ).
can be available. One can find various deterministic prasocq Suppose thaty) is of the formy = (p,1 — p), where
based on Nielsen's theorem [6] and probabilistic protocols<? < 1- By Nielsen's theorem, we only negg) to satisfy
based on Vidal's theorem [17] (see also [16]). It has been PYRY <P DT,

shown that tw@ x 2 partially entangled states sometimes ¢ , 4 -
be concentrated into an EPR pair deterministically [10]. 2§0Uce thatp @ has only two distinct componen?; and

extensive generalization of such a deterministic conegintr 7(1 _b.)' By the de_f|n|t|on of majorization, the above equation
: : holds if and only if
protocol was presented in [11], where the maximal number

of Bell states that can be concentrated from a finite number ap < $b

N | =
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and Therefore, if the transformation ofy) to |p) can be

(1—a)(1—p)> l(1 —b). realized with certainty under ELOCC, then we can find an
2 auxiliary stately) to do partial entanglement recovery for this
Hence ] bo1—2+b transformation.
3 <p<mln{2 T }
; . Partial entanglement recovery and mutual catalysis
Note that§ < a < b < 1, so the above equation can bé® | g - y y _
simplified into In [23], an interesting phenomenon nanradtual catalysis
1<p< b (42) Wwas demonstrated. Ifiy) - |p) and |a) - |3) but [¢) ®
2 = 2a’ o) — |p) @ |3), we say thatjy)) and |a) can be mutually
which is exactly the result obtained in [10]. O catalyzed by each other. The trivial case such that— |3)

and |a) — |¢) is not necessary to consider. With the help
More generally, suppose that the< k auxiliary state|x) is of the results obtained in previous sections, one can easily
of the formy = (71, ...,7). Thento obtain &x % maximally construct many non-trivial instances with the mutual cesal
entangled statgpbt) from the above transformation 0f) to effect. First, let us reexamine an example from [23].
), it suffices to have) @ x < ¢ ® ®*, which is equivalent  Example 6.2:Let |¢)), |¢), |o), and|3) be four states with
to , ¥ = (0.33,0.32,0.3,0.05), ¢ = (0.6,0.2,0.14,0.06), a =
ya < — (0.6,0.3,0.1,0), and § = (0.46,0.46,0.08,0). It is easy to
k see that both the transformations|gf) to |p) and of |«) to
and 1-b |3) cannot happen with certainty even under ELOCC. But we
(1 —a) > 5 do have|y) ® |a) — |¢) ® |3) in a non-trivial way. This is
just the effect of mutual catalysis.
1—b b From another point of view, this example can be
7k(1 ) S <m < T’ (43) treated as a sp(:](;iall instanc:(le boT rp])artiaél entfanglement
If ¥ =2, we can show that Eq[(#3) can be reduced to Ergesc?(\)/ﬁeé\)ll\;s:l'; iec(aO.IG’l(s).,?)’%t.11’1(3))’ria:e(0t.6(’30.a2’81(1(c)).lsr&?tates

@%gﬁe can similarly consider the general case where bothq/) - (0'33’0'32’0'3’0'05.)3 and = (0.46,0.46,0.08,0). It is
obvious thatyy <1 . Noticing thatl,, (Jw)) > gu(J¢)) = 0, we
have that) ® w <1 ¢ ® w by LemmdZ.B. A small perturbation
. ~onw will generatey = w + (0,0.1,—0.04, —0.06). Note that
B. Partial entanglement recovery and quantum catalysis E(x)) = 1.2955 < E(Jw)) = 1.5472. So the entropy of
In the above discussions, we always assume that the souen&anglement ofy) is enhanced. O
state |¢) is comparable to the target state), i.e., the
transformation of|y)) to |p) can be realized with certainty The above example suggests a connection between partial
under LOCC. How about the case wherg) and |p) are entanglement recovery and mutual catalysis. More geyerall
not comparable? The general answer to this question remainy pairs{|«), |x)} and {|¢),|w)} such that|¢) @ |x) —
unknown. 0) @ |w), 1X) = |}, [X) = |}, and[y) - |io) @ |w) can be
In [14] a special case where the transformation«f to treated as nontrivial instances of mutual catalysis. Tipedes
|¢) has a catalyst state) such that|y) ® |¢) — |¢) ® [¢) can be easily obtained with the aid of lemima 2.3. Furthermore
[18], i.e., the transformation ofy) to |p) can be realized one can choose the stdte) satisfyingw < x buty £ w. We
under ELOCC, was examined carefully. It was shown thaimnit the construction details.
the problem of doing partial entanglement recovery for the
transformation ofj) to |¢) with ¢» £ ¢ may be reduced to
the problem of finding a catalyst stai@ and then seeking a
suitable auxiliary statéy) to do partial entanglement recover)}ary
for the new transformation df)) ® |c) to |¢) ® |¢) such that ~ Multiple-copy entanglement transformation is another in-
Y ® ¢ < ¢ @ c. For this purpose, in [14] an algorithm of timeteresting topic in quantum entanglement theory. Let userevi
complexityO((nk)!) was proposed to find &x k catalyst|c) this concept briefly. In [15], it was demonstrated that some-
for a transformation of«) to |¢) in which the source state times multiple copies of a source state may be transformed
and the target state are bathx n-dimensional. into the same number of copies of a target state although the
However, the above algorithm is intractable since it igansformation cannot happen for a single copy. That is, for
of exponential time complexity. In [22] a polynomial timesome state$y) and |p), although the transformation df))
algorithm of n for fixed k£ was given. With the aid of this to |¢) cannot be realized with certainty by LOCC, there may
efficient algorithm, one can quickly determine whether aexistm > 1 such that the transformation @f)®™ to |¢)®™
nxn incomparable pair hasfax k. catalyst. Then by the resultscan be achieved deterministically. This kind of transfatiora
obtained in the present paper, such as Theofemd 312, 4.1that uses multiple copies of a source state and then tramsfor
[4.2, a statgy) that can do partial entanglement recovery faall of them together into the same number of copies of a
the transformation ofi)) to ) can be explicitly constructed. target state is intuitively called ‘multiple-copy entaeglent

Thus

andn are arbitrary positive integers.

D. Multiple-copy is essential for partial entanglementaee
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transformation’, or MLOCC for short. See [15], [19], [20],partial entanglement recovery if,(|x)) < gu.(|¢)). This is

and [21] for more about MLOCC. very reasonable since the key point of such a recovery is the
It may be of interest to study the relations between partidifference between the entanglement resource of the source

entanglement recovery and multiple-copy entanglemensirastate and that of the target state, which keeps invariamhglur

formation. To our surprise, entanglement lost in a multiplehe process of increasing the number of copies of the aunxilia

copy entanglement transformation can be recovered matate.

easily than that in a single-copy transformation when the

auxiliary state is specified. To demonstrate this point, mech ~ Proof. By (3) of Lemma [2ZP we have that

the following theorem as a useful tool. Lu(Ix)®%) = Lu(|x)) since|x) is a2 x 2 state. So by
Theorem 6.2:Let |¢) and |y) be two partially entangled the assumptiorL([¢)) < gu(l¢)), it follows from Theorem

states. If|y) has at least two distinct nonzero Schmidt coe.2 that[x)®* cannot be used to do partial entanglement

ficients, then there exists a positive integer such that for recovery for any transformation with the target state. [

any k > ko and |¢p) € S°(Jg)), entanglement lost in the

transformation ofj))®* to |)®* can be partially recovered In the case wherl,(|x)) = gu(|#)), however, the partial

by |x). entanglement recovery capability of)®* may be strictly
The most interesting part of the above theorem is that tReore powerful than that ofy) for suitably largek. That
choice ofk, only depends ory) and|y). is, |x)®* can do partial entanglement recovery for some

Proof. First, applying Lemma 1 in [20] yields that <, transformation with the target state) while |x) cannot. See
implies % < ©® for any k > 1. Second, notice that the following example. .
gu(|)®%) = g"(|¢)) and gu(J¢)) < 1. By the assumption Example 6.3:Let |x) be a state withy = (p, 1 —p), where
on |x), we have0 < Ly(|x)) < 1. Thus there exist&, > 1 3 <P < 1. Then by Theoreri 32 we know that) cannot
such thatL,(|x)) > ¢*(|¢)) for any k > ko. Therefore, by do partial entanglement recovery for any transformatiotin wi
Theorem( 32, we deduce that) can be used to do partialtarget statéy) such thato = (p, p, p,p,1—p,1—p)/(2+2p).
entanglement recovery for the transformation |gf®* to However, by Theorem [32 again,|[y)®* with

)k such thatk > ko and [1)) € 5°(|)). O x* = (@ p(1 - p),p(l - p),(1 - p)?) can do partial
entanglement recovery for any transformation|oj to |¢)
Let us take now two statefp) and |x) such thato < Such thatiy) is in .5°(|g)). O

Lu() < gu(l¢) < 1. By TheoremZR,[x) cannot do R -

partial entanglement recovery for any transformation wiiga A More general result in this special case isiqf) has
target |¢) since Lu(|x)) < gu(|¢)). On the other hand, only two distinct nonzero Schmidt coefflc!ents, then for a
it is easy to see thaly) and |y) satisfy the assumptionssumc'enﬂy largek, |x)®* can a_lways do partial e_ntanglement
of Theorem[BR. Hence, there exists such that for any recovery for any transformation dij) to |p) with |¢) €
k > ko and|y) € S°(|p)), entanglement lost in thé-copy S5°(]¢)); otherwise such a recovery is impossible for arbitrarily
transformation, i.e., the transformation|gf)* to |)®*, can largek.
be partially recovered byy).

We give an intuitive explanation for the above theorem. If . i o
the auxiliary statery) cannot do partial entanglement recovery 10 Ssummarize, we obtain a complete characterization of
for the transformations with the target stagg, then the target @n auxiliary bipartite entangled statg) that can do partial
state is too uniform, and it is too entangled relative|to. €ntanglement recovery for the transformation|gf to |y)

So for any statdy) that can be transformed intg) under Whe_rew is strictly _r_najonzed byp. It is interesting that the
LOCC, the extra entanglement left (except the necessaty patoice of the auxiliary state can only depend on the target
to finish the transformation dfp) to |)) is not enough to be Stately) and the presence of the equalities in the majorization
transferred intd). But if multiple copies of the source state®lations» < . We further propose two sufficient conditions
are provided, the extra entanglement will accumulate. Sut |x) that can be used to do partial entanglement recovery
extra entanglement can be transferred into the $igtavhen for a class of transformations ¢f) to |) with ¢ < . We

it exceeds a threshold. also study the feasibility of partial entanglement recg¥esm

It is also interesting to investigate the partial entangiem the algorithmic viewpoint. A polynomial algorithm of time
recovery power when multiple copies of the auxiliary statgomplexityO(n?k") is presented for deciding the possibility
x) are available. We restrict ourselves to the special case tRhPartial entanglement recovery. As applications, weldista
Ix) is 2 x 2-dimensional. A surprising result appears as thtome interesting connections of partial entanglementvego
following: to the generation of maximally entangled states, quantum

Theorem 6.3:Let |y) be a2 x 2-dimensional partially Ccatalysis, mutual catalysis, and multiple-copy entangiem
entangled state anfl) be any partially entangled state. |ftransform§t|on. We hope the results presented here may help
LX) < gu(l¢)), then for anyk > 1, |x)®* cannot US 10 manipulate quantum entanglement more economically.

do partial entanglement recovery for any transformatiotin wi
target statdy). APPENDIXA: PROOF OFLEMMA [2.3

Intuitively, if the auxiliary state|y) is 2 x 2-dimensional,  Take|w)) € S°(|p)). Assumep! = (a1, a9, ..., an), Pt =
then more copies ofy) do not provide any extra power of (31, 32, ..., 8n), andx! = (41,72, ..., v). If k =1 then the

VIl. CONCLUSION
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result follows trivially. In what follows we assume > 1. APPENDIX B: PROOF OFTHEOREM[3.2
First we prove that ifl,(|x)) > gu(|¢)) then|y) ® |x) is

_ To prove Theorem 3]2, we need the following three auxiliary
in S°(J¢) @ |x)). In other words, we shall prove

facts about majorization.

a(h@x) <ele®yx) (44) L%mma7 dilet y € R™ with compa_ct formy! =
(¥ . y/®ks), and letz € R™ satisfyingz < y but
foranyl <1 <nk. y # z. Then there exists € R" such thatz < z < y
We rewrite and
2= [y@kl,---,yi% 1,y§
1ok ok,
ey ®x) = Zel (it (45) O N Ve |

for somel <i < j < s ande > 0.

where0 < I; <n andY_}_ I; = . Easily see that;1» <\ Proof. This is a direct consequence of B.1. Lemma in [7] (page
forall 1 <i < k. So we merely need to consider the following1). O

two cases:
Case 1: There exists < s < k such that0 < [, < n. In Lemma 7.2:f 2/ < ¢ andz” < y”, then (z/,z") <
this caseeq, (151) < er, (vs) holds. Then Eq.[{44) follows (,/ ).

from awoy) = Z;C:l er () Proof. See part (i) of A.7. Lemma in [7] (page 121). O
<X en () Lemma 7.3:Let 2! = (2/,2")) andy! = ('}, ”i) If
<elp®x), z < yandz’ < gy (or z’ < y”), thenz” < 3" (resp.

where the equality is by EqCU5), and the second inequality < ¥')-

is by the definition ofe;(p ® y). Proof. Supposexz’,y’ € R™ and 2”,y” € R". By the

Case 2: For anyl < i < k, Il; € {0,n}. Let h be the assumption, we have
maximal index satisfyind;, = n. Then1 < h < k; otherwise

"y _ /
h = k implies = nk, which contradicts the assumptién< @) = emi(w) = em(a’) (47)
nk. Noticing l(|x)) > gu(l¢)), we haveyni1/vn > Bn/f1,  and
or e(y”) = em+i(y) —em(y) (48)
YhBn < Yn+1P1- (46)
foranyl <l <n.
By the definition ofe,, () ® x) and the assumption aln, we Noticing 2’/ < v/ andz < y, we also have

further have

enn(P @ x) = Z;}llen (i) )
= Zi;I €En (%80) + Z?;l ’Yhﬁl + ’Yhﬁnv and 50
<
where the second equality is dued(y) = e, (). e@) < ely) (50)
Substituting Eq.[{46) into the above equation, we have for any1l < [ < m + n and the inequality is an equality if

n— [ =m + n. Thus Egs.[(47 0) give
enn(POX) < i enlyi) + 15 i+ i1 B men qs.[d7)-030) g
< ennlp ®20), aa") < elly”)

where the second inequality is by the definitioref,(¢®x). for any 1 < I < n, with the equality holding whe = n.

Therefore Eq.[(44) holds for any < | < nk. By the That means:” < ¢”. If z < y andz” < y”, we can prove
definition, we havey) ® |x) is in S°(|¢) ® [x)). (Note that ;7 < 4/ similarly. 0
enk (1 ® X) = enr(p @ x) holds for anyx whenever) <1 ).

Conversely, supposg)) ® [x) is in S°(|¢) @ [x)), while  Now we proceed to the proof of Theorém]3.2. We first deal

em(7') = em(y) (49)

there exists some < h < k, such that with the case where all the nonzero Schmidt coefficients of
Y1 _ P |x) are identical, i.e.L,(|x)) = 0 or Ly(|x)) =
h 51 Assumey! = ((1)®e 0Pk=a) If ¢ = k, then|x) is ak x k

maximally entangled state. There cannot be andthet state
|w) that is more entangled thdwr). So partial entanglement
recovery is not possible in this case.

or equivalently,
YrBn Z Y151

Then we have Now supposd < a < k. If |x) can do partial entanglement
_<—h recovery for some transformation pf) to |p) such that|+)
enh($ @ X) : Zz 1 en(7i%) is in S(|p)), then the statéw) such thaty ® y < ¢ ® w and
Sict en(¥) w < x, buty! # w! should have at least+1 nonzero Schmidt
< énh (1/1 ®X),

coefficients. By the property of majorization, the number of
which contradicts the assumption thaty @ x) < e;(¢ ® x) nonzero Schmidt coefficients @f ® x is not less than that of
forany1 <1 < nk. P Ruw,ie.,

With that we complete the proof of LemrhaR.3. n"a>n'(a+1),
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wheren” denotes the number of nonzero Schmidt coefficientghere Eq.[(5b) comes from Eq._{53) and Lemimd 2.3. So for
of |¢). Obviously,n” < n, thus we have a sufficiently small positive numbet we have

na >n'(a+1). (51) PR <e®9"(e), (57)

Conversely, if Eq.[(51) holds, we will show that) can be Wwherey”(e) = (vi —€,7i41+€). By Egs. [54),[(36) and (57),
used to do partial entanglement recovery for any transfern&pplying Lemma 712 gives
tion of ) to |¢) with |¢) € S°(|p)). Let us take VO < p®w,
1 1
x(€) = ((=)%"7, = —e,6,0%57071), where x! = (v,7",7") andw! = (v,7"(e),7"). It is
@ ¢ obvious thatv < x but x! # w'.
Second we deal with case (ii). Suppose tlaf(|x)) <
x(€) < x and x* # x*(e) gu(|¢)). We shall prove thaty) cannot do partial entangle-
ment recovery for any transformati¢f)) — |) such thafy)
for any 0 < € < 5. Noticing [¢) € S°(|¢)), by Lemma 2B is in S(|¢)).

wheree is a suitably small positive number. We have that

we have 1 1 By contradiction, suppose that there exists a stajesuch
(b @ (=)®) < (p® (2)29). thaty ® y < ¢ ® w, w < x andy! # w'. For any statey’)
a a such thatw < ¥’ < x we have
Combining the above equation with E§.[51) gives ,
) YPOX<p®X, (58)
Da ®a 1
e (E) )< (p® ((g) +0)nas where we have used the assumptiom® xy < ¢ ® w.
) , By Lemma[Z.1,x’ can be chosen as
where the notatiortz)! denotes the segment;,. .., x}) of y X
x!. Since a sufficiently small perturbation on the right-hand Xt =07 (€),7"), (59)
side of the above equation cannot change the relatipwe i
have that q 9 p where~’ :k(y?kl, . ,vi@kl 1), ¥ (€)= (vi—¢€...,7j+¢€),
Ay = (75.9 j_l,...,yj?ﬁm), 1 <i<j<m,andeis an
(Y ® (l)eaa) Alp® ((1)69@—17 1_ e, €))l, (52) arbitrarily positive but small enough real number. In marr,
a a a
A / " "
for small enough positive number X =00, (60)
Appendi_ng suitable number of zeros on the both sides @here~” = 7"(0) = (vi,...,7;). However, we shall prove
Eq. (52) gives that such two indices andj cannot exist, and thus complete
PR X <@ x(e), the proof of this case.
For simplicity, let n = dim(y). By the assumption

which proves thafy) can do partial entanglement recovery.
for the transformation ofy) to |»).
Now we turn to the general case tHad has at least two VsBn > Vs+101, for any 1 < s <m —1, (61)

nonzero distinct Schmidt coefficients, i.6.< L. (]x)) < 1. h q h d the |
We shall consider the following three cases: Li)(|x)) > W eref, and f, are the greatest and the least components

. (i . _ of ¢, respectively. Notice thay < ¢. Applying part (6) of
gu(l#)); (i) Lu([x)) < gu(l)); and (i) Lu(|x)) = gu(l@))- LemmaZ gives. ([4)) > gu(l)) thuSLu(1x)) < gu( 1)),
or more explicitly,

(1)) < gu(|)), it follows that

First, we deal with case (i). We shall prove thaLif(|x)) >

A YsQp > Vs4101, for any 1 < s <m —1, (62)
gu(|®)), then|x) can do partial entanglement recovery for the
transformation ofly)) to |p) such thatjy) is in S°(|p)). wherea; anda,, are the greatest and the least components of
Supposext = (7¥*,...,72k"). Then there existd < %, respectively.
1 < m such that Egs. [60) and[{§2) imply
9u(l0)) < Lu(l0)) = 221 < 1. (53) Wox)=(wer) . wey) wey)). (83

3

Egs. [59),[(6), and > 0 imply
(y2h+11 @kn) by o/, 4", and 4, respectively. If (¥ @X)' = (@) (e ®1 () (e 7)) (64)

ki =1 or k;+1 = 1, we simply omit the meaningless terms Applying Lemma 7B to Eqs[(63) anb(64) yields
~" or 4", respectively. For anyy) € S°(|¢)), we have

Let us denote (v, ... 4P, (3,741), and

P <p®v(e), (65)
PRY <e®7, (54) :
where we have used the assumptior< ¢ and Eq. [(GB).
YRy dp®7", (55)  According to Eq. [(6ll), we can take a sufficiently small

positive numbeg such that

PRV <@y, (56) (vi — €)Bn > (Yig1 + €)br-

and
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Then We shall provem = 2 and 22 = g,(|¢)) to complete the

en(p®7"(€)) = (v — €)en(p) proof of the lemma.
< vien (V) , For simplicity, we assume that = dim(¢) in the rest of
<en(y ®7"), proof.
which contradicts Eq[{85). First, we provel < m < 3. By contradiction, suppose that

Finally, we deal with case (iii), i.e.L.(|x)) = gu(])). m > 3. Let us decompose
This case is much more complicated than the previous two o M
cases. It is in fact the most non-trivial part of Theoreml 3.2. x = ('(0),x"(0))
Since this case is of considerable interest, we will presentand
detailed proof for it. To keep the proof as readable as plessib w = (x'(€), X" (¢)),
the lengthy proof is divided into two easier lemmas. It is tlor
noting that both lemmas are interesting in their own right. Where - .

The first lemma shows that an auxiliary state can do partial X(€) =" —e1y)
entanglement recovery for a specific transformation if amigto
if some of its segments can do partial entanglement recovery X'(e) = (v
for the same transformation.

Lemma 7.4:Let |¢») and |¢) be two states such that < Again, L, (|x)) = gu(l)) andy < ¢ give

®, and let|x) be a partially entangled state with compact
form ! = (y?kl 7V$km) for somem > 1. If L,(|x)) = 73/72 < gu(lp)) and v3/v2 < gu(|¥)).

9u(|¢)), then the following two statements are equivalent: That immediately yields
() |x) can do partial entanglement recovery for the trans-
formation of |1) to |¢); W@ x)t = (X (0) e x"(0)
(ii) There exists an index such that the unnormalized stat
) with ' = (7%, 42%+1) can do partial entanglement
recovery for the transformation ¢f) to |¢), wherel <i <m
and 224 = g, (|p)). so,
Proof. The essential part of the lemma is (> (ii).
Suppose thalty) can do partial entanglement recovery for the
transformation ofjy)) to |¢). That is, there exists a stafe)
satisfyingy ® x < p®w, w < x, andy! # w'. Moreover, by and
LemmaZ.2, we can assume tha} is of the following form:

Dk Dkm—1
3 27"'a7m+€7’7m )

(p@w) = (X () (e @ X" ()).

€(k1+k2)n (’l/l ® X) = €(ky +k2)n(z/] ® X/(O))
=k1v1 + ka2ye

€k +ha)n (P B W) = €k 1ha)n (P @ X' (€))

wh = (’Y/a’Y”(E)WW), =k1v1 + ka2y2 — €,

ki_ Bki—1 thus
Where 7/ = (Winla o a’75€1 1)1 7/1(6) = (71 ‘ s Yi —
_ , e ® >e ®w
€y F eI, = (B A8k, 1 < < (k1 +k2)n (¥ @ X) > €k +ha)n(p @ w)

j < m, ande > 0. To make (7”(¢))! = ~"(e) hold, we for any smalle > 0. This contradicts the assumptign® y <
have assumed that satisfiesy, — e > 7,41 + € for any ¢ ®w. Hencel <m <3

1<p<m-—1. We also have Second, we prove that for any < i < m — 1, it holds
L (72 (0), 7" that~y;+1 /v = Bn/01, wheres; ar_1d B, are the gre_atgst and
’ ' ' e least components af, respectively. By contradiction, we
X2 =0T the least ts of tively. B tradict
wherey”(0) = (y&%i 7@’%‘) need to consider two cases: (h)= 2 and (2)m = 3.
SN T ]
By the assumptiond.,(|x)) = gu(|¢)) andy < ¢, we (1) m = 2. Suppose thatz/y1 < B,/51. Let us choose a
have suitably small positive number such that
Wex)t = ey) @ey"0), wey")). (66) (2 + €)B1 < (71 — €)Bn.
and A routine calculation shows that
(pw)!=((rer) (Pey (@) (ko). (67) ern(P®X) = ern (¥ @ 47F)
Applying Lemma7.B to Eqs[{66) and (67) yields =kim
P @7"(0) < p@9"(e), (68) and I
m ® = 1—1)n ® 1 + n -
where we have used the assumptions thaty < ¢ ® w and ehin(p © ) _ Z(lkvl 1_) 6(<P n ) +ealln =)
¥ =< . ’

Therefore, for the simplicity of notations and without anyvhich yields
loss of generality, we can assume that 1 andj = m.
. . & > ®
More directly, we can writey”(0) and " (¢) as x and w, ein (¥ ©X) > ean(p © w)
respectively. This, of course, will not cause any confusion for any smalle > 0. That again contradict$ ® y < ¢ ® w.



(2) m = 3. Suppose that/y1 < (3./01 Or v3/72 <
Bn/B1. We only consider the case whetg/vy2 < 3,./01,
and the left case is similar to case (i). Choose a suitablylsma

positive numbeg such that

(73 + €)1 < ¥20n-

Then a simple analysis shows

et rkn (P ®X) = ern(t) @) + eryn (¥ @ 78F)

= k171 + ka2

and

e(lirkz)n((p ® w) = €k, —1)n ((P ® 7®k1 1)

ten((11 = €)9) + eran(p @,
= k1v1 + ka2y2 — €,

@kz)

which yields

e(lirkz)n(w ® X) > €(k1+k2)n(§0 ® w)'
That is a contradiction with) ® x < ¢ ® w.

Third, we prove thatn = 2. By contradiction, we shall

show that ifm = 3 then

PROX<PRuw

cannot hold for any small enough positive numbgmwhere
Y1 — 657§9k2773 +

k k k k1—
x! gk(v? Lyt 4k, wh = (P!
&%), ya /v = 13/72 = gu(l9)).

To be specific, lep! =

Obviously,n = dim(y) = Y1, m,. Chooser such that

(71— €)Bi > 11 Bi+1
and
(73 4+ €)Biy1 < ¥30i

foranyl <i<h-—1.

In addition to the above constraints, we also nesatisfy-

ing
(71 = )n > (v3+ €)1

A direct calculation gives

W ex)! = (¢'(0),¢"(0))
and
(p@w)t = (¥(€),¢"(e)),
where
Ple)= mpr™ ™, (- epPm,
B Dy (=B,
and

<PN(€) _ ['7 6®(k1_1)mh+k2m1 ('Y k_e) ;?mh
(73 +€) @mh’,y ﬁEB( st mh]7

where we have use¢, 8, = 1205:.
It can be readily verified that

eklﬂ(w ® X) = ekl(n*mh)(s‘)/(o)) + €kymn ((pll(o))
=kim

3

(569’”1, ..., B2 for someh > 2.
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and

eklﬂ((p ® w) = ekl(n*mh)((pl(e)) + Ckymy, ((pll(e))
= (Fim = €)(1 = mnfn) + erym, (9" (€)).
To calculateey, ., (¢” (€)), we need to consider the follow-
ing two cases:
(@) kom1 > my,. Then

Chrmy, (97(€) = €xym, (M BEFT")
= kimny16n,
thus
ern(p@w) =kim —e(l—mufh)
<ern(¥ ®x)
providinge > 0.
(b) koami < myp. Then

€kimp, (‘PN(E)) =€ (7162%1) + elz(('yl - 6)52%)
= kympy1Bn — €(mp, — kam1) B,

Wherell = (/Cl — 1)mh + komy and lo = mp — kamy. Thus

ern(p@w) =kiy — el —komiBy)
< kiyi —e(I —mnpBh)
< eklﬂ(w 2y X)

providinge > 0. In the above two cases we have useg, =
~2 31 to simplify the calculations.

Both the above two cases contradict x < ¢ ® w. Thus
m = 3 is impossible.

With that we complete the proof of Lemrhalr.4. O

By Lemma 7.4, under the conditiah, (|x)) = gu(|®)), we
only need to consider a special form|gf). More precisely,x
has only two distinct components. The following lemma will
just handle such a special form pf).

Lemma 7.5:Let |x) be a partially entangled state with
compact formy! = (3P*, B5*2) for somef; > B2 > 0, and
let | ) be another state satisfying (|¢)) = L.(|x)). Then|y)
can do partial entanglement recovery for the transformatio
|t) to |p) such thatly) is in S°(|p)) if and only if

o= (=) (69)

wherey’ is a segment of! with two distinct components;’
is a normalization factor, anth > 1.

Moreover, if |x) and |¢) don't satisfy Eq.[(€D), thery)
cannot do partial entanglement recovery for any transftiona
of 1) to |¢) such thaty) is in S(|)).

Proof. We first prove that if y) can do partial entanglement
recovery for some transformation @f) to |p) with ¢ < ¢,
i.e., there exists a state)) satisfyingy ® x < p @w, w < X,
and ! # w', then|x) and|y) should satisfy Eq.[(89).

Suppose thalty) and|w) have compact forms

(pl:(ﬂ?ml,..., ;?mh)
and
wh = (VPP v — 62 6.

We shall prove that iy ® x < ¢ ® w andw < x for any
sufficiently small positive numbet, then

h—2and—<—<k1 (70)

ko ma
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Or more compactlyy has the form as in EqL(59). Or equivalently,
The conditionZ, (|x)) = gu(|¢)) is equivalent to

kimp By +mpfBr > 1. (81)
= . 71
201 =71 0n (71) However, bymq > kymy, andZ?:1 m;3; = 1, it follows that
For anyl < ¢ < h — 1, choosee such that
yiers FvmnBi + maBh < mafy +muBh < 1,
(1 = €)Bi > MBisa, (72) " \yhich contradicts Eq[(81).
and Case (b)mp < m; < kymy,. It is easy to calculate that
(V2 + €)Bi1 < 2B (73) erm, (@) = em, (2 +€) @ml)
In addition to the above conditions, we also choase + Ehymp—my (Y1 BEFETT) (82)
satisfying = em1 1 + kimpyiBn.
(M = €)Br—1> (12 + €)1, (74) By Eqgs. [79) and{82), it follows that
and
erin(@ ®w) = ki1 +e(mifBr + mpfBy — 1).
(71 = €)Bn > (2 +€)Be. (75)

Sincey®x < p®w, it follows thate, , (PQw) > ek, n (Y@
By the conditionZ,([x)) = gu(l¢)) andv < g, itis easy 1) ta " tan(P8) 2 ehan (Y

to verify that

k —1) > k1m.
W@t = (o)L @eys*)h).  (76) o+ elmafy Fmafh —1) 2 kam

Or equivalently,

Take m1B1 +mpBy > 1. (83)
n = dim(p) = Z .- (77) It is easy to verify that Eq[(83) holds if and only/if= 2
= Case (€)m1 < my, < kgm;. Similar to Case (b)) ® x <
Then by Eq.[(76), ¢ ® w holds for any small enough positiveif and only if
h=2.
k(P ® X) = k1. (78) Case (d):my, > komy. Similar to Case (@), this also causes
By Egs. [71)1(7b), a careful analysis gives a contradiction.
. A Summarizing the above four cases, we obtain that
(pw) = (¢, ¢"), should satisfy Eq[{70), which is equivalent to Eg.](69).
where Now we turn to prove that the condition in Ef.{69) is also
. ®ma (k1—1) om sufficient for partial entanglement recovery. Suppose [that
o' = [nb (=B, and|w) are with compact forms
éBmh 1(k1 1) Dmp—1
cmBy (1= €)B8, "] ! ®m1 pdma
or = (BB
and q
an
¢ = (2 +eBFm, ya gy ), W = (P g — ey 4 6, @R
(= )BE™ . 7By ).
where 5 )
So —QZEandk—SESkl- (84)
ekm(%" ® w) = ki (n—mp) ((pl) + €kymy, (SDH) 61 N 2 mz
= (k171 — (1 — mnfn) + ekym, (") Take [¢) € S°(|¢)). We shall prove that for a sufficiently

small positive numbet, the transformation ofy)) ® |x) to
We need to consider the following four cases according {9)  |w) can be realized with certainty under LOCC.

the values 0fy, m, (¢"): By the assumptiond.,(|x)) = gu(l¢)) andy < ¢, it is
Case (@)1 > kimyp. Then it is obvious that easy to verify that
€kimy, (‘PN) = ek1mh,((’72 + 6) @klmh) (80) (1/] © X)l - (1//7 w”), (85)
= kimp (72 +€)p1. h / Dk1\L and Sk2)1 Similarl
Combining Egs.[(79) with[{80), we have wherey)’ = (Y ® ")t andv)” = (¢ ® v5"?)*. Similarly,
(p@x)* = (¢, ¢"), (86)

erin(p @w) = kiy + e(kimpfBi + mpfBy — 1),
wherey’ = (p @ v7") andy” = (¢ ® v§")!.

\év;ilz?a\;:l(?nzave used the relations, = 72/ to simplify the By Eq. (83), it holds thaty; 32 = 7231. Hence we also have

Sincey @y < pRw, it follows thatey, , (P@w) > ex,n (Y @ = (1 BRIy gPRIm2) (87)

X), i.€., and

kivi + e(kimpBi + mpfn — 1) > ki @ = (BRI yp fTRR2), (88)
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Similarly, If one of these inequalities is strict, then Case 1 holds, and

(e @w)t = (¢ (e), " (€)), (89) the proof is completed; otherwise we only need to prove that
Case 2 holds.
where More precisely, we only need to show thatejfv ® x) =
o(e) = [ylﬁ?(kl_l)ml, (y1 — €)BE™, (90) ei(p®x) thenforanyl <i <mandj € D, [; ; can only take
(72 4 €)BF™, o BPF1m2—m1] two values) or dim(¢'®x’) . Notice thatuD = {1,...,m}
and andI N D = (. It suffices to prove; ; € {0,dim(y’ ® x?)}

"(e) — Smikz—mz — )3Em2 for two cases: (1) €I, j€ D, and (2)i € D, j € D.
Ple = nb Sma (’Yl@(kg)—??mg (91)  Let us consider the case where I andj € D first. By
(72 + 6) 2 17262 ]

Eq. (10), we have
Note that Egs.[(30) and_(P1) are well-defined since we have

Eq. (84). We have also assumed thdh Egs. [90) and[(91) ‘ ‘
satisfies the following constraints: That is, the values of the extreme componentgof x’ are

strictly bounded by those af’ @ x¢. Thus, we have
(11— )81 > (2 + )8y and (32 +€)B2 < (31— €)Ba- (92) Y Y those o' ®

7 iVl 7 AR
Sincey < ¢, by Egs. [8b) and{86), applying Lemrhal2.3 (Prox) < (@’ ®x'h
gives and o .
w/ 4 4,0/ and 1/]// 4 QPH- (93) ((,OZ ®XJ)1 > ((,OJ ®X1)1.
Hence by the assumption that all inequalities in Eql (96) hol
with equalities and the definition ef (¢ ® x), together with
the above two equations, we have

e C @), forallielandjeD. (97)

A careful observation caries out that(e) and ¢”(e) are
obtained by adding perturbations gn and ¢, respectively.

So we have
P <19 () and " <1 ¢ (¢) (94) Li=0=10;=0
for a sufficiently small positive numbet and
Thus by Eqs[(85)[(89), and (94), applying Lenim3 7.2 gives L = dim(y? ® ) = li; = dim(¥' @ ¥9).
YOX < @Rw. (95) So, in order to prové ; € {0,dim(:/'®x7)} in the case of €

It is easy to see thab < x andx! # w! providing the ' andj € D, we only need to show thdj, € {0, dim(y’ ®

positive number small enough. In other words$y) can do x)} fori € I andj € D. Or equivalently, to show;; €

partial entanglement recovery for any transformatiofy/ofto {0, G_lim_(wz@x])}'fori € D andj € I. (Here we interchange
o) such thaty) is in 5°(|)) the indicesi andj for convenience.)

With that we complete the proof of Lemrhalr.5. O S0 c_ombining this with th_e case of¢ D andj € D, the
only thing left to be proven is that

lij € {0,dim(¢’@x?)} for all i € D and 1 < j < m. (98)

APPENDIX C: PROOF OFTHEOREM[4.] By Eq. [11) and Lemm& 2.3 we have

For simplicity, we denotel, , and Dy, by I and D, i j i j . .
respectively. We only need to show that for ahy< [ < viex @@y forallie Dand 1<j<m.  (99)

dim(v)dim(x), one of the following two cases holds: If there exists € D and1 < ¢ < m such that0 < [;; <
Case le; (v ® x) < ei(p ® x); or dim(* ® x*), then by Eq.[(9P) we have
Case 2:¢(¢p ® x) = ei(¢ ® x), but both sides are not e (1 ®yt) < e, (¢° ) (100)

related tox® (i € D) and both of them remain unchanged
by an arbitrary but small enough perturbations gi € D). It follows that the first inequality in EqL(96) strictly haid
Here we should point out th3 ¢ is supposed to be kept as avhich contradicts:; (¢ @ x) = ei(¢ @ x). So Eq.[(98) holds.
constant for each € D during the perturbations to guarantedVith that we complete the proof of Theorém4.1.
that |x) is a valid quantum state.

For this purpose, we rewrite () ® x) as follows:

m o m

61(1/} b2 X) = Z Zeli,j (W & Xj)a

i=1 j=1
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