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Abstract—In this paper, we consider an IRS-assisted and
wireless-powered mobile edge computing (MEC) system that
allows both edge users and the IRS to harvest energy from
the hybrid access point (HAP), co-located with the MEC server.
Each edge user uses the harvested energy to offload its data
to the MEC server. The IRS not only assists downlink energy
transfer to the edge users, but also improves the users’ uplink
offloading rates. To minimize the overall energy consumption,
we jointly optimize the users’ offloading decisions, the HAP’s
active beamforming, as well as the IRS’s energy harvesting
and passive beamforming strategies. The energy minimization
problem is intractable due to complicated couplings in both the
objective function and constraints. We decompose this problem
into the downlink energy transfer and the uplink data offloading
phases. The uplink phase can be efficiently optimized by the
conventional semi-definite relaxation (SDR) method, while the
downlink phase depends on the alternating optimization between
the users’ offloading decisions and the joint active and passive
beamforming strategies. Numerical results demonstrate that the
proposed offloading scheme can significantly reduce the HAP’s
energy consumption compared with typical benchmarks.

I. INTRODUCTION

Recently, intelligent reflecting surface (IRS) has been pro-
posed as a promising technology to improve the energy-
and spectrum-efficiency of future wireless networks [1]. It
consists of a large array of passive reflecting elements that
can be flexibly deployed on the exterior walls of buildings
and the surfaces of surrounding objects, e.g, vehicles, roadside
advertising panels, and light poles, making it suitable for the
future vehicular networks [2]. The IRS’s reconfigurability has
motivated the wireless research community to integrate the
IRS into wireless systems and explore the potential perfor-
mance gains [3]. As such, we can achieve improved channel
capacity, reduced transmit power, enhanced secrecy rate, and
interference suppression in different network scenarios and
applications such as the IRS-aided vehicular network [4], the
IRS-aided secure communications [5], [6], and the IRS-aided
mobile edge computing (MEC) systems [7]-[9]. The above-
mentioned works typically assumed that the IRS’s energy
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consumption can be negligible due to the use of passive
reflecting elements.

However, when controlling the phase shifts of a large
number of reflecting elements, the IRS’s overall energy con-
sumption will be comparable to that of the RF transicever-
s [10]. The recent advances in wireless power transfer can
be employed to power IRS by using the reflecting elements
to harvest a part of the incident RF power instead of the
perfect reflection [3]. The IRS’s self-sustainability imposes
additional energy budget constraints in the optimization of
IRS-assisted wireless systems. In particular, the IRS’s energy
budget strongly relates to the IRS’s deployment and the active
beamforming strategy. The RF-powered IRS has been studied
in some related works to examine its feasibility. The authors
in [11] analyzed the performances of the time-switching (TS)
and power-splitting (PS) schemes for energy transfer to the
IRS. The TS scheme allows the IRS to switch between energy
harvesting and reflecting modes, while the PS scheme allows
a more flexible tuning of the IRS’s reflection coefficients, such
that a part of the incident RF power can be harvested as energy.
Different from the TS and PS schemes, the authors in [10]
divided the IRS’s reflecting elements into two parts. One part
is used to harvest RF power to sustain the other part.

In this paper, we consider an IRS-assisted and wireless-
powered multi-user MEC system, where the MEC server not
only provides computation resources to the edge users, but also
transfers RF energy to both the IRS and edge users via signal
beamforming of the co-located multi-antenna hybrid access
point (HAP). Considering that the HAP may be unaware of
the IRS’s existence, we employ the PS scheme for the IRS
controller to adaptively adjust the IRS’s amplitude reflection
coefficients. Thus, a portion of the incident signals can be
absorbed by the IRS. The other portion of the incident signals
will be reflected to enhance the channel conditions between
the HAP and the edge users. Different from the IRS, each
edge user relies on the TS scheme to harvest energy and
use the energy to offload its computation workload to the
MEC server. To minimize the overall energy consumption, we
aim to jointly optimize the edge users’ offloading decisions,
the HAP’s active beamforming, as well as the IRS’s passive
beamforming and the PS ratio for energy harvesting. A similar



energy minimization problem in an IRS-assisted MEC system
has also been studied in [7] and [9], whereas the IRS’s self-
sustainability is not taken into consideration.

Our main difficulty lies in that the users’ uplink offload-
ing decisions are strongly coupled via the HAP’s downlink
energy transfer, which is controlled by the joint active and
passive beamforming strategies. To bypass this difficulty, we
decompose the energy minimization problem into the down-
link energy transfer and the uplink offloading phases. In the
uplink phase, we consider a time-slotted offloading protocol to
avoid users’ interference. Then we can maximize each user’s
channel gain by optimizing the passive beamforming strategy
according to the semi-definite relaxation (SDR) method. In the
downlink phase, the IRS not only harvests energy for itself
but also assists the edge users’ energy harvesting, whereas
each user’s energy budget determines its offloading decision.
Hence, we further decompose the downlink phase into two
sub-problems. The alternating optimization (AO) method is
employed to optimize the users’ offloading decisions and
the joint beamforming strategy in an iterative manner. The
numerical results verify that our solution can significantly
reduce energy consumption compared to baseline algorithms.
More interestingly, a larger-size IRS may not always achieve
better performance due to its increasing energy demand, which
may not be fulfilled in energy-limited wireless networks.

II. SYSTEM MODEL

We consider an IRS-assisted and wireless-powered MEC
system consisting of one HAP and N edge users, e.g., roadside
meters and traffic lights, as illustrated in Fig. 1(a). The set
of edge users is defined by NV = {1,2,..., N}. The multi-
antenna HAP can firstly supply energy to users and then
receive and process the data offloaded by them. Each user
7 € N has a fixed amount of workload ¢; that needs to be
processed by the HAP or itself. The overall workload can
be divided into two parts by a factor x; € (0,1). A part
kil; of the workload will be offloaded to the HAP for edge
computing, while the other part (1 — k;)¢; of the workload
will be processed locally. We consider a time-slotted frame
structure to coordinate the multi-user data offloading and local
processing, as illustrated in Fig. 1(b). Each user-: is allocated a
time slot and its workload /; has to be successfully processed
within the allocated slot. Without loss of generality, each time
slot is normalized to unit one. Each user can harvest RF energy
from the HAP’s beamforming signals. The harvested energy
is then used for both data offloading and local computation.

A. IRS-assisted Channel Model

The wireless channels between the HAP and edge user-
s are assisted by an IRS with K reflecting elements, as
shown in Fig. 1. We assume that the IRS also harvests
energy from HAP’s RF signals, similar to that in [11]. Let
K = {1,2,...,K} denote a set of K reflecting elements.
Typically, the size of the IRS’s reflecting elements is much
larger than that of the HAP’s antennas, i.e., K > M. For
each single-antenna user ¢ € N, the complex HAP-User
and IRS-User channels are denoted by hs, € CM*! and
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Fig. 1: IRS-assisted MEC for vehicular networks.

h;; € CEX1 respectively. The HAP-IRS channel matrix is
denoted by H € CM*X_ By channel reciprocity, we assume
that the uplink channels for data offloading are the same as
the downlink channels for the HAP’s energy transfer. In each
user’s time slot ¢ € N, the IRS controller can adjust the
phase shift 6; ; € [0, 27| of each reflecting element k € K to
construct desirable channel conditions. The amplitude reflec-
tion coefficient p; 5 € (0,1) can also be tuned to control the
strength of signal reflection and the IRS’s energy harvesting.
As such, the parameter p; j, is also called the PS ratio. For sim-
plicity, we assume that all reflecting elements have the same
reflection coefficient p [12]. Let 8; = [e/%1, ... % x]|H
denote the IRS’s passive beamforming vector in the i-th
time slot. Hence, the IRS-assisted channel from the HAP
to the user-¢ in the j-th time slot can be represented as
hai; = ha; + pHdiag(8;)h;; = ha,; + pHg,0;, where
He, £ Hdiag(h; ;) and diag(0;) is a diagonal matrix with
the diagonal vector ;.

B. Time and Workload Allocation

Each user i € A can further divide its time slot into two
sub-slots by the time division factor 7; € [0, 1]. The first sub-
slot 7; is used for downlink energy transfer from the HAP
to the IRS and the users, while the second sub-slot 1 — 7;
is used for uplink data offloading from the user to the HAP
assisted by the IRS. Hence, the choice of 7; has to ensure that
there is sufficient energy to offload a part of the workload «;¢;
and process the other part (1 — x;)¢; locally. Let (we ;, W, ;)
denote the HAP’s active beamforming strategy in the downlink
and uplink sub-slots. Similarly, let 8, ; = [¢?% 1, ... e/%ux]H
and 0,; = [e?%1 ... €% x]7 denote the IRS’s passive
beamforming strategies in two sub-slots, respectively.

The offloading rate of each user depends on the channel con-
ditions and the user’s transmit power p,_;, which can be char-
acterized as 0;(Do.is Wo,i, 00,i) = logy(1 —ﬁ—poyi\hg,i’jwoﬂz).
Here we assume a normalized noise power to simplify the



formulation. Let ¢; denote the local processing capacity and
we require ¢; > (1 — k;)¢; to ensure the successful processing
of the workload (1 — k;)¢; within each time slot. Therefore,
we have the time and workload allocation constraints:

(1 = 74)0i(Po,is Wo,i, 00i) > Kil; and ¢; > (1 — k)l;. (1)

The first inequality of in (1) denotes that the offloading data
should meet the offloading demand.

C. Energy Budget for IRS and Receivers

Each user’s energy consumption in workload offloading
depends on the offloading time 1 — 7; and the user’s transmit
power p, ;. The energy consumption in local computation re-
lates to the local workload (1 —k;)¢; and the user’s processing
capability, i.e., CPU frequencies. Let f,, denote the user’s CPU
frequency, i.e., the number of CPU cycles per second, and ¢,,
be the number of CPU cycles required to process each unit
workload. Thus, each user’s local processing capacity can be
characterized by c; £ fu/®u. Give the size of local workload
(1 — k;)¢;, the CPU time required for local computation is
evaluated by t.; = (1 — k;)¢;/c;. Besides, the energy con-
sumption per CPU cycle can be characterized by k,, f2, where
the constant k, denotes the energy efficiency of the local
processor [13]. Hence, the energy consumption in local com-
putation is e, ; = t, ikufo = dukuf2(1 — k;)¢;. Combining
energy consumption in two parts, each user’s overall energy
consumption is given by e.; = p, (1 — ;) + (ﬁu(l — k)4,
where qgu £ ¢k, f? can be viewed as the energy consumption
per unit workload in local computing.

Let po denote the HAP’s transmit power and w; € cMx1
denote the normalized energy beamforming vector of the HAP
in the downlink sub-slot 7;,. By adopting the linear energy
harvesting model, the energy harvested by the user-¢ in the j-
th time slot is given by npo|f1£[’i’ ;We,j|*7j, where 7 represents
the energy harvesting efficiency. To sustain the users’ local
computation and offloading, we have the following energy
budget constraint for each user i € N:

Poi(1=7i) + du(l = ki)l; <Y mpolhlf , swe ;5. (2)
JEN

By tuning the IRS’s PS ratio p, the IRS can sustain itself
by harvesting RF power from the HAP’s energy beamforming
signals. The energy harvested by the IRS is given as e; =
n(1—p?) > e nH¥ we i [|po7i. We assume that the IRS only
harvests energy in the downlink energy transfer phase. The PS
ratio is set as p = 1 in the uplink offloading phase to maximize
the data offloading rate. Hence, the IRS’s self-sustainability
implies the following energy budget constraint:

NEp<n(l—=p*) Y [H weil*pom:, 3)

ieN
where 4 is the energy consumption of a single reflecting ele-
ment. We assume that the IRS’s overall energy consumption is
linearly proportional to the number of reflecting elements [14].

IITI. JOINT WORKLOAD ALLOCATION AND BEAMFORMING
OPTIMIZATION FOR IRS-ASSISTED OFFLOADING

We aim to minimize the HAP’s overall energy consumption
by jointly optimizing the HAP’s active beamforming strategy

Wi = (Wei,W,,;), the IRS’s PS ratio p and the passive

beamforming strategy 6; = (0. ;,0,;), as well as the user’s
offloading strategy (7;,K;,Po,;). In each time slot i € N,
the HAP’s overall energy consumption includes the RF beam-
forming energy po||w. ;||>7; in downlink energy transfer and
the computation energy for processing the offloaded workload
kil;. The HAP’s energy consumption in computation can
be characterized by (,ZAS Akil;, where (ZAS 4 denotes the energy
consumption to process each unit workload. Hence, we can
formulate the energy minimization problem as follows:

. 2 n
min Weil|“Ti + paril; (4a)
p,(0:,wi),(Ti,Ki,Po,i) lGZA/(pOH || ¢4 )
s.t. (1),(2), and (3), (4b)
0.:,0,; € (0,2m)5, Vie N, (4¢)

[[Weill <1, |[woil| <1, Vie N, (4d)
Py Kiy Ti S (0, 1),po,i Z 07 Vi € N (46)

Problem (4) is complicated due to the non-convex structure
and complex coupling among different control variables. In
the following part, we decompose problem (4) into two sub-
problems for the downlink energy transfer and the uplink
offloading phases, respectively. Each sub-problem will be
individually solved by exploiting the problem structure.

A. Uplink Offloading Beamforming Optimization

The optimization of uplink data offloading can be trans-
formed to maximize the uplink channel gain from each user-i
to the HAP, which involves the HAP’s receiver beamforming
vector w,; and the IRS’s passive beamforming vector 6, ;
in each sub-slot 1 — 7;. By employing the SDR method, we
can easily formulate a joint active and passive beamforming
optimization problem, similar to that in [15]. In particular,
given a fixed 0, ;, the HAP’s receiver beamforming vector
can be determined by the maximum ratio combining (MRC)
scheme [16], i.e., W} ; = ﬁAZl/\|ﬁA11|| Then, the next step
is to maximize the channel gain of h A, by optimizing the
uplink passive beamforming vector 6, ;:

ha; + He 0, (5)

max

0,,:€[0,27] ¥
Problem (5) can be easily transformed into a semi-definite
program (SDP) and solved by the interior-point algorithm
efficiently. Given the optimized solution @7 ; to (5) and the
corresponding MRC beamformer w7 ;, the offloading rate
0i(Po,i» W} ;565 ;) only depends on the user’s transmit power
Po,i- Then, we can simplify the offloading rate as 0;(p,,;) =
log, (1 + Po,z‘Hle’i,iHQ), where l:1f4_i7i denotes the optimal
channel of the user-i enhanced by the IRS in the i-th time
slot. Given @, and w} ;, we can also simplify the constraint

in (1) as (1 —,Ti)Oi(pO’i) > kil > 4; — ¢y

B. Downlink Energy Beamforming Optimization

The downlink energy beamforming controls the wireless
energy transfer to all users and the IRS. Meanwhile, the IRS’s
PS ratio p, the user’s time allocation 7;, and the HAP’s energy
beamforming w, ; are also coupled, as shown in (3). Thus, it is
difficult to directly solve the joint optimization problem (4).



In the following, the above bottleneck will be addressed by
using the AO method that optimizes the control variables of
different entities in an iterative manner.

1) Optimizing users’ offloading decisions: In the first sub-
problem, we optimize the users’ offloading decisions including
the transmit power, time and workload allocation strategies,
given the HAP’s active beamforming w. ; and the IRS’s pas-
sive beamforming strategy (p, . ;). In this case, the quadratic
terms |ﬁﬁmwe7l|2 and |[H”w, ;|? become constants in (2)
and (3). Let c.; ; = |hA”We ;% and ¢, ; £ ||HHwe i||? for
simplicity. We can transform problem (4) as follows:

min Y (pol[wel i + damity) (62)
Ve
s.t. (1 —73)0i(poi) > Kily > 4; — ¢, (6b)

> 0poCe,iiTi = poi(1 = Ti)+du(l — Ki)ls, (6¢)

JEN

NK
D MoceiTi 2 T " ) (6d)
ieEN
€10,1], 7 €[0,1],p0; >0, and i € N.  (6e)

Problem (6) can be easily transformed into a convex form
by introducing 7 = 1 — 7; and e,; = p,,;(1 — 7;), where
€o,; denotes the user’s energy consumption in data offloading.
As such, the first inequality in (6b) becomes joint convex in
(77, €0,:). All other constraints and the objective function are
linear with respect to (7;, ki, €,,;). Therefore, we can find the
optimal (77, s}, e ;) and p; ; = e} ;/(1 — 1) to problem (6)
efficiently by the off-the-shelf optimization toolbox.

2) Joint active and passive beamforming: In the sec-
ond sub-problem, we aim to minimize the HAP’s ener-
gy consumption by optimizing the joint beamforming s-
trategy (p, 0., We,;). Given the users’ offloading decisions
(Ti, Ki, Po,i)» problem (4) can be simplified as follows:

p’eglii’fvlve’i Z(pOHWe,iHQTi""éAHiéi) (7a)
: ieEN
Ei
st. > b, we T , (7b)
JEN 77]70
NK
S (- E WP > SR e
iEN "Po
p€(0,1),8c, € (0,2m)%, [[weil| <1,  (7d)

where the constant E; = p,;(1 — ;) + qASu(l — k;)¢; denotes
the user-i’s overall energy consumption in both data offloading
and local computation. The inequality in (7b) implies that the
active beamforming vector w, ; should be jointly optimized
with the passive beamforming strategy (p,6.;) to ensure
sufficient energy supply to all users. The PS ratio p also relates
to the IRS’s energy budget constraint in (7c). Given a feasible
(We,i,0c,;) to (7), it is easy to verify that constraints (7b)
and (7¢) define the lower and upper bounds for the PS ratio p,
similar to the observations in [17]. This implies that we can
solve problem (7) by an iterative two-step method.

In the first step, given the PS ratio p, the beamforming
vectors (W ;, 0. ;) can be optimized by the AO method. With

the fixed 6. ;, we replace the quadratic terms in (7b) and (7c)
by the following linear matrix inequalities:

A E; .
> (G We ) > —, VieN, (8)
JEN 11Po

> Tr(HHW, ;)7
1EN

NKpu

— 9
npo(l —p?) ©)

where G;; = hy;jhl]; . denotes the channel matrix from
the HAP to the ¢-th user in the j-th time slot. The matrix
variable We i = 0 is the rank-one relaxation of the quadratic
term w, 1w . Given p and 6.;, we can assume that the
channel matnx GZ, ; can be estimated by the HAP, and then
we can optimize W, ; by solving the following problem:

ei)<1 ZTr We,i)poTi, s.t. (8) = (9). (10)

max
W, i>=0,Tr(W

Now problem (10) becomes a standard SDP and efficiently
tractable. As the matrix solution W, ; may not lead to a
rank-one solution, the Gaussian randomization method can be
further applied to extract its rank-one approximation [15].
The optimization of 8. ; becomes a feasibility check with
the fixed w, ;. In this case, we can introduce a set of auxiliary
variables {o;};cnr to reformulate problem (7) as follows:

> o (11a)
Oe.greri ieEN
st. Y |bl, wer > ai+—=, Vie N (llb)
JEN

Note that the IRS-assisted channel h A,i,; depends on the IRS’s
passive beamforming vector, i.e., flA,m- =hy,; + pHe 0. ;.
Problem (11) can be converted into an efficiently tractable SDP
by the SDR method similarly applied to problem (5).

In the second step, we update the IRS’s PS ratio p to
further decrease the HAP’s energy consumption given the
joint beamforming strategy (we ;, 0. ;). By using the following
proposition, we can obtain lower and upper bounds of the PS
ratio, denoted as puin and pmax, respectively. This implies that
we can update the PS ratio by the bisection method.

Proposition 1: Given the joint beamforming strategy
(We,i,0c,;), the upper bound pmax of the PS ratio in prob-
lem (7) is determined by (Ic) and given as follows:

NKp 2
Pmax = 1- T .
npo i [IHEWe 4|7
For each user i € N, let Pi,min denote the solution to the
quadratic equation a;p> + b;p + ¢; = 0, where the constant

parameters are given in (13). Then, the lower bound of the
PS ratio is given by pmin = max;{p; min, € N'}.

12)

a; = Z 75| (He,i0c,5) " we 512, (13a)
JEN
bi = Z 2TjR€((Hf7iee7j)HWe7jhA7i), (13b)
JEN
2 E;
¢ = Z 7 hf we P — —. (13¢)
JEN Po



Algorithm 1 AO Algorithm for Problem (4)

1: Initialize & = 0, (Ti(k) :‘i(k)apffi)), (e(k) W(lfi),p(k)), and

the HAP’s energy consumption E(()k) randomly;
Update (6,,;, W, ;) by solving (5) and MRC;
repeat

k=k+1,

Update (Ti(k) /i(-k),p((fi)) by solving (6);

L)

Update (w(", 8"")) by solving (10) and (11);

Update p*) = (pl(f")1 + p[(n]?x) /2 by Proposition 1;
Compute the objective function value E,gk) in (4);

until |EF — BEFY| < €

R A ol

The proof of Proposition 1 follows a similar idea as that
in [18]. The details are omitted here for brevity. Given
(We,i;0c.;) and [pmin, Pmax] 10 Proposition 1, we can update
p by the bisection method. Till this point, we can summarize
the solution procedure in Algorithm 1. The computational
complexity of the SDP in line 2 of Algorithm 1 is O(NK?3%).
The computational complexity in lines 5-7 can be estimated
by O(N?%%), O(Inax (M2 +K*5)N?5), and O(N?), respec-
tively, where I,,,,x denotes the maximum number of iterations.
The overall computational complexity can be evaluated by
O(NK?35 +1ogy (1) (N?5 + Lpax(M*5 + K*5)N%5)) [19],

where € denotes the error tolerance to terminate Algorithm 1.

IV. NUMERICAL SIMULATION

In this section, numerical results are presented to evaluate
the proposed IRS-assisted and wireless-powered MEC system.
Apart from the proposed algorithm, the other three benchmarks
are considered for comparison, i.e., Random Phase, Complete
Harvesting, and Without IRS. The Random Phase scheme
denotes that the IRS applies random phase shifts in both
uplink and downlink phases. The Complete Harvesting scheme
represents that the IRS only harvests energy in the downlink
phase by setting the PS ratio to 0. It is assumed that the
signal propagation follows a log-distance model with the path
loss Ly = 30 dB at the reference distance. The path loss
exponents of links HAP-IRS, IRS-User, and HAP-User are
set to 2, 2.8 and 3.5, respectively. The small-scale fading
follows the complex Gaussian distribution with zero mean and
unit variance. To facilitate our analysis, we assume that each
user has the same amount of workload ¢ in the simulation.
The nodes’ topology is set as follows. The HAP is placed
at the origin of the coordinate and the IRS is located at
(5,0). Three edge users are placed at (6,2), (8,1.5) and
(8,2), respectively. The default parameter settings are given
as follows: HAP’s antenna size M = 4, energy harvesting
efficiency n = 0.8, HAP’s transmit power pg = 60 dBm,
channel bandwidth W = 1 MHz, u = 1.5%x1077" W, e = 1073,
fu = 5 x 108 cyclefs, k, = 10728, ¢, = 700 cycle/bit,
qBA = 1079 J/bit [13]. Fig. 2 shows the convergence of
Algorithm 1 with K = 80 and ¢ = 1000 bit. It is seen that
the HAP’s energy consumption can be significantly reduced
as the number of iterations increases. This result verifies the
effectiveness of the proposed algorithm for energy saving in
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this paper. Meanwhile, the IRS’s PS ratio p increases gradually
as the algorithm converges. An increasing p allows more signal
power to be reflected to the users, which can be harvested
by the users and used for both local computation and data
offloading. Compared to the case with a fixed PS ratio, our
method can avoid unnecessary energy consumption in the IRS.
This observation also reflects that our method can improve
energy efficiency effectively while satisfying the IRS’s energy
requirement. It is worth noting that the proposed algorithm
achieves convergence within a few iterations. This implies its
applicability in practical implementation.

Fig. 3 depicts the comparison results of the HAP’s energy
consumption in different algorithms as the amount of workload
¢ increases. The size of the IRS is fixed at K = 40. It is
clear that the HAP’s energy consumptions in all algorithms
increase in /. The reason is straightforward as the users need
more energy for both local computation and data offloading
when increasing their computation workloads. We also observe
that the PS ratio p also increases in ¢, as shown in Fig. 3(b).
This implies that p can be jointly adapted to reduce the
HAP’s energy consumption as the overall workload becomes
heavier. Compared to the case without IRS, the other three
schemes can achieve better performance by using the IRS
to create a more desirable multi-path effect, even with the
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random phase configuration in Random Phase scheme and
the partial reflection in the Complete Harvesting scheme, as
shown in Fig. 3(a). Moreover, since we optimize the passive
beamforming in both the uplink and downlink phases, the
proposed Algorithm 1 always achieves the best performance
compared to the other three benchmarks.

In Fig. 4, we present the comparison results of the HAP’s
energy consumption as the size of IRS K gradually increas-
es. Each user’s workload is fixed at / = 1000 bit. With
the assistance from an IRS, the HAP’s energy consumption
dramatically decreases as K increases. This shows that the
IRS can be a very effective way to reduce the HAP’s energy
consumption, even with the randomized passive beamforming
strategy, as shown in Fig. 4(a). We also observe that the
IRS working in the uplink offloading phase only can still
outperform the case without IRS. As shown in Fig. 4(b), we
observe that the IRS’s PS ratio p is inversely proportionally
to the size K. That is because the IRS requires more energy
supply with a larger number of reflecting elements. Hence, the
IRS will tune down its PS ratio p to harvest more energy. An
interesting observation is that the energy saving by using the
IRS becomes slowing down, as the size of the IRS increases.
This observation implies that a larger-size IRS with a higher
energy demand becomes a burden to the IRS-assisted wireless
system. The overall energy saving by using the IRS can be
canceled out by the extra energy consumption of the IRS.

V. CONCLUSIONS

In this paper, we have investigated the energy minimiza-
tion problem in an IRS-assisted and wireless-powered MEC
system. Based on the decomposition of the original problem,
we have proposed an individual solution to each sub-problem,
by adaptively optimizing the joint beamforming strategy, the
users’ offloading decisions, and the IRS’s PS ratio for energy
harvesting. Numerical results have revealed some interesting
observations that can be used to guide the IRS’s practical
deployment in wireless-powered MEC systems.
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